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Source: Economist
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Types of Media Sources

Speech Recognition, text normalisation
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Diversity of Languages

Machine Translation
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Overload of Information

Natural Language Processing
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BBC Media Monitoring
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BBC Media Monitoring
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Scale of Media Sources

Source: Arab Advisors Group research

Free To Air Channels in  
Arabic CountriesBBC Monitoring 2015 

• 13,500 sources 
• 1,500 Television broadcasters 
• 1,350 Radio stations 

78% in Arabic
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Questions:

• How can NLP help the Media? 
✦ Unlocking more content from different media types/languages 
✦ Making sense of deluge of data 
✦ Reach a wider audience 

• How can we deal with multilingual content? 
✦ Translation 
✦ Multilingual NLP 

• Context of EU Projects: 
✦ SUMMA: Automated Media Monitoring Platform 
✦ GoURMET: Low-resource Machine Translation  
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H2020: 1 February 2016 – 31 January 2019 

Scalable Understanding of 
Multilingual Media
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BBC Monitoring Use Case

Aims

Robo eyes and ears

Find stories quicker

Alerts

Data journalism

BBCM Digital Toolkit
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Deutsche Welle Internal Monitoring Use Case
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Data Journalism Use Case:  NewsHacks

DecsisNRK

Paul Bradshaw:  
                              Nose for news + scale and range of digital data
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SUMMA Platform

• Microservices architecture 
• All services are Docker 

containers 
• Scalability is achieved by 

launching as many Docker 
container instances per task 
as required 

• Open source platform and 
open source NLP Modules  
https://github.com/summa-platform

https://github.com/summa-platform
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SUMMA Platform: Scaleability test

• Last week tested 24 hours of processing of 62 broadcast channels  
• One AWS p3.8xlarge (244.0 GiB RAM, 32 vCPUs, 4 Tesla V100)  to 

serve the data in HLS format 
• Three AWS m5.24xlarge (384.0 GiB RAM, 96 vCPUs) to process it
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SUMMA Channels
APPENDIX B. Live video channels streamed during the final SUMMA scalability test 

 

Country Name Language
Qatar Al-Jazeera English English
Iran Al-Alam TV Arabic
United Arab Emirates Al-Arabiya TV Arabic
Algeria Algerian TV Arabic
Algeria Algerian TV Channel 3 (A3C) Arabic
Iraq Iraqia News TV Arabic
Iraq Al-Sharqiyah News TV Arabic
Germany German ARD TV German
Korea (South) Arirang TV English
United Kingdom BBC1 English
United Kingdom BBC News Channel English
United Kingdom BBC Parliament TV channel English
United Kingdom BBC World Service English
United Kingdom BBC World TV English
Belarus Belarus 24 TV Russian
Bahrain Bahrain TV Arabic
Egypt Al-Misriyah TV Arabic
China China Global Television Network (CGTN, formerly CCTV) English
Russia Channel One TV Russian
Russia Channel One TV Worldwide (for Europe) Russian
Algeria Ennahar TV Arabic
France France 24 English Television English
Lebanon Future News TV Arabic
Saudi Arabia Al-Ikhbariyah TV Arabic
Iran Islamic Republic of Iran News Network Persian
Iran Vision of the Islamic Republic of Iran Network 1 Persian
Iran Vision of the Islamic Republic of Iran Network 2 Persian
Kuwait Kuwait TV 1 Arabic
Lebanon LBC Sat TV Arabic
Libya Libya 218 TV Arabic
Libya Libya's Channel TV Arabic
Libya Libya al-Hadath TV Arabic
Libya Al-Rasmiyah (Official) TV Arabic
Libya Libya al-Mostakbal TV Arabic
Morocco 2M Monde Arabic
Lebanon Al-Manar TV Arabic
Mauritania Mauritanian TV Arabic
Lebanon Al-Mayadeen TV Arabic
Morocco Al Aoula TV Arabic
Libya Al-Naba TV Arabic
Egypt Nile News TV Arabic
Russia NTV Mir Russian
Oman Oman Television Arabic
Ukraine One Plus One TV Ukrainian
Palestinian Territory, Occupied Palestinian Satellite Channel TV Arabic
Iran Press TV English
Qatar Al-Jazeera TV Arabic
Qatar Qatar TV Arabic
Russia RTR Planeta TV Russian
Russia RT English
Russia Rusiya al-Yawm Arabic
Yemen Yemen TV Arabic
Yemen Republic of Yemen TV Arabic
United Arab Emirates Sky News Arabia Arabic
Syria Al-Ikhbariyah al-Suriyah TV Arabic
Syria Syria TV Arabic
Tunisia National Tunisian TV Arabic
Libya Libya (Al-Ahrar) TV Arabic
Ukraine ICTV television Ukrainian
Ukraine 5 Kanal TV Ukrainian
Russia Rossiya 24 news channel Russian
Russia Zvezda TV Russian
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SUMMA Pipeline

STORYLINE

Translation

ASR Seg/Punct Entities
Relationships

Summarisation

Sentiment

Clustering
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Unlocking Audio Visual Content
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ASR across many languages

Language Train Set Train Size WER In-
domain

WER 
SUMMA

English Multi-Genre Broadcast 
Challenge 1600 hours 26.1

Arabic Arabic Multi-Dialect 
Broadcast Challenge 1200 hours 14.7

German BNC radio news 160 hours 9.9 34.6

Spanish Global Phone 17 hours 13.2

Russian Euronews 60 hours 14.4

Added: Latvian, Ukranian, Farsi, and Portuguese
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Light supervision

THE HEAVIEST TRAIN IS GOING TO FALL IN A MY MANCHESTER 
AND THE SURROUNDING AREA

Training ASR Using Subtitles 

Matching Error Rate used as cut-off

The heaviest rain is going to fall in and around Manchester
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SUMMA Pipeline

STORYLINE

Translation

ASR Seg/Punct Entities
Relationships

Summarisation

Sentiment

Clustering
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Dealing with ASR Output: Segmentation

SUMMA Interim Review: WP3

Pause duration based punctuation

Pause duration distribution on German BCN corpus (left) and English MGB corpus (right)

I Pauses are quite a powerful means of sentence segmentation
I There is variation across languageYang Wang, Alexandre Nanchen, Alexandros Lazaridis, David Imseng, and Philip N.Garner. 

Comparative study on sentence boundary prediction for german and english broadcast news. 
Idiap-RR Idiap-RR-18-2017, Idiap, 7 2017  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Dealing with ASR Output: Punctuation

SUMMA Interim Review: WP3

NMT based punctuation

per frame representation

word level representation

per frame features

word level acoustic embedding

I Language component is a hierarchical encoder
Of the type used in MT

I Acoustic component is ASR features, not ASR output.

Ondrej Klejch, Peter Bell, and Steve Renals. Sequence-to-sequence models for punctuated 
transcription combining lexical and acoustic features. ICASP, April 2017  

Hierarchical encoder

In practice:  
• use pause segmentation model to segment on long pauses 
• use punctuation model trained on large amounts of text to add: , . ? !
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SUMMA NLP Pipeline
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SUMMA NLP Pipeline
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SUMMA Pipeline

STORYLINE

Translation

ASR Seg/Punct Entities
Relationships

Summarisation

Sentiment

Clustering
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Challenges for Translation in the Media

• Efficient, fast translation of large volumes 

• High quality translation 

• Story level translation  

• Robust to different dialects 

• Evaluation of for gisting 
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Challenges for Translation in the Media

• Efficient, fast translation of large volumes 

• High quality translation 

• Story level translation  

• Robust to different dialects 

• Evaluation of for gisting 
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Marian 

• Portable C++11 code with minimal dependencies (only CUDA and Boost) 

• Custom auto-diff engine with dynamic graphs (similar to DyNet) 

• Optimized towards NMT  

• Multi-device, multi-node training, and decoding (GPU and CPU)  

• Websites: 
✦ http://marian-nmt.github.io and  
✦ https://github.com/marian-nmt/marian  

Marcin Junczys-Dowmunt, Roman Grundkiewicz, Tomasz Dwojak, Hieu Hoang, Kenneth Heafield, Tom 
Neckermann, Frank Seide, Ulrich Germann, Alham Fikri Aji, Nikolay Bogoychev, André F. T. Martins, and 

Alexandra Birch 
Marian: Fast Neural Machine Translation in C++. ACL 2018
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WNMT 2017: Shared task on efficiency

Alexandra Birch, Andrew Finch, Graham Neubig, and Yusuke Oda (2018). Findings of the Second 
Workshop on Neural Machine Translation and Generation. ACL

(a) CPU Time vs. Accuracy (b) GPU Time vs. Accuracy

(c) CPU Memory vs. Accuracy (d) GPU Memory vs. Accuracy

Figure 1: Time and memory vs. accuracy measured by BLEU, calculated on both CPU and GPU

3.3 Baseline Systems

Two baseline systems were prepared:

Echo: Just send the input back to the output.

Base: A baseline system using attentional LSTM-
based encoder-decoders with attention (Bah-
danau et al., 2015).

3.4 Submitted Systems

Four teams, Team Amun, Team Marian, Team
OpenNMT, and Team NICT submitted to the
shared task, and we will summarize each below.
Before stepping in to the details of each system,
we first note general trends that all or many sys-
tems attempted. The first general trend was a
fast C++ decoder, with Teams Amun, Marian, and
NICT using the Amun or Marian decoders in-
cluded in the Marian toolkit,4 and team OpenNMT

4https://marian-nmt.github.io

using the C++-decoder decoder for OpenNMT.5.
The second trend was the use of data augmenta-
tion techniques allowing the systems to train on
data other than the true references. Teams Amun,
Marian, and OpenNMT all performed model dis-
tillation (Kim and Rush, 2016), where a larger
teacher model is used to train a smaller student
model, while team NICT used back translation,
training the model on sampled translations from
the target to the source (Imamura et al., 2018).
Finally, a common optimization was the use of
lower-precision arithmetic, where Teams Amun,
Marian, and OpenNMT all used some variety of
16/8-bit or integer calculation, along with the cor-
responding optimized CPU or GPU operations.
These three improvements seem to be best prac-
tices for efficient NMT implementation.

5http://opennmt.net
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Mentions of NMT toolkits: WMT proceedings

Source: Marcin Junczys-Dowmunt

• Marian 169 

• OpenNMT 89 

• Tensor2tensor (+T2T) 59 

• Sockeye 47 

• Nematus 42  

• Fairseq 8
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Challenges for Translation in the Media

• Efficient, fast translation of large volumes 

• High quality translation 
• Story level translation  

• Robust to different dialects 

• Evaluation of for gisting 



T
H
E

U N
I V E R S

I T
Y

O
F

E
D I N B U

R
G
H

Alexandra Birch MT and the Media  36

Deeper Models

Antonio Valerio Miceli Barone, Jindrich Helcle, Rico Sennrich, Barry Haddow and Alexandra Birch. 
“Deep Architectures for Neural Machine Translation”. In Proceedings of WMT, 2017 

Bi-deep Networks

. . .

. . .

Bi-deep network [Miceli Barone et al., 2017]

Birch, Sennrich, Haddow SRPOL-Edinburgh Collaboration 23 March 2018 18 / 20

2017 Conference on Machine Translation

Best Translation Quality
Constrained news task, including ties:

From English To English
Turkish Edinburgh Edinburgh
Czech Edinburgh Edinburgh

Chinese Edinburgh Edinburgh
German Munich Edinburgh
Russian Edinburgh National Research Council
Latvian Tilde Edinburgh
Finnish Helsinki UPC

(Edinburgh did not participate in Finnish)

Birch Advances in NMT 6 July 2019 19 / 34

2017 WMT News Task

Rico Sennrich, Alexandra Birch, Anna Currey, Ulrich Germann, Barry Haddow, Kenneth Heafield, Antonio 
Valerio Miceli Barone, Philip Williams (2017). The University of Edinburgh's Neural MT Systems for WMT17

Bi-deep
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Challenges for Translation in the Media

• Efficient, fast translation of large volumes 

• High quality translation 

• Story level translation  

• Robust to different dialects 

• Evaluation of for gisting 



T
H
E

U N
I V E R S

I T
Y

O
F

E
D I N B U

R
G
H

Alexandra Birch MT and the Media  38

context:          Oh, I hate flies. Look, there's another one!
current sent.:  Don’t worry, I'll kill it for you.

context:            Ô je déteste les mouches. Regarde, il y en a une autre !
correct:             T'inquiète, je la tuerai pour toi.
incorrect:          T'inquiète, je le tuerai pour toi.

context:            Ô je déteste les moucherons. Regarde, il y en a un autre !
correct:             T'inquiète, je le tuerai pour toi.
incorrect:          T'inquiète, je la tuerai pour toi.

context:             Ô je déteste les papillons. Regarde, il y en a un autre !
semi-correct:     T'inquiète, je le tuerai pour toi.
incorrect:           T'inquiète, je la tuerai pour toi.

context:            Ô je déteste les araignées. Regarde, il y en a une autre !
semi-correct:    T'inquiète, je la tuerai pour toi.
incorrect:          T'inquiète, je le tuerai pour toi.

Source:

Target:
1

2

3

4

Figure 1: Example block from the coreference set.

Coreference test set This set contains 50 exam-
ple blocks, each containing four contrastive trans-
lation pairs (see the four examples in Fig. 1).
The test set’s aim is to test the integration of
target-side linguistic context. Each block is de-
fined by a source sentence containing an occur-
rence of the anaphoric pronoun it or they and its
preceding context, containing the pronoun’s nom-
inal antecedent.4 Four contrastive translation pairs
of the previous and current source sentence are
given, each with a different translation of the nom-
inal antecedent, of which two are feminine and
two are masculine per block. Each pair contains
a correct translation of the current sentence, in
which the pronoun’s gender is coherent with the
antecedent’s translation, and a contrastive (incor-
rect) translation, in which the pronoun’s gender
is inversed (along with agreement linked to the
pronoun choice). Two of the pairs contain what
we refer to as a “semi-correct” translation of the
current sentence instead of a “correct” one, for
which the antecedent in the previous sentence is
strangely or wrongly translated (e.g. flies trans-
lated as araignées “spiders” and papillons “butter-
flies” in Fig. 1). In the “semi-correct” translation,
the pronoun, whose translation is wholly depen-
dent on the translated antecedent, is coherent with
this translation choice. These semi-correct exam-
ples assess the use of target-side context, taking

4The choice to use only nominal antecedents and only two
anaphoric pronouns it and they is intentional in order to pro-
vide a controlled environment in which there are two con-
trasting alternatives for each example. This ensures that a
non-contextual baseline necessarily gives a score of 50%, and
also enables us to explore this simpler case before expanding
the study to explore more difficult anaphoric phenomena.

into account previous translation choices.
Target pronouns are evenly distributed accord-

ing to number and gender with 50 examples (25
correct and 25 semi-correct) for each of the pro-
noun types (m.sg, f.sg, m.pl and f.pl). Since there
are only two possible translations of the current
sentence per example block, an MT system can
only score all examples within a block correctly
if it correctly disambiguates, and a non-contextual
baseline system is guaranteed to score 50%.

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de dingue chez moi ?
correct:           Est-ce que ça c'est dingue ?
incorrect:        Est-ce que ça c'est fou ?

Target:

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de fou chez moi ?
correct:           Est-ce que ça c'est fou ?
incorrect:        Est-ce que ça c'est dingue ?

Target:

Figure 2: Example block from the coher-
ence/cohesion test: alignment.

context:          So what do you say to £50?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Qu'est-ce que vous en pensez de 50£ ?
correct:           C'est un peu plus cher que ce que je pensais.
incorrect:        C'est un peu plus raide que ce que je pensais.

Target:

context:          How are your feet holding up?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Comment vont tes pieds ?
correct:           C'est un peu plus raide que ce que je pensais. 
incorrect:        C'est un peu plus cher que ce que je pensais.

Target:

Figure 3: Example block from the coher-
ence/cohesion test: lexical disambiguation.

Coherence and cohesion test set Coherence
and cohesion concern the interpretation of a text
in the context of discourse (i.e. beyond sentence
level). ? define the dichotomous pair as repre-
senting two separate aspects: coherence relating to

context:          Oh, I hate flies. Look, there's another one!
current sent.:  Don’t worry, I'll kill it for you.

context:            Ô je déteste les mouches. Regarde, il y en a une autre !
correct:             T'inquiète, je la tuerai pour toi.
incorrect:          T'inquiète, je le tuerai pour toi.

context:            Ô je déteste les moucherons. Regarde, il y en a un autre !
correct:             T'inquiète, je le tuerai pour toi.
incorrect:          T'inquiète, je la tuerai pour toi.

context:             Ô je déteste les papillons. Regarde, il y en a un autre !
semi-correct:     T'inquiète, je le tuerai pour toi.
incorrect:           T'inquiète, je la tuerai pour toi.

context:            Ô je déteste les araignées. Regarde, il y en a une autre !
semi-correct:    T'inquiète, je la tuerai pour toi.
incorrect:          T'inquiète, je le tuerai pour toi.

Source:

Target:
1

2

3

4

Figure 1: Example block from the coreference set.

Coreference test set This set contains 50 exam-
ple blocks, each containing four contrastive trans-
lation pairs (see the four examples in Fig. 1).
The test set’s aim is to test the integration of
target-side linguistic context. Each block is de-
fined by a source sentence containing an occur-
rence of the anaphoric pronoun it or they and its
preceding context, containing the pronoun’s nom-
inal antecedent.4 Four contrastive translation pairs
of the previous and current source sentence are
given, each with a different translation of the nom-
inal antecedent, of which two are feminine and
two are masculine per block. Each pair contains
a correct translation of the current sentence, in
which the pronoun’s gender is coherent with the
antecedent’s translation, and a contrastive (incor-
rect) translation, in which the pronoun’s gender
is inversed (along with agreement linked to the
pronoun choice). Two of the pairs contain what
we refer to as a “semi-correct” translation of the
current sentence instead of a “correct” one, for
which the antecedent in the previous sentence is
strangely or wrongly translated (e.g. flies trans-
lated as araignées “spiders” and papillons “butter-
flies” in Fig. 1). In the “semi-correct” translation,
the pronoun, whose translation is wholly depen-
dent on the translated antecedent, is coherent with
this translation choice. These semi-correct exam-
ples assess the use of target-side context, taking

4The choice to use only nominal antecedents and only two
anaphoric pronouns it and they is intentional in order to pro-
vide a controlled environment in which there are two con-
trasting alternatives for each example. This ensures that a
non-contextual baseline necessarily gives a score of 50%, and
also enables us to explore this simpler case before expanding
the study to explore more difficult anaphoric phenomena.

into account previous translation choices.
Target pronouns are evenly distributed accord-

ing to number and gender with 50 examples (25
correct and 25 semi-correct) for each of the pro-
noun types (m.sg, f.sg, m.pl and f.pl). Since there
are only two possible translations of the current
sentence per example block, an MT system can
only score all examples within a block correctly
if it correctly disambiguates, and a non-contextual
baseline system is guaranteed to score 50%.

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de dingue chez moi ?
correct:           Est-ce que ça c'est dingue ?
incorrect:        Est-ce que ça c'est fou ?

Target:

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de fou chez moi ?
correct:           Est-ce que ça c'est fou ?
incorrect:        Est-ce que ça c'est dingue ?

Target:

Figure 2: Example block from the coher-
ence/cohesion test: alignment.

context:          So what do you say to £50?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Qu'est-ce que vous en pensez de 50£ ?
correct:           C'est un peu plus cher que ce que je pensais.
incorrect:        C'est un peu plus raide que ce que je pensais.

Target:

context:          How are your feet holding up?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Comment vont tes pieds ?
correct:           C'est un peu plus raide que ce que je pensais. 
incorrect:        C'est un peu plus cher que ce que je pensais.

Target:

Figure 3: Example block from the coher-
ence/cohesion test: lexical disambiguation.

Coherence and cohesion test set Coherence
and cohesion concern the interpretation of a text
in the context of discourse (i.e. beyond sentence
level). ? define the dichotomous pair as repre-
senting two separate aspects: coherence relating to

Co-reference test set

Rachel Bawden, Rico Sennrich, Alexandra Birch, and Barry Haddow (2018). Evaluating 
Discourse Phenomena in Neural Machine Translation. NAACL  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Modelling Context

dec

C1enc1
      + att

enc2
      + att C2

Ccombo

Here’s a strawberry.

It's red.

Elle est rouge

Comparing multi-source strategies

Different ways of combining the two context vectors from the two encoders:  

1. concatenating C1 and C2 (Zoph and Knight, 2016) 
• then linear projection so that their dimension is comparable to other 

models 

2. using “hierarchical attention” over C1 and C2 (Libovický and Helcl, 2017) 
• 3rd attention mechanism over the contexts to learn a weight for each of 

them 

3. learning a gate between C1 and C2 (similar to Wang et al., 2017) 
• by looking at C1, C2 (and for the future decoder state and/or output 

word embedding)

Single-source models

Here’s a strawberry. <concat> It’s red. Voici une fraise <concat>  Elle est rouge.

Elle est rouge

Baseline model but translate the concatenation of the previous 
and the current source sentence

Baseline model - Nematus

It’s red. Il est rougeenc
    + att C dec

enc
    + att C dec

Concatenated Model:

Multi-source Model:
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Context in Machine Translation
Context in Machine Translation

BLEU Co-reference Ambiguity
Baseline 19.52 50.0 50.0

Multis. (prev. source) 20.22 50.0 53.0
Multis. (prev. target) 17.89 47.0 50.5

Concat. (src + tgt) 20.09 63.5 52.0
Multis. and Concat. (tgt) 20.85 72.5 57.0

Birch Advances in NMT 6 July 2019 23 / 34

Rachel Bawden, Rico Sennrich, Alexandra Birch, and Barry Haddow (2018). Evaluating 
Discourse Phenomena in Neural Machine Translation. NAACL  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Challenges for Translation in the Media

• Efficient, fast translation of large volumes 

• High quality translation 

• Story level translation  

• Robust to different dialects 

• Evaluation of for gisting 
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Dialectal Translation Arabic

Monde

Lebanon

Oman

BBC

AlJazeera

0 7.5 15 22.5 30

Gold ASR

BLEU Score: Arabic-English SUMMA Test Set
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Challenges for Translation in the Media

• Efficient, fast translation of large volumes 

• High quality translation 

• Story level translation  

• Robust to different dialects 

• Evaluation of for gisting 
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Evaluating Machine Translation for Gisting

Mikel Forcada, Carolina Scarton, Lucia Specia, Barry Haddow, and Alexandra Birch. 
 Exploring Gap Filling as a Cheaper Alternative to Reading Comprehension 

Questionnaires when Evaluating Machine Translation for Gisting, WMT 2018

Figure 2: A screenshot of the gap-filling evaluation interface, showing a whole machine-translated document as a hint (with
the key sentence highlighted).

BLEU NIST RCQ scores GF scores
Simple Weighted Literal Overall 10% 20%

Google 0.306 4.66 0.753 0.748 0.776 0.592 0.565 0.619
Bing 0.281 4.40 0.709 0.695 0.734 0.618 0.595 0.640

Homebrew 0.241 4.51 0.594 0.577 0.608 0.550 0.547 0.553
Systran 0.203 3.05 0.680 0.670 0.701 0.569 0.544 0.595

MT Average 0.684 0.673 0.705 0.582 0.563 0.602
Human 1.000 10.0 0.813 0.810 0.872

No hint (random) 0.258 0.302 0.213
No hint (entropy) 0.193 0.191 0.195
No hint (average) 0.225 0.247 0.204

Table 1: A comparison of BLEU and NIST scores, RCQ marks in the three possible weightings, and GF success rates at
different densities.

formants, Pearson correlations are only moderate
(ranging between 0.47 and 0.73), and the slopes
asystem of line fits of the form score(system) =
asystemscore(all) show the same ranking as aver-
age scores: ahomebrew = 0.95, aSystran = 0.97,
aGoogle = 1.00, aBing = 1.06, but are very close
to each other and their confidence intervals over-
lap substantially.

Effect of context: In half of the configurations
with MT hints, a single machine-translated sen-
tence was shown; in the other half, the whole
machine-translated document was shown as a hint.
The results indicate that extended context, instead
of helping, seems to make the task slightly more
difficult (58.3% vs. 59.5% success rate), but dif-
ferences are not statistically significant; therefore,
GF scores in Table 1 are average scores obtained
with and without context. This supports evaluation

through simpler GF tasks based on single-sentence
hints.

Effect of gap density: Gaps were punched with
two different densities, 10% and 20%, to check
if a higher gap density would make the problem
harder. Contrary to intuition, the task becomes
easier when gap density is higher, and the result
is statistically significant (pKS < 0.001). This
unexpected result is however easily explained as
follows: problems with 20% gap density contain
all of the high-entropy gaps present in 10% prob-
lems, plus additional lower-entropy gaps, which
are easier to fill successfully, and therefore, the
average success rate rises. In the no-hint situa-
tion, however, as shown in Table 1, higher densi-
ties would seem to make the problem harder, per-
haps because the only information available to fill
the gaps comes from the problem sentence itself,
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SUMMA Pipeline

STORYLINE

Translation

ASR Seg/Punct Entities
Relationships

Summarisation

Sentiment

Clustering
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Multilingual Clustering

Miranda, S., Znotiņš, A., Cohen, S. B., & Barzdins, G. (2018). 
Multilingual Clustering of Streaming News. EMNLP 2018
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Multilingual Named Entity detection 

Afonso Mendes, David Nogueira, Samuel Broscheit, Filipe Aleixo, Pedro 
Balage, Rui Martins, Sebastiao Miranda, and Mariana S. C. Almeida 

SUMMA at TAC Knowledge Base Population Task 2017 
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Ethics of SUMMA

• Legal Compliance GDPR (EU General Data Protection Regulation) May 2018 

• Ethics Board:  
✦ Professor Mireille Hildebrandt, Vrije Universiteit Brussels  
✦ Dr Els Kindt, KU Leuven Centre for IT & IP Law (CiTiP) 
✦ Dr Julia Powles, Cornell Tech / University of Cambridge 
✦ Professor Lorna Woods, Essex University  

  
• Protection of Personal Data and Privacy by Design: Social Media 

✦ Public vs private figures  
✦ Minimize risk: no videos or images 
✦ Aggregation of posts 
✦ No transfer of tweets between partners, only links 
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Broader Ethical Issues

• Open Source Project:  
✦ Dual Use: Military application 
✦ Research tool: Politics, Social Sciences 

• Job security and automation: 
✦ More resilient to existing economic pressures 
✦ Augmentation not automation 

• Media Bubble: 
✦ Allows us to access global stories and viewpoints
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1 January 2019 – 31 December 2021 

GoURMET
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BBC World Service
2017: Launched 12 new languages - Afaan Oromo, Amharic, Gujarati, 
Igbo, Korean, Marathi, Pidgin, Punjabi, Serbian, Telugu, Tigrinya, and 

Yoruba.

Goal: Reach 500 Million people by 2022
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GoURMET: BBC World Service

H2020-ICT-2029 GoURMET Challenge ICT–29

could be used to provide the translation step (i.e. the input to the SCRIPT speech synthesis) and it is therefore thought
that these two projects are extremely well aligned.

Alto The Automated Language TOol (Alto)4 is prototype software developed by BBC news labs in order to pro-
mote content reversioning within BBC World Service. Alto is a tool for reversioning video content which has been
originally created in English into multiple languages (Weber and Bai, 2016). The tool can either display translated
output as subtitles overlayed on the original video (which is especially popular for videos published on social me-
dia and likely to be consumed on a mobile device in a public or noisy environment) or, using text-to-speech voice
synthesis, re-voice the audio track.

Figure 3: The ALTO virtual voiceover tool uses MT to promote efficient reversioning of video content into multiple lan-

guages. The original script (left-hand column) is automatically translated (centre column) before being used to

generate subtitles or a synthetic voiceover (right-hand column).

Key to Alto’s reversioning operation is the translation of the original script (as seen on the left hand side and centre
of the user interface in Figure 3. At present, all automatic translations within Alto are provided by commercial
companies.

GoURMET also builds on the output of a number of other EU, national, and international research and innovation
projects.

Project Partner Funder Dates Relation to GoURMET

SUMMA UEDIN,
BBC,
DW

EUH2020 2016–19 Multilingual media monitoring platform

ParaCrawl UEDIN,
ALAC

Connecting
Europe
Facility

2017–
2019

Web-scale provision of parallel corpora for the 24
o�cial languages of the European Union. Will
also release free/open-source software to harvest
parallel corpora from the web.

MeMaT UEDIN EPSRC
GCRF

2017–18 Medical Machine Translation for low-resource
languages

SCRIPTS UEDIN IARPA 2017–21 Cross-Language Information Retrieval for low-
resource languages

EU-Bridge UEDIN,
ALAC

FP7 2012–15 Speech translation of broadcast media

ABC-IP: World
Service Radio
Archive

BBC Innovate-UK 2011–13 Monitoring of monolingual radio output; auto-
mated creation of new descriptive metadata, link-
ing together di↵erent sources of metadata around
large video and audio collections.

Continued on next page

4
http://bbcnewslabs.co.uk/projects/alto/

Proposal Part B: page 13 of 69

Efficient content creation

Research problem: low-resource machine translation
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Summary
• How can NLP help the Media? 

✦ Unlocking more content from different media types/languages 
✦ Making sense of deluge of data 
✦ Reach a wider audience 

• How can we deal with multilingual content? 
✦ Translation: Faster, deeper, with context 
✦ Multilingual NLP 

• Context of EU Projects: 
✦ SUMMA: Automated Media Monitoring Platform 
✦ GoURMET: Low-resource Machine Translation  
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Thank you


