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Intr oduction

Previous proposalsfor improving the integration of
ComputingFacilities within the Division of Informat-
ics have concentratedn merging the ex-departmental
systemgSeethe paperComputing Facilitiesin the Di-
vision of Informatics®). Many of thesuggestedhanges
would bedifficult andexpensveto performona“li ve”
network, andtheinevitable compromisesvould make
apoorfoundationfor amodern sustainableomputing
facility.

It hasbeensuggestethatit mightbepreferableo con-
structa completelynew “Informatics Computingin-

frastructure’{InfoLan?),from scratchandto gradually
migrateexisting usersandservicesasthenew facilities
becomeavailable. This paperis anattemptto identify
themaincomponentshatwould benecessarfor such
aninfrastructureandto outline someof the choiceso

be madeandthe possibleresourcaequirements.

Summary

e Developmentshould concentrate(at least ini-
tially) on a maintainablestate-of-the-arinfras-
tructurefor commoditycomputing.

e Resourcaequirementsare almostimpossibleto
guantify becausethey dependon the extent to
which appropriatestaf can be madeavailable,
andon a numberof designchoices. However, it
is unlikely thatanything usefulcouldbe achieved
with lessthanabouttwo to threeappropriatgeo-
plefor 18 months.

e Userlevel servicessuchasmail, news andprint-
ing shouldremainon the existing systemsuntil

http://wwwinformatics.ed.ac.uk/admaommittees/
computing/meetings/99-05-@ategraton.html

thecoreis complete.

e |n mary casesthereis no perfecttechnologyand
difficult decisionswill requiredwhich will in-
evitably bea compromise.

e An ongoing commitmentwill be required to
maintaina state-of-the-argystem.

Why a New Infrastructure?

Most of the existing systemswithin the Division are
build aroundan infrastructurewhich was developed
abouttenyearsago.Many of thefundamentahssump-
tions on which this wasbasedare no longertrue; we
can no longerassumehat machinesare always con-
nectedto the samenetwork (or connectedat all!), or
thatmachinesaremanagedy a smallgroupof trusted
professionals. The increasein connectity hasalso
drasticallychangedheway in which the facilitiesare
used.A new infrastructurewould allow usto support
thesenew stylesof working andprovide a goodfoun-
dationfor thenext tenyearswhichis not possiblewith
theexisting system.

Overthelasttenyearstheavailability of hardwarehas
increasecenormouslybut the availability of staf has
decreasedWhereast wasoncetypical for oneperson
to managea single Unix machine,50-100 machines
perpersonis now normal. However, thereis definitely
anincreasdn the hiddencostsincurredby otherstaf
memberananagingheir own personamachinesWe
have alreadymadeconsiderablgrogressn reducing
this TCO (Total Cost of Ownership) but new infras-
tructurewould allow usto reducethis evenfurther.

Much innovative work has been done in the ex-

departmentson systemmanagementput there has
rarelybeentimeto exportthisto otherusers By taking

adwantageof this experiencevhenbuilding anew sys-
tem, it shouldbe possibleto designthe technologyso

thataspect®f it canbe exportedto otherinstallations
within the University. If someof this technologyis

adoptedby the wider “open source”community then
the ongoingmaintenanceand developmentcostscan
be considerablyeduced.
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Scope

We considetthefollowing aimsto befundamentaland
thesehave beenusedto guidethe suggestedievelop-
ments:

1. Thenew infrastructureshouldprovide the foun-
dationsfor a maintainable state-of-the-arcom-
putingfacility for the Division of Informatics.

2. Maintainabilityandlow TCO shouldhave a very
high priority.

3. Reliability, robustnessandflexibility shouldcon-
tinueto beimportantgoals.

4. Theincreasingmportanceof securityshouldbe
acknavledgedby explicit policy statementand
aninfrastructurewhich providesan agreedcom-
promisebetweeruseabilityandsecurity

5. Supportfor new working practices,suchas mo-
bile computingandtele-working shouldbeanin-
tegralpartof thedesign.Thisincludessupportfor
studentgandstaf) to run compatiblesystemson
theirown machines.

6. The infrastructureshould supportvariouslevels
of devolvedsystemmanagemerih a secureway.
Thisincludegheability for researciyroupstorun
their own specialisedsystemswhile still taking
adwantageof theunderlyinginfrastructurelt also
recogniseghat distributed managementf com-
modity computingwithin the Division s likely to
continuein theforeseeabléuture.

7. Givenlimited resourcessmphasishouldinitially
be placedon the provision of high-quality “com-
modity” computing facilities which benefitthe
majority of users.

4.1 Platforms

In keepingwith aim [7] above, we areassuminghat
the new infrastructureshouldinitially be targetedpri-
marily at Linux on PC hardware as the commaodity
platform. However, sinceflexibility is a majorconsid-
eration thedesignmustbecapableof supportingother
Unix platforms,andthesewould beincludedfrom the
start. Actual implementationgor someof these(for
example,Linux on Alpha) mayappeain parallel;oth-
ers (such as Solaris) are likely to require more im-
plementatioreffort andwill probablynot be available
initially. Note that Commodity computingrefersto
non-specialisapplicationssuchastext processingnd
email,wheredifferencedetweertheplatformsarenot
usuallysignificantto theenduser

Windows NT represents significantly different,and
difficult platform that resourcesare unlikely to be
available to include specific supportfor this operat-
ing system.Managemenodf NT machineds probably
besthandledin otherways(for example,usingeUCS
Technology), althoughwe would hopeto provide in-
tegrationwith NT systemsand considertheir special
requirementsvhereser possible.

We do not believe thereis sufficient demandor other
systemgsuchasApple)to beworthsignificantconsid-
eration.

4.2 Layers

For the purpose®f designanddevelopmentit is use-
ful to considetthreemainlayers:

e Low level network components (suchascabling,
network topology and managemenof the tradi-
tional network services)are an essentiafounda-
tion for areliablecomputingfacility, but they can
be consideredargely independentiyof the other
layers. A prototypelnfoLan could probablybe
built on top of theexisting low-level facilities, al-
thoughthiswould notbesuitablefor aproduction
ervironment.

e A setof Essential Services form the core of the
infrastructurearchitecturavhich is necessarype-
fore any hostsat all canbe supported.Thesein-
cludenamesservicesuseraccountmanagement,
machineconfiguratiormanagemerdndsoftware
distribution. A distributedfile serviceis alsonec-
essaryto supportboth theseservices,and real
users. This layerwould form the bulk of the de-
sign and developmentwork, sincemostof these
technologiesn the ex-departmentabystemsare
unsuitableasthebasisfor anew infrastructure.

e Application Services areimportantuserservices
which arelargely independenbf the coreinfras-
tructure. In mostcasesthesecould probablybe
constructedn parallelwith work onthe coreser
vices.However, in practice the availability of re-
sourcess likely to meanthatmary of thesefacil-
ities would remainon the existing systemsuntil
thecoreof thenew infrastructurds in place.This
includesmail, news andprinting, for example.

Low Level Network Components

A numberof importantdecisionswill haveto bemade
aboutcabling, topology and technologyfor the new

2http://celia.ucs.ed.ac.uk/srstaions/ewin/default.htm
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network. However, asmentionedabove, mary of these
decisionsare comparatiely independentind are not
likely to requiresignificantdevelopmentwork. Some
areasvhichwill requireinvestigationandpossiblede-
velopmentjnclude:

5.1 Network Management:

At presentwe haveverylittle traditionalnetwork man-
agement. However, network technologyis moving
from “passve” to “active” devices,wherethetopology
of virtual networks is establishedy software, rather
thanby physicalconnectionslt is crucialthatwe can
configureandmaintainthesedevicesaseffectively (if

notmoreso)thanthehoststhemseles.

5.2 Firewalls

Firewalls on the existing networks provide somede-

greeof securityusing various ad-hoctechniquedor

controllingtraffic. The goal of supportinga large, se-
curenetwork with variouslevels of devolvedmanage-
ment,demands morecoordinatedecuritypolicy, im-

plementedvith dedicatedirewalls.

5.3 Mobhile Computing

We believe thatmobile computingis goingto become
very importantandwe intendsupportfor this to bean
integral part of the new system. This requiresinves-
tigation of servicessuchasdial-up accessmobile-IP
andDHCPR

[6] Essential Services

All of the following servicesarenecessarypeforeary

new infrastructurecansupportclient machines.Some
of theserequiredifficult decisionson the mostappro-
priate technology;othersrequiresignificantin-house
designand developmentwork. Direct re-useof ary

technologyfrom the existing systemss unlikely to be
appropriate.

6.1 Name Services

We usetermName Servicesto referto all thetechnolo-
gies which supportthe various distributed databases
containingessentialsysteminformation. Two tech-
nologiesarecurrentlyin usethroughoutthe Division:
DNS andNIS (NIS+ atBP).

It is likely thatwe will wantto considerreplacingat
leastsomeof thesewith a more moderntechnology
suchasLDAP.

6.1.1 DNS: is usedlargelyfor hostnamdookup, but

it alsosupportsHesiodwhich is requiredfor printing

andNFSautomountemaps.DNS would be crucialto

arny new implementationand the basictechnologyis

well supportedrequiringlittle additionaldevelopment
work. However, two areaswill requireimplementation
effort:

1. Some technology is required to provide dis-
tributed editing and accesscontrol for the DNS
sourcefiles. It is unlikely that the technology
in useat ary of the existing siteswill scale. It
mayalsobe appropriateéo take DNS information
from a centralconfigurationdatabas€See[6.4])
instead.

2. If DNS continuesto be crucial for printing and
filesystemaccessthen somemethodis needed
to maintainand updateDNS senerson discon-
nectedmachinessuchasportables.

6.1.2 NIS: is currentlyin usefor a numberof differ-
entpurposesincluding:

1. Useraccouninformation.

2. Machineconfigurationdata.

3. Netgroupgmostlyfor accesgontrol).
4

. Information for booting machines(ethers and
bootparams).

5. Hostinformationfor the local domain(duplicat-
ing DNS).

NIS is not nearlysowidely acceptecas DNS andwe
would want to considerreplacingit with someother
technology Thereareperformancendsecurityissues
with the existing mechanismsandit is notwell suited
to disconnecteaperationor self-managednachines.
Alternative mechanismavould needto be found for
some por all, of theabovecaseslt wouldalsobeneces-
saryto implementsomeway of maintainingthesource
data,but it is likely thatthis could usethe mechanism
developedfor the DNS (Seeabove).

6.2 User Accounts

User accountinformation is currently storedin NIS
maps. Differentsiteshave differentmechanismdgor
managingthese accounts,including proceduresfor
adding and deleting users, either individually, or in
bulk (from MIS data). Several issuesneedto be ad-
dressed:
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1. A mechanisnis neededo replaceNIS for distri-
bution of accountinformation securelybetween
machines.

2. A mechanisnis neededor securedistributedac-
countmanagementhoth for individual accounts
andfor bulk-managementf studentaccounts.It
may be,for example thatthisis linkedto the Di-
visionaldatabas@ someway.

3. Somemechanisms needto replacethe NIS net-
groupsfor secureaccesgontrolinformation.

4. ltislikely thatwewill wantto separatéheissues
of accountmanagemenand userauthentication
which are currently tied togetherby the concept
of aUnix passwerdfile.

Therealsoneedgo bea clearpolicy for allocation/de-
allocationand namingof accounts.This requiresde-
velopmenbf appropriateadministratve procedures.

6.3 File Service

Highly-developeddistributedfilesystemdorm aninte-
gral partof the ex-departmentasystemqSeeCS-TN-
213, for example). The currentimplementationhave
a numberof fundamentaproblemswhich make them
weak points of the existing systems,and unsuitable
as a basisfor ary new infrastructure. Thesefilesys-
temswere createdat a time whenmostmachineshad
small disks (or noneat all), were centrally-managed,
andwerepermanenthconnectedo thesamenetwork.
Theseare no longer good assumptionsand deciding
on analternatve to the currentfile serviceis probably
thesinglemostdifficult designissue.

Currentremotefilesystenusagédalls largelyinto three
catgyories:

e Userhomedirectories.

e Shared directories (for
sources).

example, package

e Programbinaries.

UsingmodernLinux technologyandclientswith large

disks, the third of theserequirementss considerably
reduced,and the structureof ary virtual filesystem
could be greatly simplified. However, someform of

distributedfilesystermwill still berequired.

Security developmentsin NFS have not been suffi-
cient for it to form the basisof a Division-wide vir-
tualfilesystem.If NFSis used,it is likely to bewithin

Shitp://wwwdcs.ed.ac.uk/doc/Users/21/

smaller trusted“islands” (SeeGeoge Ross’ security
papef for moredetails).

Somenew developmentssuchasCod& look promis-
ing. This builds on conceptsof the Andrew filesys-
tem and provides supportfor disconnecteaperation
aswell asmary otherusefulfeatures.

Somework is requiredto evaluatethe optionsandary

solutionwill probablybeadifficult compromiseSome
decisionson hardware are also required,suchasthe
numberandlocationof seners,reliability andreplica-
tion (RAID?) issuesandperformance.

6.4 Machine Installation & Configuration

The existing ex-DCS installation and configuration
technology hasbeenwell-proven and the principles

shouldscalewell to aDivisionallevel. However, mary

aspectf the existing implementation wereonly ever

intendedto be temporary and thesewill requirere-

implementatiorio besuitablefor wider use.We would

also want want any nev implementationto provide

bettersupportfor self-managedanddisconnectedha-

chineswhichis missingfrom the currentimplementa-
tion.

6.5 Software Distrib ution

Software distribution underLinux is handledwell by

the existing ex-DCStechnology(updaterpm), andthis
shouldscaleto Division-level withouttoo mucheffort.

A completelydifferentmechanisris usedunderSo-
laris; this is outdatedand unsuitablefor a new infras-
tructure. Supportfor Solariswould requiresignificant
work, perhapsnvolving a port of the Linux technol-

ogy.

6.6 Backups

Backupsare currently handledusing a wide variety
of tools, andthereare a numberof problemsthatwe
would like to addressreliability of backuphardware,
easierocationof files on backupsand(self?) restore.
Wewouldalsoliketo providesupportor portablesand
self-managedhachinesincludingotherplatforms.

6.7 Authentication

Security cannot really be consideredhsa separatés-
sue;all servicemeedto be awareof securityimplica-
tions. However, authentication is the processy which

4http://wwwdcs.ed.ac.uk/"gdmr/MgeSec.dvi
Shitp:/iwwwcoda.cs.cmu.edu/ljpapigtml
Shttp://mwwdcs.ed.ac.uk/"paul/Putdions/LISA8 Papermdf
"http://wwwdcs.ed.ac.uk/"paul/Putitions/LISAS. Papermpdf
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auseridentifiesthemselesto the systemandthis can
be thoughtof asa independentervice. We needto
considemwhetherit is worthwhileimplementingsome
penasie authenticationinfrastructure,such as Ker-
beros,or whethemoread-hocindividualtechnologies
will beused.

Application Services

Thefollowing applicationservicesarelargelyindepen-
dentof the core services. Theseshouldprobablyre-

mainon the existing systemauntil the coreof the new

infrastructureis in place,andthey have thereforenot
beenconsideredn asmuchdetail:

7.1 Printing

Would probablybe basedon LprNG technologycur-
rently being developedin ex-DCS. This may require
somework to move ontoa new infrastructuredepend-
ing ontheadoptechameservices.

7.2 Mall

Is likely to continueto be basedon Sendmail A num-
berof peripheralssueswill requiremoreattentiorthan
the core mail serviceitself; for example,usernames
and aliases,and mailing list maintenancend archiv-

ing. Studentlundegraduatemailwould belikely to

transferto SMSonceEUCSprovide POPor IMAP ac-
cess.

7.3 News

A local news servicemay or may not berequired.In-
formationdisseminationn generals a majorrequire-
mentthoughandthisis likely to involve somework on
News, Mail and/orWebtechnology

Policies

In additionto thetechnicadevelopmentsiecessarfor
anew infrastructurethereis a definiteneedfor the Di-
visionto developexplicit policiesonseveralaspect®f
its’ use.Thelack of suchpoliciesin the pasthasoften
defeatedthe technicalefforts to provide an effective
service.Someof theseinclude:

e A SecurityPolicy is requiredto determineaxactly
whoshouldbepermittecto dowhat. Withoutthis,
ary technicalsolutionsareworthlessandall data
onthenetwork shouldbe considereghublic.

e An EthicalPolicy is requirecto determingheex-
tentof systemmanages “power”. With alarge
anddistributedmanagemengroup, mary people
will have the ability, for example, to read ary
usersmail.

e SystemManagemenimay needto be more con-
trolled, with moreexplicit documentatioand,for
example,morecoordinationover release®f new
softwareversions.

[9] Resourcing

We are extremelyreluctantto attemptto quantify the
resourcesequiredfor the developmentof a complete
new infrastructurefor severalreasonsincluding:

e Much of the work is highly specialisedand re-
liesontheavailability of staf with theappropriate
skills andexperience We believe it is unlikely, in
practice,that suchstaf canbe releasedo work
completelyfreefrom othercommitments.

e Decisionsneedto madeaboutthe point at which
quality is tradedfor speedof development. In
somecasesit may be possibleto provide visible
resultsat an earlier stageby using “temporary”
measureshut this should only be done where
thereis a genuinecommitmentto replacethese
assoonaspossible.

e Oneof the reasonsvhy sucha large amountof
work is now requiredjs thatinsufficientresources
have beenallocatedfor continuousdevelopment
and updatingof the existing systems. This type
of evolution is essentialto maintaina state-of-
the-artinfrastructuran anareawheretechnology
changesorapidly.

e Thisis notoriouslydifficult, andary estimatewill
probablybewildly wrong!

However, the following is a very rough guessat
the absoluteminimum resourcesequired(in person-
months)o developthecoreservicego thepointwhere
they could supporta small client community There
would probably be as much work againin bringing
theseservicedo a suficient standardo supporta full
Informatics-wideinfrastructure andan ongoingcom-
mitmentwould be requiredto maintaina state-of-the-
art system. This alsoassumeseal commitmentfrom
suitablestaf, anddoesnot cover the additional“user
services”.
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(6)

Switchconfiguratiorandnetwork managemen
Securitypoliciesandfirewalls
NameService(LDAP?)

DNS configuratiorandmanagement
NIS passwerdsandaccesgontrol
Accountcreationandmanagement
Machineconfiguration
Softwaredistribution

Distributedfile service

Backups

Securitylnfrastructure
Generalntegration

OR_RNPMPWODDWAEALAN

The above tabledeliberatelyincludesno total, sinceit
would be misleadingo interpretthis asa timescaleby
whichaproductioninfrastructurecouldbeoperational;
evengiventhepre-requisitesecessario completethe
individual componentsvithin the giventimescalesit
is not clearthat the developmenteffort could be suf-
ficiently sustainedo completeall of themwithin the

sumof thesetimes.
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