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● Chancellor’s Fellow and Turing Fellow at the Edinburgh Futures Institute
● Co-convener of the Data Science and Digital Humanities SIG at the Alan 

Turing Institute
● Head of the Edinburgh Language Technology Group

• Information extraction, data linking and document classification
• Developed and released the Edinburgh Geoparser



● Collaborations with domain experts in many disciplines: 
• History: Trading Consequences (Digging Into Data)
• Literature: Palimpsest (AHRC Big Data)
• Botany: BotaniTours (Smart Tourism)
• Social Sciences: Text Mining Careers (CIF, Turing)
• Healthcare: Text mining EHRs (MRC Pathfinder), PrepDoc (EIT Digital)
• Plague.TXT (CIF)



Overview of today’s talk

● Plague Dot Text
● The Team
● Background
● Related work
● Data
● OCR quality
● Digitisation process
● Information extraction and manual annotation 
● Preliminary analysis
● Summary and next steps



Plague DOT Text
● Approached by Lukas Engelmann about analyzing the a corpus of reports 

about the Third Plague Pandemic (1894-1952)
● Obtained funding from the Challenge Investment Fund at CAHSS at 

Edinburgh
● Successful small-scale project with presentations at Digital Humanities 2019, 

a paper at the HistoInformatics workshop at the 23rd International Conference 
on Theory and Practice of Digital Libraries (TPDL 2019) and invited for a 
journal article (in preparation)

● Internal follow-on funding from LLC and STIS for further annotation
● Looking for a larger grant to complete the text mining work and conduct 

historical/epidemiological research on the output



Funded by the 
Challenge 
Investment Fund 
2018/19 at the 
College of Arts, 
Humanities and 
Social Sciences, 
University of 
Edinburgh



Background

The Third Plague Pandemic (1894-1952)

● 1894: Alexandre Yersin identified pathogen

● Catastrophic outbreaks in India, Manchuria (~12 million dead) 

● Outbreaks in almost every port city around the world (Echenberg

2007, Engelmann 2018)

● Rat-Flea-Human model proposed ~1900, widely accepted by 1910

● 1960, worldwide casualties dropped below 200 per year



Historical Use Case

● Epidemiologists used to write narrative accounts of 

outbreaks to understand the drivers of an epidemic.

This genre has been widely overlooked in the 

historiography of ‘formal epidemiology’ (Morabia 2004).

● We aim to structure these narratives, to identify 

concepts and to extract epidemiological data from 

written accounts.

● Expected Data: geo-data, bibliometrics, descriptions of 

plague, accounts of environmental drivers, 

interventions, individual case files, treatments, 

laboratory analysis ... Plague in Hong Kong (1894), Hawaii 

(1900) and Liverpool (1913):

https://www.repository.cam.ac.uk/handle/1

810/275905

https://www.repository.cam.ac.uk/handle/1810/275905


Related Work

● Analysis of reports during the Third Plague Pandemic involved largely 

manual collection of data (e.g. statistics across reports for mortality rates).

● Derived data used to reconstruct transmission trees from localised

outbreaks (Dean et al. 2019) or to study potential sources of transmission to 

Europe (Branmanti et al. 2019).

● Krauer, University of Oslo, PhD project on developing mathematical models 

that simulate the spread of plague in preindustrial Europe. Digitised data 

from historical books and publications to be text mined and geoparsed for 

Old German.

● HistSearch (Petterson et al. 2016) is a web-based prototype tool for 

automatic processing of historical text (POS tagging and parsing).

● Trading Consequences and Litlong.org interfaces to historical/literary text



Data

● The third plague pandemic has been 
documented in over 100 outbreak reports 
for most major cities around the world

● Focus on English reports initially
● Many of them have been digitised, 

converted to text via optical character 
recognition (OCR)

● Available via the Internet Archive and the 
UK Medical Heritage Library 

● Needed to explore the data to decide what 
is possible to do automatically



● OCR quality of available data did not look very good.
● But text quality is very important for natural language processing tasks 

(Hauser et al. 2017, Lopresti 2008, Gotscharek et al. 2011, Alex et al. 2012)
● Plus historians are not always aware about the percentage of data they miss 

out on using keyword search of historical text collection.

Optical Character Recognition



Text Quality



Optical Character
Recognition
● Using computer vision techniques, 

we identify likely textual areas in 
report images, and produce an 
effective crop, to provide the OCR 
engine with less extraneous data
(Fu et al. 2007, see also 
http://libraryblogs.is.ed.ac.uk/librar
ylabs/2017/06/23/automated-item-
data-extraction/

● OCR is performed using 
Tesseract, trained specifically for 
typeface styles and document 
layouts common to the time period 
of the reports.



OCR challenges in historic documents
● With historical documents, the scanned page images are often of 

suboptimal quality for OCR
● Most OCR engines are designed to work best with pages of printed text on 

a white background
● As well as poorly printed letters or recto/verso bleeding, historical 

documents often contain a lot of “noise” (smudges, marks, damage, etc)
● Two main ways to tackle this issue:

- 1) Improve the quality of the image before running the OCR process

- 2) Train the OCR engine to work better with historical texts



Improving the image
● Many simple image processing functions can be chained together to 

prepare an image for OCR
● Most OCR engines will do this automatically, but they tend to be more 

conservative and less well geared for older documents

- For example, binarisation of images can be done with several 
algorithms, some of which are better suited for less “clean” documents 
(O.D. Trier, T. Taxt 1995)

● By performing this processing before passing the image to the OCR engine, 
we maintain greater control over the process and we can overcome many of 
these issues



Improving the image

● The most important step is to binarise the image (that is, to convert it so that 

it only contains pure black and white pixels)

● This is done by converting the image to grayscale and then using a 

thresholding algorithm to decide which “strengths” of gray become black 

and which become white

● Because of the variance present in older documents, an adaptive approach 

works best, using a sliding window to make a judgement on each pixel 

dependent on the level of gray around it (Niblack 1986).

● This is especially helpful for yellowing pages as it can make them as if they 

were on white paper 





85% Threshold



75% Threshold



50% Threshold



Further steps – page flattening and deskewing
● Large volumes and 

conservation issues can 
mean that some volumes 
produce images with very 
warped pages.

● Correcting for this makes 
a significant difference to 
the quality of the OCR 
output.

● Algorithm treats page as 
a series of cylinders (Fu 
et al. 2007)



Finding text areas in the image
● Another way to improve the quality of the OCR output is to remove 

extraneous parts of the image, those without any text content
● We do this using a similar chain of simple image processing techniques, to 

produce a mask of areas of the image containing text



Training the OCR engine
● One major advantage of using an open-source non-proprietary OCR engine 

such as Tesseract is the ability to have full control over the process by 
which the engine recognises text within the image

● There are open source datasets for many languages provided both by the 
Tesseract project and also as outputs from GLAM research projects

● For the Plague.TXT project, we compiled a set of training data geared 
specifically towards late 19 / early 20 century printing styles

● This included data from the IMPACT Project (http://www.digitisation.eu) as 
well as typeface specific training data

● More generally, this approach can help with dealing with issues such as 
variant lettering in older documents (Long-S!!) as well as older typefaces 
not well recognised by modern-geared software

http://www.digitisation.eu/


ABBYY FineReader versus Tesseract
● Approx. half of the corpus is available on Internet Archive as text OCRed 

using ABBYY FineReader 11.0
● Eyeballing some of the reports showed OCR quality was not that great in 

places
● Mike’s work using Tesseract lead to output that looked much better quality at 

least for documents with bad original OCR
● We need to do a formal evaluation using a gold standard to confirm that
● Previous work has found Tesseract to work better for some test sets than 

others when compared to FineReader (Heliński et al. 2012, Report on the 
comparison of Tesseract and ABBYY FineReader OCR engines)







OCR Evaluation

● Current methods of evaluating OCR quality can be crude (“How many 
of these words can be found in a dictionary?”) and can be easily 
tripped up by things such as scientific terms, hyphenated words, 
tables of data, etc

● Development underway at UoE Digital Library on a toolkit for 
evaluating the quality of OCR renderings that can work for different 
document types

● Designed to use a series of filters to accept or reject individual tokens 
with the text allowing easy customisation depending on expected 
document content 



OCR Evaluation

● Each filter focuses on one specific type of token or analysis method
● For example, a filter that finds web addresses
● Useful before a dictionary check where these tokens are likely to be 

marked as “bad” (“http://” doesn’t appear in many dictionaries!) and 
incorrectly lower the score

● Chainable filters mean that this check could be used or not depending 
on the document type. A 19 C Plague report is unlikely to have web 
addresses, but a scan of a modern thesis might



Data Stats

• 38 reports with up to 5,000 words each, 15 reports with between 5,000 and 
10,000 words, 32 documents with between 10,000 and 100K words each and 17 
documents with 100K or more words each.

• Over 4.4 million word tokens and over 229K sentences.



Edinburgh Geoparser



Edinburgh Geoparser
Grover et al. 2010, Alex et al. 2015



Entity Annotations



Information Extraction
● Adapted the Edinburgh 

Geoparser to this data
● Applied post-OCR text 

correction (soft-hyphen 
deletion)

● Extracted named entities, 
dates, date ranges, duration 
and time expression, 
geographic features, 
population, and plague related 
terminology etc.

● Output contains errors but it can 
assist with the analysis



Annotation
● We conducted an annotation 

pilot with feedback to improve 
the information extraction output 
and decided on additional 
manual annotation of zones in 
the text

● Derived a lexicon of plague 
related terms

● Decided on a way to correct 
OCR errors in entities manually

● Used the Brat annotation tool



Document
Zone
Annotations



Visualisation of Zones

Report



Pilot
● We conducted a one-week long 

annotation sprint with three 
annotators.

● Annotation is still ongoing to 
mark up as many of the reports 
in the collection.

● Annotation involves correction 
of the information extraction 
output, targeted spelling 
correction and zone annotation.



Assisted Curation



Development of Text Mining Methods



Use case 1: Search

● Using Solr
● Full text search across reports
● Filtering within annotated zones 

(e.g Search only within outbreak 
reports)

● Word stemming (e.g. a search 
for “vomiting” will also find past-
tense “vomited”)

● Results served via custom IIIF  
Search service



Use case 2:
Topic Modelling

● Combination of automatic & 
manual annotation as well 
as topic modelling allows 
for analysis of this data in 
interesting ways.

● Topics from zones of type 
cause by time period 
(earlier versus later 
reports).



Use case 3:
Corpus Analysis



Summary and Next Steps

● Plague.TXT pilot: promising results, mostly required to prepare and 
mark-up the collection of plague outbreak reports

● Evaluation of OCR improvements and information extraction not 
feasible in pilot, and the epidemiological analysis remains to be done

● Annotation is still ongoing, once completed we will share any data we 
can share

● Looking to expand this work into a larger project
● Ideas for future work: Zone-specific analysis, automatic zone 

detection, OCR evaluation and improvement, spelling normalisation, 
epistemic network analysis, linking to newspaper, data visualisations



Thank you!

Beatrice Alex, Chancellor’s Fellow, University of Edinburgh

Edinburgh Language Technology Group, @bea_alex

Mike Bennett, University of Edinburgh Library

Plague.TXT: https://www.ltg.ed.ac.uk/projects/plague-txt/

GitHub: https://github.com/Edinburgh-LTG/PlagueDotTxt

Edinburgh Geoparser: https://www.ltg.ed.ac.uk/software/geoparser/

https://www.ltg.ed.ac.uk/projects/plague-txt/
https://github.com/Edinburgh-LTG/PlagueDotTxt
https://www.ltg.ed.ac.uk/software/geoparser/

