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A B S T R A C T

Bayesian logistic regression with a multivariate Laplace prior is introduced as a multivariate approach to the analysis of neuroimaging data. It is shown that, by rewriting the multivariate Laplace distribution as a scale mixture, we can incorporate spatio-temporal constraints which lead to smooth importance maps that facilitate subsequent interpretation. The posterior of interest is computed using an approximate inference method called expectation propagation and becomes feasible due to fast inversion of a sparse precision matrix. We illustrate the performance of the method on an fMRI dataset acquired while subjects were shown handwritten digits. The obtained models perform competitively in terms of predictive performance and give rise to interpretable importance maps. Estimation of the posterior of interest is shown to be feasible even for very large models with thousands of variables.
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Introduction

In recent years, multivariate analysis has become a popular tool for the analysis of neuroimaging data in general (Haxby et al., 2001; Cox and Savoy, 2003; Mitchell et al., 2004; Kamitani and Tong, 2005; Norman et al., 2006; Pereira et al., 2008). The approach has the same objective as statistical parametric mapping (Friston et al., 1995) in the sense that it aims to identify those regions which show task-related activations. However, while statistical parametric mapping is a mass-univariate approach that aims to predict voxel activations from the design matrix, multivariate analysis aims to predict the structure of (part of) the design matrix from voxel activations. By using voxel activations in conjunction, experimental conditions may become easier to discriminate. We refer to Friston et al. (2008) for a lucid exposition on the differences between mass-univariate and multivariate approaches.

The goal of multivariate analysis is to learn a model that best explains the observed data, quantified in terms of model evidence (how well does the model fit the data and our prior assumptions) or predictive performance (how well does the model predict experimental condition from measured data). Once the model is learned, the obtained parameter estimates can be mapped back to native space, yielding so-called importance maps. These importance maps inform about the relative importance of features in space and/or time with respect to predicting the experimental condition in single trials.

Predictions are typically obtained using classification methods such as linear support vector machines or Gaussian naive Bayes classifiers (Norman et al., 2006). Although these methods often give high predictive performance, they are less suited for interpretation since they result in non-sparse importance maps, erroneously indicating that all voxels are of importance. It is for this reason that classification methods are typically combined with some form of feature selection (Cox and Savoy, 2003; Pereira et al., 2008), yielding sparse importance maps, that are more amenable to interpretation. However, most feature selection methods ignore the fact that importance can only be attributed to features with some degree of certainty given that inferences are based on just a small amount of data. Furthermore, one would like to be able to force the obtained models to obey anatomical constraints as identified from structural MRI and/or DTI data.

In this paper, we introduce a new Bayesian approach to multivariate analysis for the interpretation of neuroimaging data. The approach makes it possible to 1) quantify uncertainty about the relative importance of features and 2) impose constraints on the obtained models based on prior neuroscientific knowledge. Specifically, we will impose a sparsity constraint that forces parameters to have small magnitude, as well as spatio-temporal constraints that couple parameters located closely together in space and/or time. The feasibility of our approach relies on a new representation of Bayesian logistic regression with a multivariate Laplace prior, written as a scale mixture. This representation, can be used to estimate the analytically intractable posterior of interest using approximate Bayesian inference methods.
This paper proceeds as follows. First, Bayesian logistic regression and the scale mixture representation of the multivariate Laplace prior are introduced. Next, we show how to use this Bayesian model for the analysis of neuroimaging data. Here, we also touch upon how to estimate the posterior of interest but details of the approximate inference procedure are deferred to the Appendix A in order to improve readability of the main text. Subsequently, the fMRI dataset and experiments used to illustrate our method are introduced. The experimental results show the strengths of our method and we end the paper with a discussion of our approach to multivariate analysis.

Materials and methods

Bayesian logistic regression

Consider a dataset \( D = \{(y_n, x_n)\}_{n=1}^{N} \) where the response variable \( y \) (e.g., experimental condition) depends on a small subset of the \( K \) covariates \( x \) (e.g., voxel activations). Logistic regression assumes that the data are Bernoulli distributed

\[
y_n \sim \text{Bern}(l(y_n; 1 - p))
\]

with regression coefficients \( \beta \) and logit function \( l(p) = \log(p/(1 - p)) \). Under the assumption that the data is independent and identically distributed,\(^1\) the likelihood of the parameters given the data decomposes as

\[
p(D|\beta) = \prod_{n=1}^{N} \text{Bern}(y_n; l(1^{-1}(x_n, \beta))).
\]

Bayesian logistic regression assumes a prior \( p(\beta|\theta) \) over regression coefficients given fixed hyper-parameters \( \theta \). This prior distribution is used to express our a priori beliefs about the values assumed by the regression coefficients. Applying Bayes’ rule, the posterior over the regression coefficients becomes

\[
p(\beta|D, \theta) = \frac{p(D|\beta)p(\beta|\theta)}{p(D|\theta)}
\]

where the model evidence

\[
p(D|\theta) = \int d\beta p(D|\beta)p(\beta|\theta)
\]

captures how well our model, as parameterised by hyper-parameters \( \theta \), is in accordance with the data and our prior beliefs. Bayesian methods that make use of Eq. (1) to compute posteriors of interest are widely used in the neuroimaging community. See, for example, the work reported in Friston et al. (2006). Some of these approaches also make use of spatio-temporal priors to model dependencies between regression coefficients in mass-univariate analysis (Gössl et al., 2001; Woolrich et al., 2004; Penny et al., 2005; Brezger et al., 2007). Here, we introduce an alternative framework that is suitable for multivariate analysis and relies on a representation of the multivariate Laplace prior as a scale mixture.

Multivariate Laplace distribution

As mentioned, the prior \( p(\beta|\theta) \) allows one to incorporate a priori beliefs about model parameters. In this paper, we are interested in a prior that promotes sparsity and allows the coupling of regression coefficients in space and/or time. This is motivated by our focus on importance maps, which ideally are smooth and show localised activation in a small number of regions. As we will show, sparsity favours localised activation whereas coupling favours smooth importance maps. Sparsity is often enforced by placing a univariate Laplace prior

\[
p(\beta|\theta) = \frac{1}{2\sqrt{\theta}} \exp \left(-\frac{|\beta|}{\sqrt{\theta}}\right)
\]

\[\text{(3)}\]

with scale parameter \( \theta \) on individual parameters (Williams, 1995), such that

\[
p(\beta|D, \theta) \propto p(D|\beta) \prod_{k} p(\beta_k|\theta).
\]

This prior, shown in Fig. 1, has been used in the neuroscience community to obtain sparse models (Carroll et al., 2009; van Gerven et al., 2009). It is, however, important to realize that sparse solutions, with many parameters exactly equal to zero, are obtained only when one uses the maximum a posteriori (MAP) estimate for the regression coefficients:

\[
\beta_{\text{MAP}} = \arg \max_{\beta} \{ p(\beta|D, \theta) \},
\]

which is equivalent to \( l_1 \) regularisation (Tibshirani, 1996). In contrast, in a Bayesian setting we are interested in the full posterior \( p(\beta|D, \theta) \) which only reduces to a sparse solution in the limit of infinite data. In other words, the Bayesian approach leaves room for uncertainty in the parameter estimates, even though the prior favours sparse solutions.

A second observation is that the univariate Laplace prior implies that there is no prior coupling between parameters, which may not always be desirable. Particularly when analysing neuroimaging data, we might want to incorporate the notion that a large parameter value for some voxel will tend to be associated with large parameter values for its neighbouring voxels in space and/or time. This immediately leads to the idea of assuming a multivariate Laplace distribution, modelling dependence between regression coefficients.

Scale mixture representation

Consider again the univariate Laplace distribution (Eq. (3)). This distribution can be written as a scale mixture (Andrews and Mallows, 1974):

\[
p(\beta|\theta) = \int_{0}^{w} d\omega N(\beta; 0, w) \mathcal{E}(w; 2\theta)
\]

\[\text{(4)}\]

\[
= \int_{0}^{w} d\omega N(\beta; 0, w\theta) \mathcal{E}(w; 2)
\]

\[\text{(5)}\]
where we made use of the Gaussian distribution $\mathcal{N}(x; \mu, \sigma^2) \equiv (2\pi\sigma^2)^{-1/2} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)$ and exponential distribution $\mathcal{E}(x; \lambda) \equiv 1/\lambda \exp\left(-x/\lambda\right)$ That is, the Laplace distribution can be written as an infinite mixture of Gaussians with variance $w$ distributed according to an exponential distribution.

Starting from Eq. (5), Eltoft et al. (2006) proposed the following multivariate Laplace distribution:

$$p(\beta|\Theta) = \int_0^\infty du \int_0^\infty dv \mathcal{N}(\beta; 0, w|\Theta) \mathcal{E}(w; 2).$$

(6)

Note that this multivariate Laplace distribution couples the regression parameters themselves instead of their magnitudes. Furthermore, with diagonal $\Theta$ it does not factorise into a product of the component probability density functions, i.e., in that sense it cannot be considered parameters themselves instead of their magnitudes. Furthermore, $\Theta$ is now supposed to control the coupling strength between any pair of neighbours such that the prior is fully specified by hyper-parameters $\Theta = (\theta, s)$ with scale parameter $\theta$ and coupling strength $s$ (our procedure easily generalises to different coupling strengths for different types of couplings, e.g., one strength for time and one for space).

In our Eq. (7), the variances of the regression coefficients are coupled, but the regression coefficients themselves are still marginally uncorrelated, i.e., $E[\beta_k|\beta_j] = E[\beta_k]E[\beta_j]$. In the alternative definition of the multivariate Laplace distribution (Eq. (6)), the regression coefficients are no longer uncorrelated; one could say that, in that case, $\Theta$ not only introduces a dependency between the magnitudes, but also between their signs.

The scale mixture representation allows us to write the posterior over the latent variables $(\beta, \mathbf{u}, \mathbf{v})$ as

$$p(\beta, \mathbf{u}, \mathbf{v} | \Theta, D) \propto \mathcal{N}(\mathbf{u}; 0, \Theta) \mathcal{N}(\mathbf{v}; 0, \Theta) \prod_k \mathcal{N}(\beta_k; 0, u_k^2 + v_k^2) \prod_k E(s_k; I^{-1}(\mathbf{x}_i^T \beta)),$$

(8)

Hence, we have defined Bayesian logistic regression with a multivariate Laplace prior by representing the prior in terms of a scale mixture using auxiliary variables $(\mathbf{u}, \mathbf{v})$. As will become apparent, it is the structure of the precision matrix $\Theta^{-1}$ which determines the interactions between the auxiliary variables and, ultimately, the interactions between the regression coefficients.

We proceed by showing how to use the Bayesian model for the multivariate analysis of neuroimaging data where the goal is to infer experimental conditions from measured voxel activations instead of voxel activations from the design matrix, as is customary in mass-univariate approaches (Fig. 2). The first thing we need to consider is how to use $\Theta$ in order to specify our prior beliefs about the regression coefficients $\beta$. Second, while the scale mixture representation allows us to represent the posterior as in Eq. (8), we have not yet shown how to draw inferences. In this paper, this is realized by approximating the posterior with a Gaussian using expectation propagation. Finally, once we have computed the (approximate) posterior, we can use it to estimate the model evidence, to make predictions for unseen data, and to create importance maps.

**Specifying the prior**

In order to model the interactions between the latent variables, we need to specify the prior $p(\beta|\Theta)$. In principle, we are allowed to use any covariance matrix $\Theta$, but, as we will see later, approximate inference becomes doable even for a huge number of regression parameters only when the precision matrix $\Theta^{-1}$ is sparse. The basic idea is to couple voxels only if they are close-by in space or time, i.e., we will have $(\Theta^{-1})_{ij} \neq 0$ only if the voxels represented by $i$ and $j$ are neighbours (or $i = j$). For simplicity we assume here the same coupling strength between any pair of neighbours such that the prior is fully specified by hyper-parameters $\Theta = (\theta, s)$ with scale parameter $\theta$ and coupling strength $s$ (our procedure easily generalises to different coupling strengths for different types of couplings, e.g., one strength for time and one for space).

Given the coupling strength we build the structure matrix $R$ with elements

$$r_{ij} = \begin{cases} -s & \text{if } i \neq j \text{ and } i-j \\ 1 + \sum_{k-j} s & \text{if } i = j \\ 0 & \text{otherwise.} \end{cases}$$

(9)

Setting $\Theta^{-1} = R$ we would get

$$p(\mathbf{u}|\mathbf{s}) \propto \exp\left(-\frac{1}{2} \sum_i u_i^2 - s \sum_{j-i} (u_j - u_i)^2\right),$$

where $j-i$ denotes that $j$ is a neighbour of $i$. That is, the probability density of the auxiliary variables is a Gaussian which prefers the $\mathbf{u}_j$ to be the same and small, with $s$ regulating the relative strength of these tendencies. The scale parameter $\theta$ is now supposed to control the (absolute) amount of regularisation towards zero. We incorporate it by constructing the precision matrix from

$$\Theta^{-1} = \frac{1}{\theta} VRV$$

where $V$ is a diagonal matrix with $\sqrt{\text{diag}(R^{-1})}$ on the diagonal. The scaling by $V$ ensures that the prior variance of the auxiliary variables is independent of the strength $s$, which makes it easier to study the effect of introducing couplings. An alternative approach would be to use circulant structure matrices (Rue and Held, 2005), although this forces variance at the boundaries to become correlated, which is less suitable for our purposes.

**Approximating the posterior**

Exact inference for the posterior (Eq. (8)) is intractable. Consequently, we need to resort to approximate inference methods. Various approximate inference methods could be applied such as the Laplace
approximation (MacKay, 2004), sampling methods (Rue and Martino, 2007) or variational methods (Bishop, 2006). In this paper, we use a deterministic approximate inference method called expectation propagation (EP) (Minka, 2001a) which often outperforms the aforementioned methods (Minka, 2001b; Kuss and Rasmussen, 2005).

In the following, we present a general description of expectation propagation and highlight its computational benefits. EP approximates a density \( p(z) \) with a density from the family of exponential distributions \( q(z) = \exp(\kappa^T f(z) - \log Z(\kappa)) \) where \( Z(\cdot) \) denotes the partition function. In our application, we are seeking a canonical form Gaussian approximation

\[
q(z) \propto \exp\left( h^T z - \frac{1}{2} z^T K z \right)
\]

of the posterior \( p(z|\Theta, D) \) with \( z = (\beta, u, v) \) (we omit the dependence on \( \Theta \) and \( D \) in the following). The most straightforward way to achieve the approximation is to use the Kullback–Leibler divergence

\[
D[p \parallel q] = \int dz p(z) \log \frac{p(z)}{q(z)}
\]

as an error function and minimise with regard to \( \kappa \) (which acts as a proxy for \( h \) and \( K \) in the Gaussian case), accordingly. This boils down to matching the first two moments \( E[z] \) and \( E[zz^T] \) of the distributions \( p \) and \( q \). In most cases, this problem is intractable since one has to resort to numerical integration methods in high dimensions.

Expectation propagation is a heuristic method that tries to circumvent this problem by iteratively minimising the Kullback–Leibler divergence between appropriately chosen distributions. It does not compute the moment matching distribution, but the approximation it provides is often close to that. The starting assumption of EP is that the distribution which is close to that.

The most straightforward way to achieve the approximation is to use the Kullback–Leibler divergence

\[
D[p \parallel q] = \int dz p(z) \log \frac{p(z)}{q(z)}
\]

as an error function and minimise with regard to \( \kappa \) (which acts as a proxy for \( h \) and \( K \) in the Gaussian case), accordingly. This boils down to matching the first two moments \( E[z] \) and \( E[zz^T] \) of the distributions \( p \) and \( q \). In most cases, this problem is intractable since one has to resort to numerical integration methods in high dimensions.

1. Remove a term approximation \( \tilde{t}_i \) from \( q \) and form the function

\[
q^{\perp}(z) \propto \prod_i \tilde{t}_i(z)
\]

2. Append \( t_i \) to \( q^{\perp} \) and find \( \tilde{t}_i^\ast \) that minimises

\[
D \left[ \frac{1}{Z_i} \tilde{t}_i(z) q^{\perp}(z) \middle| \frac{1}{Z_i} \tilde{t}_i(z) q^{\perp}(z) \right].
\]

3. Repeat the first two steps by cycling through all term approximations \( \tilde{t}_i \) until convergence.

4. Using the final approximations \( \tilde{t}_i^\ast \), we can then proceed to compute the final approximation of \( q(z) \).
the EP framework is given in Appendix A. Given the approximate log model evidences $L_1$ and $L_2$ for two competing models $M_1$ and $M_2$, we favour $M_1$ over $M_2$ whenever $L_1 > L_2$. We can also adjust our hyperparameters (the coupling strength $s$ and scale parameter $\sigma$) in order to maximise the model evidence. This is known in the literature as empirical Bayes (Bernardo and Smith, 1994) or type II maximum likelihood (Berger, 1985). Fig. 3 provides an example.

Another approach to determining model quality is to determine how well the model predicts the response variable $y$ from measured covariates via the predictive density:

$$p(y_n | x_n, \Theta, D) = \int dz p(y_n | x_n, \beta)p(\beta | \Theta, D).$$

This allows us to determine how well the model generalises to previously unseen data. Furthermore, it enables the prediction of experimental condition for single trials, which has applications in real-time analysis of functional imaging data (DeCharms, 2008). Note that the predictive density is impossible to compute exactly since the integral over $\beta$ cannot be evaluated analytically but can be obtained as a good approximation by making use of the close similarity between the logistic function $\sigma$ and the probit function, as described in (Bishop, 2006). Here, instead, we choose to numerically approximate Eq. (10) using Gaussian quadrature (Press et al., 2007) in order to be able to control the quality of the approximation; these ideas are reused to increase the efficiency of expectation propagation in the Appendix A. In this way, we can use Eq. (10) to obtain an estimate of the predictive performance, typically expressed in terms of accuracy (proportion of correctly classified trials).

Creating importance maps

We propose the following way of creating importance maps, inspired by our representation of the Laplace prior as a scale mixture distribution. In this representation, the auxiliary variables $u_k$ and $v_k$, and more specifically their squared sum $u_k^2 + v_k^2$, set the width of the Gaussian prior on the regression parameter $\beta_k$. The larger $u_k^2 + v_k^2$, the wider this Gaussian prior, the weaker the regularisation, and the more important the regression parameter. The other way around, a very small scale $u_k^2 + v_k^2$ amounts to a narrow Gaussian prior (close to a Dirac delta), strong regularisation towards zero, and tends to make the regression parameter irrelevant. Applying the same reasoning to the posterior distribution given all observations, we then propose to use the average $E[u_k^2 + v_k^2 | D]$ as a measure of importance of variable $x_k$. More specifically, we normalise this measure with respect to the importance induced by the prior and simplify to (since $E[u_k^2 | D] = E[v_k^2 | D]$ and $E[u_k | D] = E[v_k | D] = 0$):

$$\text{importance}(x_k) = \frac{\text{Var}(u_k | D) - \text{Var}(u_k)}{\text{var}(u_k)} = \left(\Theta^{-1} + K_k^{-1}\right)^{-1} - \Theta_{kk}$$

with $K_k$ being the contribution of the data to the posterior variance as defined in Appendix A.

Stimuli

In order to illustrate our method, we use a dataset which has been collected in the context of another ongoing project. The goal is to examine whether the class to which individual handwritten characters belong can be predicted from measured BOLD response. The stimuli for our experiment consisted of fifty handwritten sixes and fifty handwritten nines, selected at random from the MNIST database of handwritten digits (http://yann.lecun.com/exdb/mnist). The $28 \times 28$ pixel grey-scale digits were interpolated to $256 \times 256$ pixel images, and subtended a visual angle of 7.8°. Stimuli were presented using Psychotoolbox 3 (Brainard, 1997). Note the large differences between individual instances in our stimulus set which makes the classification problem non-trivial (Fig. 4).

Experimental design

Data was collected for one subject. In each trial, a handwritten six or nine was presented which remained visible for 12500 ms. Stimuli
flickered at a rate of 6 Hz on a black background. The experimental task was to maintain fixation to a fixation dot and detect a brief (30 ms) change in colour from red to green and back occurring once and randomly within a trial. Detection was indicated by pressing a button with the right hand thumb as fast as possible. One-hundred trials were collected which were separated by a 12500 ms inter-trial interval. The total duration of the experiment was 42 min.

Data collection

Functional images were acquired using a Siemens 3 T MRI system using a 32 channel coil for signal reception. Blood oxygenation level dependent (BOLD) sensitive functional images were acquired using a single shot gradient EPI sequence, with a repetition time (TR) of 2500 ms, echo time (TE) of 30 ms, isotropic voxel size of $2 \times 2 \times 2$ mm, acquired in 42 axial slices in ascending order. A high-resolution anatomical image was acquired using an MP-RAGE sequence (TE/TR=3.39/2250 ms; 176 sagittal slices, with isotropic voxel size of $1 \times 1 \times 1$ mm).

Data analysis

Functional data were preprocessed within the framework of SPM5 (Statistical Parametric Mapping, www.fil.ion.ucl.ac.uk/spm). Functional brain volumes were realigned to the mean image in order to correct for motion and the anatomical image was coregistered with the mean of the functional images. In order to restrict the number of considered voxels, a grey-matter mask was applied (threshold $p=0.5$, voxel size $4 \times 4 \times 4$ mm). Functional data was high-pass filtered and detrended. The volumes acquired up to 15 s after trial onset were collected in order to obtain an estimate of the response in individual voxels. The trials were normalised such that responses for each voxel had mean zero and a standard deviation of one. Trials were subsequently used as input to the multivariate analysis. Predictive performance and model evidence was computed using a ten-fold cross validation scheme while the scale parameter was varied between $10^{-6}$ and $10^{4}$. A binomial test was used to determine whether predictive performance was significantly different from chance level performance (Salzberg, 1997). The cross validation scheme ensured that training and test data remained isolated. Importance maps were obtained by learning a model based on all data while the scale parameter was chosen such that predictive performance was maximal according to the cross validation results.

We tested both a spatial model where the prior couples neighbouring voxels in the x, y and z directions with a coupling strength of $s=10$ and a temporal model where the prior couples the same voxel over multiple volumes with a coupling strength of $s=10$. For the spatial model, we used the average (steady-state) response 10 to 15 s after trial onset in order to remove the temporal dimension. For the temporal model, we used all volumes acquired up to 15 s after trial onset. For each model, predictive performance and model evidence was compared with the performance obtained by a model that employed a decoupled prior.

Results

Spatial model

Fig. 5 shows that the predictive performance of the spatial model is marginally better than that of the decoupled model although the difference is not significant. Furthermore, the results clearly show that optimal performance is reached when $\theta \approx 0.01$, indicating the improvement over the unregularized model that is obtained in the limit when $\theta$ goes to infinity. Likewise, too much regularisation is also detrimental to predictive performance. Predictive performance was
significant ($p < 0.05$) for all models with $\theta = 0.01$ and $\theta = 1$. Log model evidence was slightly larger for the spatial model ($\log p(D|\theta = 0.01, s = 10) = -3913.84$) as compared with the decoupled model ($\log p(D|\theta = 0.01, s = 0) = -3194.21$).

Throughout this paper, we emphasised the improved interpretability that is obtained when using informed priors. Fig. 6 establishes this claim by showing the number of included voxels sorted according to importance versus the number of clusters obtained, where a cluster is defined as a connected component in the measured brain volume. The spatial prior leads to a much lower number of clusters compared to the decoupled prior. The absolute number of clusters remains relatively large due to the grey-matter mask, which selects a non-contiguous subset of voxels from the measured volume.

Fig. 7 provides a visualisation of the resulting models. The spatial prior leads to the selection of clusters of important voxels. Spatial regularisation can also be interpreted as a form of noise reduction since spatially segregated voxels are less likely to have large importance values. The mean regression coefficients have a large magnitude for the most important voxels. Note the strong agreement between the uncoupled and the spatial model regarding these voxels. It can also be seen from Fig 7 that the most important voxels are to some extent scattered throughout the brain in the unconstrained model, while they are almost exclusively observed in the occipital lobe in the spatially constrained model, encompassing Brodmann Areas 17 and 18. This pattern of results appears neurobiologically plausible, in view of the only difference between conditions being visual in nature.

**Temporal model**

Fig. 8 shows that the predictive performance of the temporal model is again somewhat better than that of the decoupled model although the difference is not significant. Optimal performance is reached when $\theta = 1$. Predictive performance was significant ($p < 0.05$) only for this setting of the scale parameter. Log model evidence was slightly larger for the decoupled model ($\log p(D|\theta = 10^{-4}, s = 0) = -13629.79$) as compared with the temporal model ($\log p(D|\theta = 10^{-4}, s = 10) = -13629.93$). Note the disagreement between the optimum according to predictive performance and according to model evidence; it is well-known that model evidence optimisation does not always lead to the best predicting models. Note further that predictive performance of the temporal model was significantly lower than that of the spatial model due to the inclusion of volumes for which the task-related response is likely to be negligible.

![Fig. 7. Glass-brain view of importance values for the decoupled versus the spatial prior. Means of the regression coefficients of the 100 most important voxels are colour-coded with red standing for positive and blue for negative values.](image1)

![Fig. 8. Proportion of correctly classified trials and approximate log model evidence for the decoupled model and the temporal model.](image2)
Fig. 9 depicts the importance values for five consecutive volumes for ten voxels that were considered to be most important by the spatial model. The temporal model leads to temporal smoothing of the importance values. As a result, it becomes clear that the last few volumes carry more task-related information, which is in agreement with the (lagged) BOLD response.

Complexity analysis

The previous analysis has been performed for a fixed number of voxels. Here, we examine how the approximate inference algorithm scales with an increasing number of \( K \) voxels. With a small number of trials and a large number of features, the bottleneck of our algorithm is the inversion of the \( K \times K \) precision matrix \( \mathbf{K} \) when converting from canonical to moment form before each parallel EP update. As explained in the Appendix A, this inversion is obtained through the Takahashi equation (Takahashi et al., 1973; Erisman and Tinney, 1975), which operates on the lower-triangular matrix \( \mathbf{L} \) resulting from a Cholesky decomposition of \( \mathbf{K} \).

Although application of the Takahashi equation has worst-case complexity \( K^3 \), in practice, the computational complexity as well as the required storage depends on the resulting number of non-zero elements in \( \mathbf{L} \). Typically \( \mathbf{L} \) contains more non-zero elements than the sparse \( \mathbf{K} \), because the computation of \( \mathbf{L} \) introduces fill-in zeros. However, by reordering the rows and columns of a matrix, it is often possible to reduce the amount of fill-in created by factorisation, thereby reducing computation time and storage cost. The approximate minimum degree ordering (AMD) algorithm (Amestoy et al., 2004) seems to be a good general purpose method. Fig. 10 shows the precision matrix for a \( 4 \times 4 \times 4 \times 4 \) volume with different priors and the corresponding matrix \( \mathbf{L} \) after applying a Cholesky decomposition and a reordering based on the AMD algorithm. Note that the relative number of non-zero elements increases as more complex priors are used.

Fig. 9. Importance values for ten voxels whose BOLD response was acquired over five consecutive volumes using the decoupled model (left) and the temporal model (right).

Fig. 10. Sparsity pattern of precision matrices (top row) and lower-triangular matrices \( \mathbf{L} \) (bottom row) after a Cholesky decomposition and reordering using the AMD algorithm for a \( 4 \times 4 \times 4 \times 4 \) volume. From left to right, a sparse prior, temporal prior, spatial prior, and spatio-temporal prior were used. The number of non-zero elements is shown below each matrix.
In order to get an empirical estimate of computation time, we ran the EP algorithm on $M \times M \times M \times M$ volumes with $M$ ranging from one to ten. We used forty trials per condition and filled the volumes with random voxels from the original fMRI dataset. Fig. 11 shows the number of non-zeros and computation time for the different priors as we vary volume dimensions. Even though we have an exponential increase in the number of non-zero elements and computation time with dimensionality, we are still able to handle very large models with the less complex priors. For the spatio-temporal prior, estimating a $10 \times 10 \times 10 \times 10$ model took 20 min. In contrast, for the spatial prior, estimating the same model took just 20 s. Note that it is not the number of non-zero elements in $K$ per se but rather the reduced sparsity structure of $L$, due to the disproportionate increase in the number of non-zero elements in $L$, which increases computation time for the more complex priors.

Discussion

In this paper, we introduced a Bayesian approach to multivariate fMRI analysis. The novelty of the approach lies in our formulation of the multivariate Laplace distribution in terms of a scale mixture. This representation can be used to specify spatio-temporal constraints on the magnitudes of the regression coefficients, which leads to smoothed importance maps that are therefore easier to interpret. Furthermore, we have demonstrated that good predictive performance is obtained with our method. Predictive performance was good for all regularised models, independent of the spatio-temporal coupling chosen. Fig. 3 already indicated that for strong regularisation, the model becomes relatively insensitive to the coupling strength. Still, from the point of view of interpretability, particular spatio-temporal priors will be preferred.

Our use of the multivariate Laplace distribution was motivated by the common use of the univariate Laplace distribution to obtain sparse solutions (Carroll et al., 2009; van Gerven et al., 2009). As mentioned, in a Bayesian setting, we lose these sparsifying properties since the solutions (Carroll et al., 2009; van Gerven et al., 2009). As mentioned, in their approach will also be suitable for multivariate analysis on the group level, where a coupling can be induced between voxels in different subjects. We leave these extensions as a topic for further research.

Our representation of the multivariate Laplace distribution can be contrasted with that of (Eltoft et al., 2006). As mentioned, in their representation, the regression coefficients are coupled not only in terms of the magnitude, but also in terms of the signs. This representation could be used to embody the prior knowledge that responses are spatially contiguous and locally homogeneous, as in (Penny et al., 2005). However, in our experience, regression coefficients that are close-by in space and/or time are typically correlated in terms of their magnitude but not necessarily in terms of their signs (cf. Fig. 7). A possible explanation, put forward in (van Gerven et al., 2009), is that these differences in signs could act as local filters, making the classifier more sensitive to relative instead of absolute changes in activity. Such behaviour could occur when multiple voxels are affected in the same way by some noise component (e.g., movement artifacts).

An important advantage of multivariate methods over mass-univariate methods in general is that weighted combinations of voxel activations are used to predict experimental condition. This increases sensitivity and allows the detection of patterns that are undetectable by mass-univariate methods (Norman et al., 2006). Furthermore, multivariate methods can be used to instantaneously predict experimental condition from voxel activations, which has applications in real-time analysis, as required for instance in brain–computer interfacing (Wolpaw et al., 2002). The specific merits of our approach are that we have derived an efficient and fully Bayesian approach to multivariate fMRI analysis where the employed prior has sparsifying properties and allows for the specification of spatio-temporal interactions that are known to occur throughout the brain proper.
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Appendix A

Expectation propagation for Gaussian approximations

In this section we present the details of the expectation propagation method for Gaussian approximations. We show that when the terms \( t_i \) depend on a linear transformation of the variables, then both the representation of the term approximations \( \tilde{t}_i \) as well as their updating simplifies significantly. We keep the presentation fairly general and specialise it to our application in the following section. We assume that the distribution \( p \) has the form

\[
p(z) = p_0(z) \prod_i t_i(U_j z)
\]

where \( z = (\beta, \mu_i, \upsilon_i) \), \( U_j \) is a linear transformation, \( p_0 \) stands for the Gaussian priors on \( \mu \) and \( \upsilon \), which do not have to be approximated, and \( t_i \) denotes the non-Gaussian factors. This form includes both the representation when \( U_j \) is the identity matrix, as well as the representation when \( t_i \) depends only on a subset of parameters, that is, \( U_j z = (\beta, \mu_i, \upsilon_i) \) for the auxiliary variable terms.

Term updates

The updates \( \tilde{t}_i \) of Eq. (9) can be computed by \( \tilde{t}_i = q^* / q^1 \), where \( q^* \) is the Gaussian distribution that has the same first two moments as \( q^1 \). Let us use the notations \( q^*(z) = N(z|m^*, C^*) \), \( q^1(z) = N(z|m^1, C^1) \), \( \tilde{m}_i = U_i m^1 \) and \( \tilde{C}_i = U_i C^1 U_i^T \). After some calculus one finds that \( q^* \) is defined by

\[
m^* = m^1 + C^1 U_i^T \tilde{C}_i^{-1} [ \text{Var}(s_i) - \tilde{m}_i ]
\]

\[
C^* = C^1 + C^1 U_i^T \tilde{C}_i^{-1} [ \text{Var}(s_i) - \tilde{C}_i ] \tilde{C}_i^{-1} U_i C^1
\]

where \( s_i \) are the auxiliary variable terms. Dividing \( N(z|m^*, C^*) \) by \( N(z|m^1, C^1) \) we get

\[
\left( C^{-1} - C^1 \right)^{-1} = U_i^T \left( \text{Var}(s_i) - \tilde{C}_i^{-1} \right) U_i
\]

\[
\left( C^{-1} - m^1 \right) \left( C^1 - m^1 \right)^{-1} = U_i^T \left( \text{Var}(s_i) - \tilde{C}_i \right) U_i
\]

leading to a low rank representation of \( \tilde{t}_i \), with the form

\[
\tilde{t}_i(z) = \exp \left( (U_i z)^T h_i - \frac{1}{2} (U_i z)^T K_i (U_i z) \right)
\]

where \( h_i \) and \( K_i \) are given by the quantities in Eq. (11) (divided by \( \alpha \) when using power EP). Based on this representation, we can define the approximating distribution \( q \) as a Gaussian with canonical parameters

\[
K = K_0 + \sum_i U_i^T K_i U_i
\]

\[
h = h_0 + \sum_i U_i^T h_i
\]

that is, the sum of the parameters of \( \tilde{t}_i \) added to the parameters \( h_0 \) and \( K_0 \) of \( p_0 \). Now that we know the form of \( \tilde{t}_i \), we can proceed to find a way to compute the quantities \( \tilde{C}_i \) and \( \tilde{m}_i \) needed for the updates.

Computing \( q^1 \)

One can compute the mean and covariance of \( q^1(z) = N(z|m^1, C^1) \) from \( q^1 = t^1 - \alpha \Pi t \). After some calculus, one can show that

\[
\tilde{C}_i = \bar{K}_i \left( 1 - \alpha \hat{K}_i \right)^{-1}
\]

(12)

\[
\hat{m}_i = \left( 1 - \alpha \hat{K}_i \right)^{-1} \left( \tilde{h}_i - \alpha \hat{K}_i h_i \right)
\]

(13)

using shorthand notation \( \bar{K}_i \equiv (U_i K_i^{-1} U_i^T) \) and \( \hat{h}_i \equiv U_i K_i^{-1} h_i \). In order to compute the update of \( t_i \) given in Eq. (11) one needs to compute \( K_i \) and \( h_i \). The computational bottleneck of EP reduces to the computation of these quantities since they are typically more expensive than the low-dimensional (numerical) computations of \( E[s_i] \) and \( \text{Var}[s_i] \).

EP applied to Bayesian logistic regression

In this section, we will apply the results of the previous section to the Bayesian logistic regression model in Eq. (8). I.e., we specialise it to the data terms and auxiliary variable terms. For both types of terms, we will (1) identify \( U_i \) and \( s_i \) and derive the form of the term \( \tilde{t}_i \) (2) compute the quantities \( E[s_i] \) and \( \text{Var}[s_i] \) from Eq. (11) and finally (3) compute the quantities in Eq. (12) and Eq. (13).

Data term approximations

The data terms \( g_{in}(y_n, x_n, B) = B(y_n, l^{-1} (x_n b)) \) arise from the logistic regression likelihood terms in Eq. (8). This means that \( U_i = x_i G^T \), where we define \( G = [l_0, u_0, v_0] \) as the \( 3 \times K \) matrix that selects the variables \( b \) in \( z \). Therefore, the term approximations \( \tilde{g}_{in} \) are characterised by two scalar parameters \( h^1_{in} \) and \( K^1_{in} \) and can be written as

\[
\tilde{g}_{in}(z) = \exp \left( z^T G x_n h^1_{in} - \frac{1}{2} z^T G x_n K^1_{in} G x_n^T z \right)
\]

such that

\[
\prod_{n=1}^N \tilde{g}_{in}(z) = \exp \left( z^T G x_n h^1_{in} - \frac{1}{2} z^T G x_n K^1_{in} G x_n^T z \right)
\]

where \( h^1_{in} \) is a vector formed by \( h^1_{in} \) and \( K^1_{in} \) is a diagonal matrix formed by \( K^1_{in} \). The product over the \( \tilde{g}_{in} \) influences only the \( b \) part of \( z \). Moreover, it has a low rank representation characterised by the \( N \times K \) design matrix \( X = [x_1, ..., x_N] \). The variables \( s_i \) are scalar variables and they are distributed according to the unnormalised distribution

\[
s^N - B (y_n, l^{-1} (s_n)) N(s_n | x_n^T G^T m^a, x_n^T G^T C^a G x_n) .
\]

The quantities \( E[s_i] \) and \( \text{Var}[s_i] \) can be computed numerically using the one-dimensional Gaussian–Hermite quadrature rule.

Auxiliary variable term approximations

The auxiliary variable terms \( f_k(\beta_k, u_k, v_k) = N(\beta_k; 0, u_k^2 + v_k^2) \) arise from the scale mixture representation of the Laplace distribution that couples the variables \( \beta_k, u_k \) and \( v_k \). In this case, we identify \( U_i \) with the \( 3 \times 3K \) projection matrix \( F_k \) that selects these variables from \( z \). As a result, the term approximations \( \tilde{f}_k \) are characterised by three-dimensional vectors \( h^1_k \) and matrices \( K^1_k \) and can be written as

\[
\tilde{f}_k(z) = \exp \left( z^T F_k h^1_k - \frac{1}{2} z^T F_k K^1_k F_k^T z \right)
\]
Since the only coupling between the $b_k$ and $u_k, v_k$ is in $f_k$ and since $u_k$ and $v_k$ are a priori independent and identically distributed with zero mean, we assume that $F_{Z_{uk}^2,F_{uk}^2}$ is diagonal and the last two components of $F_{Z_{uk}^2,F_{uk}^2}$ are zero. This assumption is valid for the prior and it remains valid after each EP update. With a slight abuse in notation, we identify $s_k = (b_k, u_k, v_k)$ with the random vector distributed as

$$s_k \sim \mathcal{N}(\beta_k | 0, U_k) \mathcal{N}(\mu_k | 0, \sigma_k^2) \mathcal{N}(\nu_k | 0, \gamma_k^2)$$

where we use shorthand notation $U_k \equiv u_k^2 + v_k^2$. The quantities $\mu_k$, $\sigma_k^2$ and $\gamma_k^2$ denote the marginal means and variances of $q^k(\beta, u, v) \propto q(\beta, u, v) / f_k(b_k, u_k, v_k)$. Now we can compute $E[s_k]$ and $\text{Var}[s_k]$ and show that, due to the symmetry of $u_k^2 + v_k^2$, Eq. (14) keeps $b_k$, $u_k$ and $v_k$ uncoupled in $f_k$. After regrouping the terms in (14), one finds that

$$b_k | u_k, v_k \sim \mathcal{N}(\beta_k | m_{u_k} u_k, \alpha_2 + u_k^2 - \sigma_k^2 u_k)$$

(15)

$$(u_k, v_k) \sim \mathcal{N}(\beta_k | m_{u_k} u_k, \alpha_2 + u_k^2 + u_k)$$

(16)

This implies that the marginal distribution of $(u_k, v_k)^T$ given by Eq. (16) depends only on $u_k^2 + v_k^2$ and is symmetric around 0. Therefore, $E[u_k] = E[v_k] = 0$, $E[u_k v_k] = 0$ and $\text{Var}[u_k] = \text{Var}[v_k]$. The mean value $E[b_k]$ and the variance $\text{Var}[b_k]$ can be computed by averaging the mean $E[b_k | u_k, v_k]$ and variance $\text{Var}[b_k | u_k, v_k]$ parameters in Eq. (15) over the joint distribution of $u_k$ and $v_k$ given in Eq. (16). Using the symmetry of Eq. (16), one can show that $E[b_k | u_k] = E[v_k | v_k] = 0$ results in a diagonal $K_k$ and an $h_k$ with its last two components set to zero (the components corresponding to $u_k$ and $v_k$). This is a substantial computational advantage because it keeps $K_k$ block diagonal. Since both Eqs. (15) and (16) depend on $u_k$ and $v_k$ only through $u_k$, we can once more make use of the exponential distribution and approximate the required integrals using the one-dimensional Gauss–Laguerre quadrature rule.

Computing $q_{\theta}^m$ and $q^k$

Based on the results presented in the previous two subsections, the approximating distribution $q$ has a canonical form $q(z) = \exp(h z - z' K z / 2)$ characterised by

$$h = \begin{bmatrix} x' h_k^2 + h_0' \\ 0 \\ 0 \end{bmatrix}$$

$$K = \begin{bmatrix} x' k_{ij} x + k_{ij} & 0_k & 0_k \\ 0_k & 0_k & 0_k \end{bmatrix}$$

where $h_k' = k_{ij}$ is the vector formed by the components of $h_k$, $k = 1, \ldots, K$ corresponding to $b_k$, $k = 1, \ldots, K$ and $k_{ij}$, $k_{ij}^T$, and $k_{ij}$ are the diagonal matrices formed by the corresponding components of $k_{ij}$, $k = 1, \ldots, K$. Since $K$ is block diagonal, in order to compute the quantities in Eq. (12) and (13), one has to compute the following:

1. For the cavity distribution $q_{\theta}^m$ one needs to compute both $x_k' C_{ij} x_k = x_k' (x_k' K' x + k_{ij} + k_{ij}^{-1}) x_k$ and $x_k' m_{ij} = x_k' (x_k' K' x + k_{ij} + k_{ij}^{-1})$ for $n = 1, \ldots, N$. This can be done efficiently using the matrix inversion lemma, replacing the inversion of a $K \times K$ matrix with that of an $N \times N$ matrix. This is useful in the degenerate case when the number of features is much larger than the number of samples, as is typically the case for neuroimaging data.

2. For the cavity distribution $q^k$ one needs to find the diagonal elements of $(x_k' K' x + k_{ij} + k_{ij}^{-1})^{-1}$, $(\Theta^{-1} + k_{ij})^{-1}$ and $(\Theta^{-1} + k_{ij} + k_{ij}^{-1})^{-1}$. None of these operations require the full inversion of the corresponding matrices as they reduce to (1) computing the Cholesky factorisation of a dense $N \times N$ matrix and its multiplication with an $N \times K$ matrix (matrix inversion lemma), and (2) computing certain elements of the inverse of a sparse $K \times K$ matrix. The latter can be realized efficiently via the Takahashi equation (Takahashi et al., 1973; Erismann and Tinney, 1975).

Computing the model evidence

The model evidence

$$p(D | \Theta) = \int dz \mathcal{N}(u; 0, \Theta) \mathcal{N}(v; 0, \Theta) \prod_k f_k(z_k) \prod_n g_n(y_n, x_n, \beta)$$

with $f_k(b_k, u_k, v_k) \equiv \mathcal{N}(b_k; 0, u_k^2 + v_k^2)$ and $g_n(y_n, x_n, \beta) \equiv \mathcal{N}(y_n; \beta^{-1} (x_n | \beta))$ as before, may be approximated within the EP framework by plugging in the normalised term approximations $c_{\beta f_k}$ and $c_{\beta g_n}$ (Seeger, 2008):}

$$p(D | \Theta) \approx \prod_k c_{\beta f_k} \prod_n c_{\beta g_n} \int dz \mathcal{N}(u; 0, \Theta) \mathcal{N}(v; 0, \Theta) \prod_k f_k(z_k) \prod_n g_n(y_n, x_n, \beta).$$

The quantities $c_{\beta f_k}$ and $c_{\beta g_n}$ are given by replacing $t$ with the corresponding terms $f_k$ and $g_n$ in

$$c = \left( z \right)^2 = \left( \frac{dz(z)^2 q(z)}{dz(z)^2 q'(z)} \right)^2.$$

The integrals are relatively easy to approximate since they boil down to one-dimensional numerical quadratures due to the forms of $g_n$ and $f_k$. Let $\log \phi_\gamma(h, K) = -\log(2\pi |K|/2 + h' K^{-1} h/2)$ denote the log partition function of a multivariate Gaussian distribution in canonical form. We then obtain the following approximation to the log model evidence:

$$\log p(D | \Theta) \approx \sum_k \log c_{\beta f_k} + \sum_n \log c_{\beta g_n} + \log \phi_\gamma(h, K) - 2 \log \phi_\gamma(0, \Theta^{-1}).$$

The log partition function $\log \phi_\gamma(h, K)$ is computed in an efficient manner by making use of the matrix determinant lemma.

Appendix B. Supplementary data

Supplementary data associated with this article can be found, in the online version, at doi:10.1016/j.neuroimage.2009.11.064.
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