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Abstract—An effective measure of speech intelligibility is the probability of correct recognition of the transmitted message. We propose a speech pre-enhancement method based on matching the recognized text to the text of the original message. The selected criterion is accurately approximated by the probability of the correct transcription given an estimate of the noisy speech features. In the presence of environment noise, and with a decrease in the signal-to-noise ratio, speech intelligibility declines. We implement a speech pre-enhancement system that optimizes the proposed criterion for the parameters of two distinct speech modification strategies under an energy-preservation constraint. The proposed method requires prior knowledge in the form of a transcription of the transmitted message and acoustic speech models from an automatic speech recognition system. Performance results from an open-set subjective intelligibility test indicate a significant improvement over natural speech and a reference system that optimizes a perceptual-distortion-based objective intelligibility measure. The computational complexity of the approach permits use in on-line applications.
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I. INTRODUCTION

Intelligibility is a quantitative representation of the similarity between the perceived and the intended messages. The search for modification strategies improving speech intelligibility in noisy environments is an active research topic. While the focus is primarily on additive distortions [1], [2], [3], application to other impairments, such as reverberation, have been considered as well [4]. In this work we consider additive distortions because of their broad practical significance.

A source of inspiration in the search for speech modifications are the strategies adopted by talkers to counteract the effect of noise on intelligibility. The Lombard effect reveals that apart from loudness, changes to the speaking rate, spectral tilt and the pitch are also produced [5], [6], [7]. While changes in some speech parameters, such as pitch, do not improve intelligibility on their own and are likely the effect of constraints on the speech production mechanism, Lombard speech is more intelligible than natural speech in noise, even when the loudness of the two is equalized. Other human strategies such as vocabulary adjustment [8], emphasis of information-bearing word types [9] and repetition can prove effective as well.

From the perspective of automated speech modification, a number of methods for the enhancement of speech intelligibility in noisy environments have been proposed. These can be classified into two main categories: i) rule-based, e.g., [1], [10], [2], [11], [12], [13] and ii) objective-intelligibility-measure-based [14], [15], [16], [3]. Rule-based methods operate along a framework of heuristic rules for modification that have been identified to produce intelligibility improvement in given noise contexts. The use of objective intelligibility measures such as the speech intelligibility index (SII) [17], the glimpse proportion (GP) [18] and perceptual distortion (PD) [3], identifies a more recent stage in the evolution of the field. Methods from this category optimize an objective measure, which approximates intelligibility, for the parameters of a speech modification. A reliable measure can, in theory, be used with a range of modification strategies, establishing the measure-based approach as the more general one.

The interaction between speech modification and measure optimization and the implications of a particular choice for a modification strategy and an objective measure can be illustrated in the presence of a model of the speech communication process. Inspired by the hierarchical model of human speech recognition of [19], and its representation from [20], we associate the communication process with a first-order Markov chain as illustrated in Figure 1. Each state of the depicted one-way communication chain, is conditionally-independent of previous states given the preceding state. The speaker formulates a message based on the need to convey certain information to the listener. The message is then translated into a sequence of phonemes reflecting the language proficiency of the speaker. The voice production mechanism is activated and the vocal tract articulators [21] manipulated such that the desired sound can be produced. Co-articulation [22] (not illustrated) introduces a dependence of individual sounds on their phonetic context.

A speaker adjusts the speech production process to adapt to environment noise and increase the probability for correct decoding of the message. Some adjustments are listed to the left of the speaker-side part of the communication Markov chain in Figure 1. These are aligned with the chain state at which they operate. Formulation includes vocabulary and sentence structure simplification, and repetition of salient
segments. *Pronunciation* takes into account, e.g., on-set and transient amplification, and accent adaptation. *Coloring* stands for various spectral modification not related to the two previous categories.

![Diagram](image)

**Fig. 1.** The communication process represented as a first-order Markov chain. Thus, e.g., the outgoing waveform is conditionally-independent of the message, the phoneme sequence and signal prosody given the spectrum.

An objective measure approximating intelligibility can be formulated at any of the listener-side communication hierarchy levels below that of the message. At the Phonemes & Prosody level intelligibility can be approximated by means of, e.g., automatic speech recognition (ASR) [18]. At the Spectra and Waveform levels objective measures commonly exploit knowledge of the band-specific noise power spectra and signal-to-noise ratios [17], [18], [23]. Current methods for speech pre-enhancement, such as [14], [3], [15], [16], optimize objective intelligibility measures at the lower hierarchy levels.

The choice between a low and a high level objective intelligibility measure is guided by the trade-off between efficiency and optimality. If we control the result of the optimization at a level closer to that of subjective intelligibility (the message level), the possibility for divergence between the objective implied by the measure and the true objective of improving subjective intelligibility is reduced. Furthermore, for measures higher in the hierarchy, the number of visible modification strategies increases. Consider, e.g., prosody modification and vocabulary adjustment that remain transparent to a measure such as SII but can effectively increase intelligibility. The challenges with using high-level measures are related to i) the need for an exact or an estimated transcription of the message, and ii) the increasing complexity. The second aspect is clearly illustrated by comparing the complexity of SII [17] and PD [3] to that of the glimpsing model [18].

In this paper, we show that a practical objective intelligibility measure for application to speech pre-enhancement can be defined at the phoneme level. To achieve this we employ a word-level transcription of the transmitted message and a statistical model of speech from ASR. The method is therefore best-suited for application in text-to-speech and recorded speech modification. An adaptation to live speech, however, can be considered as well. The proposed measure is sufficiently general to accommodate a range of modification strategies including spectral and temporal domain energy reallocation. An early version of the method is described in [24]. The results from a pilot experiment were presented in [25].

Advances in ASR gradually close the gap from human speech recognition [20]. The use of a conventional speech model from ASR in our experiments suggests that a perfect recognition model is not needed to achieve intelligibility enhancement. Subjective evaluation of the proposed approach in a large-vocabulary, open-set test demonstrated significant improvement over natural speech in noise for both speech-shaped and babble noise. The proposed method significantly outperforms the reference method [3] in low SNR conditions. The reference method has similar modification capabilities but does not assume knowledge of the message transcription or access to a speech model from ASR. The proposed method is more complex than its counterpart. By circumventing the need for a complete recognition system, however, the complexity is kept at a level feasible to accommodate in on-line applications.

The remainder of this paper is organized as follows. The theoretical foundations for our work are established in Section II. The speech pre-enhancement system is described in Section III. The experimental set-up and the validation results are discussed in Section IV. Section V presents the conclusions.

### II. Theoretical Foundations

We present the derivation and the analysis of the proposed measure of objective intelligibility at the text level in Sections II-A and II-B respectively. The choice of a speech model from ASR and its implications for the measure are discussed in Section II-C.

#### A. Text-Level Objective Intelligibility

A measure of objective intelligibility at the text level is established in this section. Let $F_x$ and $F_n$ represent some parametric descriptions of the speech signal and the environment noise respectively. We denote the estimate of $F_n$ by $\hat{F}_n$ and refer to it as the noise statistic. In addition, we denote the phonetic transcription of the message by $t$, the rules for speech production by $P$ and the rules for modifying speech production in the presence of noise by $\mathcal{R}$. The output of the speech production segment of the communication Markov chain can then be represented by the conditional probability density $p(F_x|t, \mathcal{F}_n, P, \mathcal{R})$. The produced speech, thus, abides by a set of rules and adapts to the message and the environment.

The transmitted sound waveform reaches the listener contaminated by environment noise from the communication channel. Denoting some parametric description of the noisy signal by $F_y$, we represent its distribution given the speech parameters and the noise statistic by $p(F_y|F_x, \mathcal{F}_n)$. The probability mass function of the decoded transcription $\tau$, given $F_y$ and a model $V$ for decoding speech features, is $p(\tau|F_y, V)$. Assuming that $\tau$ is conditionally independent
from $F_x$ and $F_n$ given $F_y$ we integrate out $F_y$ from $p(\tau|F_y,V)$ as follows:

$$p(\tau|F_x,F_n,V) = \int p(\tau|F_y,V) p(F_y|F_x,F_n) dF_y.$$  (1)

The conditional independence assumption is satisfied from an ASR perspective where only the noisy features are needed to obtain a transcription [26]. From the perspective of a human listener this assumption is an approximation due to the inherent capability of listeners to adapt to noisy environments. This form of adaptation is not considered in the present study.

If we, further, integrate out $F_x$ from (1), we obtain:

$$p(\tau|t,P,R,F_n,V) = \int \int p(\tau|F_y,V) p(F_y|F_x,F_n) dF_y dF_x.$$  (2)

To optimize intelligibility at the transcription level we first need to define a distortion measure $d(\tau,t)$ between the transcriptions of the transmitted and the decoded messages. Note that the same logic applies if intelligibility is optimized at another level of the communication chain. Next, we need to identify the mean distortion $D$ by computing the expected value of $d(\tau,t)$ over the stochastic variables. Using that the transcription set is discrete following a finite alphabet size, the mean distortion is expressed as:

$$D(P,R,F_n,V) = \sum_t \sum_{\tau} d(\tau,t) p(\tau,t|P,R,F_n,V)$$

$$= \sum_t \sum_{\tau} d(\tau,t) p(\tau|t,P,R,F_n,V) p(t).$$  (4)

To obtain (4) from (3) we assumed that $t$ is conditionally independent of $F_n$. This is a weak assumption that is satisfied as long as the modification strategy does not include reformulation of the message.

Finally, we minimize (4) with respect to the speech adjustment rules $R$:

$$R = \arg\min_{R'} D(P,R',F_n,V).$$  (5)

Adopting a hit-or-miss distortion criterion we obtain a tangible problem formulation. The general equation (5) transforms into

$$R = \arg\max_{R'} \sum_t p(\tau = t|P,R',F_n,V) p(t).$$  (6)

Before continuing with the optimization of the mean distortion, let us first investigate the effect of the length of the utterance represented by transcription $t$. As this length increases from a phoneme to a word, sentence, and a book, the importance of the particular $t$ decreases due to the ergodic [27] nature of the communication process. Thus, for a $t$ with a large time span, averaging over the transcription space does not affect the optimization process significantly and can be omitted:

$$R \approx \arg\max_{R'} p(\tau = t|P,P',R',F_n,V).$$

Decreasing the time span of the transcription $t$, e.g., by performing modifications at the phoneme or the word level, undermines the ergodicity assumption. This impairs the accuracy of the approximation of (6) by (7) and leads to a distortion measure whose validity becomes more localized. The duration of the transcription $t$ in (7), thus, presents a trade-off between the rate of the adaptation of the modification and the extent of the validity region of the optimal modification parameters.

Assuming further that the conditional distributions $p(F_x|t,F_n,P,R')$ and $p(F_y|F_x,F_n)$ are peaky, the optimization problem is accurately approximated by:

$$R \approx \arg\max_{R'} p(\tau = t|\tilde{F}_y,V),$$  (8)

where

$$\tilde{F}_y = \arg\max_{\tilde{F}_y} p(F_y|\tilde{F}_x,F_n)$$

$$\tilde{F}_x = \arg\max_{\tilde{F}_x} p(F_x|t,F_n,P,R').$$  (9)

The assumption on the peaky character of $p(F_x|t,F_n,P,R')$ is satisfied when a realization of the speech signal is available, which is the most common scenario. In this case the distribution becomes a Dirac delta impulse at $\tilde{F}_x$. In the context of TTS, if the speech waveform is obtained based on sampling speech parameters from their respective probability models, the variance of $p(F_x|t,F_n,P,R')$ would be non-zero. Most commonly, however, parameter sampling is not employed in TTS due to speech quality considerations.

The distribution $p(F_y|F_x,F_n)$ will have a peaky character when $p(F_x|t,F_n,P,R')$ is peaky and the mapping from the noise statistic and the clean signal features to the noisy signal features introduces little uncertainty. We note that by working with a noise statistic $F_n$ rather than the random variable $F_n$ the uncertainty in the noise characteristic is not taken into account.

**B. Discriminative Nature of the Objective Function**

This section illustrates the discriminative nature of the proposed measure of objective intelligibility and provides an expression that facilitates further analysis. Maximizing the objective function from (8) minimizes the probability for classification error in the transcription space. The discriminative nature of this objective function is readily illustrated as follows. The probabilities of all possible transcriptions must add up to one:

$$p(t|\tilde{F}_y,V) + \sum_{\tau,\tau \neq t} p(\tau|\tilde{F}_y,V) = 1.$$  (11)

Employing the above relation we observe that optimizing $p(t|\tilde{F}_y,V)$ is theoretically equivalent to optimizing

$$O = \log \left( \frac{p(t|\tilde{F}_y,V)}{\sum_{\tau,\tau \neq t} p(\tau|\tilde{F}_y,V)} \right),$$  (12)
due to the monotonic relation between the argument of the log in (12) and \( p \left( t \mid \hat{F}_y, \nu \right) \), and the monotonic nature of the log.

The formulation from (12) is convenient as it facilitates further simplification. Applying Bayes’ rule to the probability of transcription \( t \) yields:

\[
p \left( t \mid \hat{F}_y, \nu \right) = \frac{p \left( \hat{F}_y \mid t, \nu \right) p \left( t \mid \nu \right)}{p \left( \hat{F}_y \mid \nu \right)}, \tag{13}
\]

Substitution of the transcription probabilities in (12) using (13) leads to:

\[
O = \log \left( p \left( \hat{F}_y \mid t, \nu \right) \right) + \log \left( p \left( t \mid \nu \right) \right) - \log \left( \sum_{\tau \neq t} p \left( \hat{F}_y \mid \nu \right) \right), \tag{14}
\]

The second term of (14) is not affected by the optimization and can be omitted. The third term can be approximated by assuming that \( p \left( \tau \mid \nu \right) \approx |\tau|^{-1} \), where \(|\tau| \) is the cardinality of the set of all possible transcriptions. Making all transcriptions equally probable is a reasonable approximation for adverse noise conditions where little contextual information is available to the listener. Furthermore, it offers a computational advantage by allowing use of the forward algorithm [28] to evaluate the sum.

### C. Speech Model Choice and Measure Implications

In this section we discuss the choice for the speech model \( \nu \) and its implications for the objective measure \( O \). Section II-B established that

\[
O \approx \log \left( p \left( \hat{F}_y \mid t, \nu \right) \right) - \log \left( \sum_{\tau \neq t} p \left( \hat{F}_y \mid \nu \right) \right). \tag{15}
\]

To proceed with the evaluation of \( p \left( \hat{F}_y \mid \nu \right) \), \( \forall \nu \) the model \( \nu \) needs to be specified. In this work we take \( \nu \) to be the speech model from an ASR system pre-trained on clean speech. The motivation for this choice is to induce a modification behavior that results in clean modified speech that combined with the disturbance becomes similar to the reference clean speech in the parametric space where \( \nu \) was trained. Note that using the speech model from a missing data speech recognizer [18] will produce a conceptually different approach.

Speech models for ASR build upon the use of hidden Markov models (HMMs) [28]. Gaussian mixture models (GMMs) are employed to approximate the distributions of feature vectors associated with the states of the HMM. For large-vocabulary recognition systems the states represent phonemes or, in more sophisticated recognition systems, stages of a phoneme [26]. Transition probabilities between the states characterize phone durations. The feature vectors are extracted on a per-frame basis where the length of the frame and the degree of overlap between consecutive frames are system parameters.

We can now relate the parametric description \( \hat{F}_y \) of the noisy signal to the frame-based features by

\[
\hat{F}_y = [\hat{f}_y^1, \cdots, \hat{f}_y^J], \tag{16}
\]

where \( J \) is the number of frames in the time span of \( t \). For a particular state sequence \( s \), \( p \left( \hat{F}_y \mid s, \tau, \nu \right) \) is computed as:

\[
p \left( \hat{F}_y, s \mid \tau, \nu \right) = \prod_{j=1}^{J} p \left( \hat{f}_y^j \mid s^j, \nu \right) p \left( s^j \mid s^{j-1}, \tau, \nu \right), \tag{17}
\]

where \( j \) is the index over the frames in the modification window, \( s^j \) is the state associated with frame \( j \), \( p \left( \hat{f}_y^j \mid s^j, \nu \right) \) is the likelihood of features \( \hat{f}_y^j \) for state \( s^j \) and \( p \left( s^j \mid s^{j-1}, \tau, \nu \right) \) is the probability for transition from \( s^{j-1} \) to \( s^j \) given the transcription. The assumption of a first-order Markovian character of the speech signal in the state space of the recognition system, as indicated by the right-hand side of (17), results in a simple model and reduces computational complexity for evaluating the probability of a state sequence. Complexity is an important design characteristic from the perspective of ASR and is particularly relevant in the context of the proposed speech modification algorithm. Marginalizing \( s \) from (17) results in a reduced complexity:

\[
P \left( \hat{F}_y \mid \tau, \nu \right). \tag{18}
\]

Note that, in (18), probability is normalized on a per-frame rather than a per-phoneme basis. The duration of individual phones within the time span of transcription \( t \) may, however, vary significantly, e.g., plosives and fricatives are generally shorter than vowels. From the perspective of speech pre-enhancement we need a mechanism that takes into account that the length of a phone is not proportional to its importance for intelligibility at the level of, e.g., the word or the sentence. We correct the measure resulting from the use of a speech model from ASR by normalizing the contribution of individual phonemes to a fixed phone duration.

Use of a speech model from ASR also has an implication on the complexity of the pre-enhancement method. State-of-the-art recognizers use context-dependent phoneme models. Consequently, the model number grows exponentially from, e.g., 39 (the number of phonemes in the English language) to, at most, \( 39^J \). While the forward algorithm, e.g., [28], computes efficiently the second term of (15), the associated complexity is prohibitive for speech pre-enhancement in on-line applications.

We identify two distinctive strategies that, used separately or in combination, reduce the algorithm complexity. The first strategy is to simplify the phoneme models by dropping the context dependence. The number of phoneme models is then drastically reduced and the consecutive re-evaluation of the forward algorithm becomes feasible. The second strategy is to consider only a select subset of alternative transcriptions based, e.g., on prior knowledge of likely confusions. In the extreme case, all alternative transcriptions can be omitted leading to an absolute as opposed to a discriminative objective measure. The accuracy of this approximation increases with the separation between the correct and the alternative transcriptions in the model space. This is, e.g., the case when the noise level decreases.
In this work we adopt the second complexity reduction strategy and focus on the maximization of the absolute measure. The latter represents a natural starting point and a suitable benchmark for further sophistication. Applying the phone-duration invariance correction that we motivated previously, the optimization problem takes the form:

$$\arg\max_{\mathcal{R}} \sum_{l=1}^{L} \sum_{j=1}^{J_l} J_l^{-1} \log \left( \frac{p \left( \hat{f}_y | s^j, \mathcal{V} \right)}{p \left( s^j | s^{j-1}, t^l, \mathcal{V} \right)} \right), \quad (18)$$

where \(l\) is a phoneme index, \(J_l\) denotes the number of frames spanned by phone \(l\), \(j\) becomes an index over the frames within a phone and \(t^l\) is phoneme \(l\) in transcription \(t\). A single state sequence is considered in (18) to acknowledge that, for the correct transcription, the association between states and frames is known \emph{a priori}. For future reference we denote the objective function from (18) by \(\hat{O}\).

We note that, throughout the derivation of the objective measure, the nature of the distortion was never specified. The implication is that the measure is general and, in principle, can accommodate both additive and convolutive distortions.

III. System operation

The principle of operation of the speech pre-enhancement system is described in Section III-A. Two specific speech modification strategies are presented in Section III-B. The complexity analysis and memory requirements of the method are given in Section III-C. System implementation considerations are presented in Section III-D.

A. Principle of Operation

The principle of operation of the proposed speech pre-enhancement system is presented in this section. Figure 2 provides a high-level diagram of the system. The essence of the objective function \(\hat{O}\) is illustrated by the \emph{Objective Intelligibility Measure} block. For simplicity, the phone models are represented as single-state. In practice they are composed of three distinctive states, where each state is represented by a GMM. The correction for phone duration invariance, cf. Section II-C, is not depicted. The parameters \(\alpha\), \(\beta\) and \(\gamma\) represent the number of frames for each of the three phones in the word that is modified.

The computation of the terms \(p \left( \hat{f}_y | s^j, \mathcal{V} \right)\) in (18) requires the alignment between states \(s^j\) and feature vectors \(\hat{f}_y\). In text-to-speech this information is \emph{a priori} available. For recorded speech, it must be inferred given the signal \(x\), the transcription \(t\) and the model \(\mathcal{V}\). Forced-alignment [26] provides this information in an automated way. Performed offline, i.e., prior to the speech modification, it does not have an impact on the complexity of the enhancement algorithm. Forced-alignment is not an error-free process and segmentation errors occur. Factors such as speaking rate and speaker accent affect its performance. Multiple hypothesis (state sequences) are generated during forced alignment. Of these, we consider only the most likely (Viterbi) sequence.

The noise statistic \(\hat{F}_n\) and the point-estimate \(\hat{F}_x\) of the features of the modified speech are used to obtain the point estimate \(\hat{F}_y\) of the features of the noisy modified speech. As indicated by Equation (16), the noisy signal features are extracted on a per-frame basis. The feature set is the same as the one used for training the speech model in the ASR system. ASR-training related details are provided in Section IV-A.

Let us represent the effect of the speech adjustment rules \(\mathcal{R}\) by the set of coefficients \(c\). The physical meaning of these coefficients depends on the modification strategy. The goal is to evaluate the objective function and its gradient with respect to \(c\). The optimizer adjusts the modification parameters and re-evaluates the objective function and the gradient. The process continues until a local optimum of the objective function is reached. An energy-preservation constraint, cf. Section III-B, applies during optimization. Upon convergence, the optimal adjustment rules are used to produce the speech presented to the listener.

B. Signal Modifications

The two modification strategies used for the validation of the proposed text-level objective intelligibility measure are described in this section. We argued, in Section II-A, that an increasing time span of transcription \(t\) gradually leads to message-independent modification parameters. Conversely, a decreasing time span of \(t\) reduces the general optimality of the modification parameters. A shorter duration of the modification window, however, entails a lower algorithmic delay and a faster adaptation to possibly changing noise properties. In this study we adopt a modification window of length equal to the word duration.

To facilitate comparison with the reference system, we consider two modifications - a) gain adjustment of band-energies in the channels of an auditory filter-bank and b) gain adjustment of phone-energies - and apply these to recorded speech. Note that neither of the two modifications affects the time scale of the speech signal. It follows that the denominator in the argument of the log in (18) has no effect on the optimization process and can be disregarded.

a) Gain adjustment of band energies: The band-energy modification controls the energy gain in the channels of a discrete Fourier transform (DFT) filter-bank over the duration...
of a word. The segment of the signal waveform, which is
aligned with the particular word is processed by a single DFT
of adaptive length. The resulting spectrum is split into non-
aligned with the particular word is processed by a single DFT
of a word. The segment of the signal waveform, which is
original signal by 
phonemes in the word. Denoting the phone energies in the
suffix 
energy modification adjusts the energy of each phone in a
preservation constraint is defined as:
\begin{align}
    c_p^T e_p &= e_p^T 1, \quad e_p \geq 0,
\end{align}
where $1 \in \mathbb{R}^K$ is a vector of ones.

b) Gain adjustment of phone energies: The phone-
energy modification adjusts the energy of each phone in a
word under an energy preservation constraint. The effect of
the rules \( \mathcal{R} \) is, similarly, represented by the magnitudes of a
set of energy-scale coefficients \( c_p^T = [c_{p,1}, \cdots, c_{p,K}] \),
where the suffix \( p \) represents phone-based and \( L \) is the number of
phonemes in the word. Denoting the phone energies in the
original signal by \( e_p^T = [e_{p,1}, \cdots, e_{p,L}] \) an energy preservation
constraint is defined as:
\begin{align}
    c_p^T e_p &= e_p^T 1, \quad e_p \geq 0.
\end{align}

Note that temporal gain modifications leading to large
deviations in the energy dimension of the speech model feature
space are not favored by the measure. Such modifications,
however, can be beneficial to improving intelligibility. To
reduce the sensitivity of the measure to such deviations we
adjust the frame log-energy feature. Denoting the energy of
speech frame \( j \) before modification by \( e_j^{\text{f}} \), the energy of
this frame after modification by \( e_j^{\text{p}} \), and the energy of the
corresponding noisy speech frame by \( e_j^{\text{n}} \), the adjusted feature is obtained as
\begin{align}
    \log (e_j^{\text{p}})_a = \log (e_j^{\text{f}}) - (\log (e_j^{\text{f}}) - \log (e_j^{\text{n}})).
\end{align}

Audible artifacts may occur in the modified speech due to
the finite frequency and time resolution. Care must be taken to
suppress these and avoid speech quality deterioration. To avoid
tonal artifacts in the band-energy modification, we smooth the
DFT-bin-level spectral gain by convolving it with a rectangular
window. Discontinuities at the boundaries between phones, in
the phone-energy modification, are de-emphasized by linear
smoothing of overlapped boundary segments.

For theoretical optimality, multiple signal modifications
should be optimized simultaneously. In practice, however, this
is a challenging task for reasons that include i) the operation
of the modifications on different time scales, ii) the increase in
complexity resulting from the higher dimensionality of the
optimization space and iii) convexity issues. We perform the
band-energy and the phone-gain modifications in sequence,
where the second modification acts on the output from the first.

C. Optimization Complexity and Memory Requirements

The algorithmic complexity of the proposed method and its
memory requirements are analyzed in this section.

c) Computational complexity: On-line optimization of
\( \hat{c} \), for the parameters \( c \) of the modifications discussed in
Section III-B, requires the efficient evaluation of the objective
function and its gradient. It is possible to derive an analytical
and closed-form expression, which approximates closely the
dependence of the gradient on \( c \) for the considered mod-
ifications. We adopt an alternative and generally-applicable
approach, feasible in view of the relatively low dimensionality of
the optimization problem, and approximate the gradient with
finite differences [30].

The algorithmic complexity of the method, when applied in
combination with the band-energy modification, scales as
\begin{align}
    O \left( \left( \log (Z) + 2 \left| f \right| \left| m \right| J \right) K \right),
\end{align}
where \( Z \) is the number of bands in the analysis filter-bank of the recognizer front-end
[26]. \( f \) is the size of the feature vector, \( |m| \) is the number of
components in a GMM and \( I \) is the number of iterations of
the optimizer. The first term reflects the computation of the
features in a frame given the power spectra of the speech
and the noise. The second term represents the evaluation of
(18) for one frame given the features. The common factor
includes the number of frames \( J \), the number of iterations \( I \)
and the number of control parameters \( K \) to account for the
finite-differences gradient approximation.

Similarly, the algorithmic complexity of the method with
the phone-energy modification scales as
\begin{align}
    O \left( \left( \log (Z) + 2 \left| f \right| \left| m \right| J \right) L \right),
\end{align}
where \( L \) is the number of phonemes in the modification window. On-line application
of the method, with both modifications, is facilitated by
adjusting the parameters \( I \) and \( K \).

d) Memory requirements: The memory requirements of
the algorithm can be split into a passive and an active
share. The passive share is dominated by the acoustic speech
models obtained from an ASR system. For context-dependent
recognition systems the number of three-state HMMs is on
the order of 16 \( \mathcal{K} \). Each state is represented by a GMM and a
transition probability matrix. The state GMMs and transition
matrices of dimension three. Using diagonal
covariance matrices and \( |m| \) components per mixture requires
the storage of \( O \left( 3700 \left| m \right| 2 \left| f \right| \right) \) numbers, where \( |f| \) was
defined as the dimension of the feature vector.

The active share of the memory footprint reflects the
memory usage for the modification of a particular word. It includes
the set of GMMs corresponding to the phonemes in this word.
The spectrum of the word waveform and the modification
parameters are stored as well.

D. System Implementation Considerations

This section presents the main design considerations needed to
implement the proposed system. We consider modification-
related settings, optimization initialization and noise estimation.
e) Modification-Related Settings: We use a filter-bank with 40 channels for the band-energy modification. This setting avoids distortion resulting from non-linear effects related to low spectral resolution. It also facilitates the comparison of results with the reference system, which uses a filter-bank with the same number of channels. The length of the rectangular window, used for smoothing the DFT-bin-level spectral gain, is 2% of the DFT size.

The phone-gain modification is used in combination with the frame energy adjustment technique from (21). The size of the smoothing window applied to overlapping segments at the boundary of two phones is 15 ms. This setting corresponds to the overlap between adjacent frames for feature extraction, cf. Section IV-A.

f) Optimization initialization: Two optimization problems are solved to obtain each modified word segment. We use a flat start for the phone-gain control parameters. The initialization for the band-gain control parameters is inspired by the shape of the hearing threshold [29]. The initial point is obtained by first concatenating two lines such that a peak is obtained at the band index associated with a frequency of 2300 Hz. The increment between adjacent points is 1 for the line with positive slope and 0.3 for the line with negative slope. We scale the resulting series by 0.3 and compute their exponent. Finally, we normalize the initial point such that the energy preservation constraint is satisfied.

g) Noise estimation: The noisy features \( \tilde{F}_y \) represent what the human listener ultimately observes. To optimize the modification parameters we need an estimate of the noisy features \( \tilde{F}_y \) for each of a relevant set of modification parameter settings. For this purpose we create a set of noisy signals. We sum for each the realization of the modified clean signal and a realization of the noise signal that is equivalent to the noise signal expected in the considered scenario. In practice we use an excerpt of the noise signal that was played out 100 ms before the word. This effectively is an arbitrary realization of the noise signal generated based on its power spectrum and any other realization thus generated would give an equivalent result.

IV. EXPERIMENTAL RESULTS

Training of the ASR system, providing the speech model, is discussed in Section IV-A. The reference system is presented in Section IV-B. The listening-test set-up and results are described in Sections IV-C and IV-D respectively, followed by an analysis of the method behavior in Section IV-E.

A. ASR Training

We trained a conventional HTK-based [26] speech recognizer. The training data consisted of 7138 utterances from the Wall Street Journal (WSJ) database [31], at a sampling frequency of 16 kHz. The analysis frame length was 25 ms and the update frame length was 10 ms.

The feature set consisted of twelve MFCCs and the raw log-energy, together with the first and second-order differentials, i.e., a total of 39 features per frame. Cepstral mean normalization (CMN) [26] and energy normalization were applied over the duration of each utterance. The trained phoneme-models were context-dependent and consisted of three states each. A GMM with a diagonal covariance matrix and eight components was used to model each state.

We used the CMU dictionary (ver. 0.6) [32] to obtain phoneme-level transcriptions for the words in each utterance. The resulting ASR system achieved a word-correctness rate of 93.82% for the read speech from the 5000-word closed-vocabulary task with non-verbalized punctuation [33] in the absence of noise.

B. Reference System

The reference system [3] was chosen based on its state-of-art performance and comparable speech modification capabilities. [3] performs spectro-temporal energy reallocation in speech-active regions based on the optimization of a perceptual distortion measure. Band energies are adjusted at the frame-level over the span of a sequence of frames, i.e., the energy gain is frame and band specific. The noise power spectrum is estimated using [34]. The method is transcription-independent and provides a closed-form solution for the optimal modification parameters under an energy-preservation constraint.

The following settings were used for the reference method. The auditory filter-bank contains 40 channels with the cut-off frequency of the highest channel at 8 kHz. The size of a frame is 32 ms and the overlap between adjacent frames is 50%. To facilitate comparison of the results with the proposed method we set the algorithmic delay to 350 ms, reflecting the average word duration in the test material. Energy reallocation was, thus, performed over the span of 20 frames.

C. Listening Test Set-up

This section describes the set-up for the listening test. The test conditions included speech-shaped and multi-speaker babble noise [35] at SNR levels of −4 dB and −9 dB. The speech material was composed of 12 sets (50 to 61) of ten sentences from the Harvard sentence database [36]. The recordings come from the ITU-T database [37] and are pronounced by a male, native American-English speaker. This choice of material is motivated with the broad use of [36] for intelligibility and quality assessment studies and the availability of [37]. The beginning and the end of each utterance were padded with 500 ms of silence. The noise was present for the full duration of the signal, but the SNR was established based on the effective speech duration. The noise signals were extracted from long noise recordings using a random starting point for each speech signal.

Twelve native English speakers, aged 18 to 38, were recruited and compensated financially for their participation. Each participant adjusted the listening level, before the test, based on demo material presented in speech-shaped and babble noise at −4 dB SNR. Test participation required 35 minutes on average.

The test was conducted in silent conditions using a computer-based application with a rudimentary text interface and a pair of Beyerdynamic DT 770 headphones. Each subject listened to a single presentation of each of the 120 sentences.
The playback was initiated by the listener. After each presentation, the test participant was prompted to type in the perceived utterance using special characters in place of unidentified words.

The speech material was evenly distributed among the four test conditions. As a result, each condition was represented by three sets of ten sentences. Within a condition, one set of sentences represented the natural speech, another set represented speech modified by the reference method and the remaining set represented speech modified by the proposed method. The presentation order for the proposed and the reference methods was reversed in half of the test material to reduce presentation order effects. Each set of sentences was presented with each combination of processing method and condition over the entire listening test.

D. Subjective Evaluation Results

Subjective recognition rates were computed from the listener’s input for each utterance as the ratio of the correctly identified to the total number of words (including prepositions and articles). The per-set recognition rates, computed by averaging the per-sentence recognition rates over a sentence set and listener, for the speech-shaped and the babble noise conditions are presented in Table I and Table II respectively. We use the abbreviation Nat. for natural speech, PD for the reference method and Prop. for the proposed method. The lowest recognition rates, in each condition, always occurred for the natural speech. A per-set recognition rate of zero was observed on one occasion only for natural speech.

| TABLE I | SUBJECTIVE (PER-SET) RECOGNITION RATES FOR SPEECH-SHAPED NOISE. |
|---------|------------------|------------------|------------------|
| SNR     | 4 dB             | 0 dB             |
| 1       | 0.63 0.87 0.77   | 0.60 0.86 0.77   |
| 2       | 0.60 0.95 0.86   | 0.57 0.84 0.80   |
| 3       | 0.75 0.95 0.91   | 0.82 0.96 0.93   |
| 4       | 0.27 0.40 0.35   | 0.30 0.42 0.35   |
| 5       | 0.17 0.28 0.22   | 0.20 0.31 0.26   |
| 6       | 0.11 0.22 0.16   | 0.14 0.25 0.18   |
| 7       | 0.19 0.32 0.26   | 0.22 0.36 0.28   |
| 8       | 0.12 0.25 0.23   | 0.16 0.32 0.27   |
| 9       | 0.30 0.47 0.40   | 0.34 0.50 0.43   |
| 10      | 0.27 0.42 0.36   | 0.32 0.49 0.41   |
| 11      | 0.47 0.68 0.61   | 0.60 0.80 0.75   |
| 12      | 0.60 0.80 0.78   | 0.63 0.83 0.79   |
| mean    | 0.60 0.75 0.70   | 0.68 0.83 0.76   |
| std     | 0.14 0.17 0.15   | 0.18 0.20 0.17   |

The mean and the standard deviation of the per-set recognition rates over each approach and condition are presented in bold font at the bottom of Table I and Table II. The per-condition results are also visualized in Figure 3. On average, the proposed algorithm outperforms the reference system, which in turn produces speech that is more intelligible than natural speech in noise.

Note that the performance with either of the three approaches is lower for babble noise than for speech-shaped noise. This behavior can be explained in terms of the informational masking effect [38]. In particular, the babble noise recording contains dominant voices from speakers located closer to the recording device. These voices have a distracting effect on the listener during a test.

The statistical significance of the intelligibility improvement from speech modification was evaluated using the Wilcoxon signed rank test [39]. This choice of test avoids assumptions on the distribution of the recognitions rates. The results are presented in Table III, where BBL denotes babble and SSN denotes speech-shaped noise. In all conditions, both modification methods produce significant intelligibility improvement over natural speech. The proposed algorithm is significantly better than the reference system for both types of noise at −9 dB SNR. At −4 dB SNR the significance of the improvement over the reference system decreases. This is the expected behavior as the average recognition rates approach the performance limit.
E. Method Behavior

The effect of the proposed algorithm on the output speech waveform is illustrated for sentence three from set 51 in [36]. The first sentence is modified for presentation in speech-shaped noise at $-4\,\text{dB SNR}$, while the second sentence is modified for presentation in babble noise at $-4\,\text{dB SNR}$.

Figure 4 shows the waveform of the first sentence before modification (top), and after each of the two modifications (middle and bottom). To facilitate the interpretation, the phonetic transcription of the sentence is inserted in the top plot. The phonemes are aligned with the position of the corresponding phones within the utterance. The original sentence is “Their eyelids droop for want of sleep.”. The modification parameters for the band-energy modification are visualized by means of time-frequency tiles in the top plot of Figure 5. Full-band tiles are used to illustrate the phone-gain modification in the bottom plot of the same figure. In both cases, darker color indicates higher gain. The phone-gains are visualized after a log transform to reduce loss of visual information due to large gain differences. The spectrograms of the clean and the noisy natural and modified (after both modifications) speech are presented in Figure 6.

The signal waveform after the band-energy modification suggests temporal energy distribution within the modification window, e.g., the phone “f” in “f-er” and the phone “t” in “w-aa-n-t” increase in amplitude. The observed behavior is the result of an energy transfer to a frequency range dominated by particular phones. After re-synthesis, such phones appear amplified while others indicate the opposite effect. We recall that the band-energy modification operates simultaneously over the sequence of phonemes forming the word.

The effect of the phone-gain modification is clearly visible for, among others, the phone “z” in “ay-l-ih-d-z” and the phone “p” in “s-l-ly-p”. The outcome from the phone-gain modification is suggestive of an energy transfer from vowels to consonants. A dependence of the behavior of this modification on the duration of the phones is not observed. We recall that avoiding such dependence was the motivation for performing phone-duration normalization.

Using the same approach, the behavior of the modifications is illustrated for the sentence “Shake the dust from your shoes stranger” in Figures 7,8 and 9. The optimization in this case is performed for presentation in multi-speaker babble noise. The observed trends are similar to those in the previous example. Both the band-gain and the phone-gain modifications appear to strengthen the weaker phonemes at the expense of the stronger ones. This behavior often leads to an energy transfer from vowels to consonants.

V. CONCLUSIONS

A practical and effective approach to speech pre-enhancement for improving intelligibility in noisy environments can be established by optimizing objective intelligibility at the level of a phonetic transcription. The proposed framework is expected to work well for a range of speech modification strategies providing versatility that can be exploited in various application scenarios. The extent of this range is a topic for future studies. We substituted the theoretically-optimal discriminative measure with a non-discriminative measure due to complexity considerations. This approximation suggests the potential for further improvement of the method.
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Fig. 6. Spectrograms for the natural and modified signals of the sentence “Their eyelids droop for want of sleep,” with and without speech-shaped noise at −4 dB SNR. The beginning and trailing silence periods have been omitted.

Fig. 7. Effect of the speech modifications on the signal waveform for multi-speaker babble noise at −4 dB SNR.

Fig. 8. Method behaviour for the sentence “Shake the dust from your shoes stranger.” The optimization is performed for presentation in −4 dB SNR multi-speaker babble noise.

Fig. 9. Spectrograms for the natural and modified signals of the sentence “Shake the dust from your shoes stranger.” with and without multi-speaker babble noise at −4 dB SNR. The beginning and trailing silence periods have been omitted.