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Abstract
There is general agreement that we need to understand
provenance at various levels of granularity; however,
there appears, as yet, to be no general agreement on what
granularity means. It can refer both to the detail with
which we can view a process or the detail with which we
view the data. We describe a simple and straightforward
method for imposing a hierarchical structure on a prove-
nance graph and show how it can, if we want, be derived
from the program whose execution created that graph.

1 Introduction

There are numerous models of provenance [9, 7, 5] all of
which provide some account of how some piece of data
was derived. The reason for the variety may be partly
because we collect provenance for a number of purposes
(debugging, reproducibility, annotation, security etc.)
and that different models are needed for these. One par-
ticularly simple model of provenance is the Open Prove-
nance Model (OPM), which has been widely adopted for
scientific workflows and other systems [9]. An OPM
graph describes the causal relationships between pro-
cesses and artefacts. Artefacts are data values and pro-
cesses are records of some event (such as the evaluation
of a function) that takes data values as inputs and pro-
duces data values as outputs. In simple cases, an OPM
graph is simply a graph that describes the workflow em-
bellished with data values. Why is this simple model not
enough to capture other models or provenance? We be-
lieve that it is a reasonable starting point, but in order to
do this we need to add some further structure; in partic-
ular we need to formalize hierarchical decomposition of
provenance graphs.

There are several papers that have argued for the
need to view provenance at various levels of granular-
ity: OPM’s accounts [9] give examples of what this
might mean; ZOOM’s user views [6] and Muniswamy-
Reddy et al. [10] describe systems that collect or present

provenance at “multiple layers of abstraction”; and [3, 2]
both contain proposals for combining data and workflow
provenance. What we sketch in this paper is first a for-
malism for imposing a hierarchical structure on an OPM-
like provenance model; we then show that this structure
can be derived from the execution of programs in a sim-
ple programming language that easily describes work-
flows; we show how, with the addition of one higher-
order map operation we can use the same hierarchical
structure to describe data granularity. We say “sketch”
because some of the lengthy details of the formalism
are deferred to an appendix in order to focus on basic
ideas. We finally speculate on what additional struc-
ture is needed to account for other aspects of provenance
such as program optimisation, the provenance of prove-
nance graphs and invariants of provenance graphs such
as semirings.

To illustrate these ideas we use a simple functional lan-
guage ProvL. This language can be used to express sim-
ple workflows, branching, user-defined functions, lists,
and the higher-order map f () function which maps the
function f to elements of a list. Two simple programs
in ProvL are given in Fig. 1.

2 Hierarchical OPM graphs

Syntax and semantics of OPM graphs We start with
basic OPM-style graphs without agents or accounts. Let
C be a set of names of constants and B be a set of names
of primitive (built-in) operators of fixed arities.

Definition 2.1 A OPM graph G= 〈A,P,S〉 is an ordered
labelled bipartite directed acyclic multigraph with the set
of artefact nodes A labelled with constant names from C,
the set of process nodes P labelled with operator names
from B, and set of edges S such that every artefact node
has one or zero outgoing “generated by” edges and ev-
ery process node labelled with a operator name of arity
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let f(x) = x+1

g(x,y) = h(x) + x*y

h(x) = x*x

in g(f(1),4)

(a)
let f(x) = x + 1

in mapf([3,4,5])

(b)

Figure 1: Programs in ProvL

n has exactly one ingoing edge and n outgoing “using”
edges labelled 1, . . . ,n.

This definition coincides with that in [9], except that
we omit agents and accounts, restrict the number of in-
going edges of a process node to one and require edge
labels to be numbers. These restrictions are minor and
are imposed for convenience of presentation.

Next we define a semantics of OPM graphs, i.e. assign
real objects to nodes of OPM graphs. For this we assume
(as in Cheney [4] or Moreau [8]) that constants from C
are interpreted as objects of arbitrary nature and opera-
tors from B are interpreted as functions on these objects
preserving arities. We do not distinguish between names
and their interpretations, and write v` for the (interpreta-
tion of the) label of a node v in an OPM graph, as well as
~v` for the tuple of labels on a tuple~v of such nodes.

Definition 2.2 An OPM graph G is valid if for each pro-
cess node p with successors ~a and the predecessor a we
have that p`(~a`) = a`.

Fig. 2(a) shows an OPM graph representing a run of
the program from Fig. 1(a). It is valid if we interpret
numbers and arithmetic operations as usual.

Hierarchical OPM graphs We would like to extend
OPM graphs to be able to look at them at different lev-
els of granularity, i.e. “collapse” some parts of the graphs
into single nodes when we are not interested in their de-
tails. For this we assume a set of function names F,
which are the names of functions defined in the program
and which also include a top-level main function.

Intuitively, we enrich an OPM graph by a call tree of a
run of the program (workflow) under investigation and a
binding for each call in this tree of a body, input artefacts
and result artefact in the graph. Formally, we have the
following definition.

Definition 2.3 An hierarchical OPM graph, or HOPM
graph, is a triple H = 〈G,T,M〉, where

1. G= 〈A,P,S〉 is an OPM graph;
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Figure 2: Hierarchical OPM graph and views
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2. The call tree T = 〈V,E〉 is a directed rooted tree
whose vertices V (referred as calls) are labeled with
function names from F such that the root is labeled with
main (we use s` for the label of a call s);

3. The call mapping M= 〈Ω, in,out〉, where

• Ω : V→ 2A∪P is a function that associates each call
in T with its body, i.e. a set of nodes of G, such that:

- P⊆Ω(main),

- if (s, t) ∈ E then Ω(s)⊇Ω(t),

- if (s, t1),(s, t2) ∈ E then Ω(t1)∩Ω(t2) = /0,

- each set Ω(s) is convex,1 all its ingoing edges
in G are “generated by” edges, and all outgo-
ing edges are “using” edges;

1I.e. there is no directed path in G between nodes of Ω(s) which
contains a node not from Ω(s).
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• in is a function assigning to each call s in T a tu-
ple of input artefacts (maybe with repetitions) of the
size of the arity of s`;

• out is a function assigning to each call s in T an
output artefact.

Again, we would like to give semantics to HOPM
graphs. We will do it in parallel with an extension of
our data model to lists. We assume that the set of con-
stants C is typed, i.e. it consists of the set of primitive
constants C0 as well as all possible nested lists over this
set, including the empty list []. The set of artefacts A
is also nested and the nesting agrees with the nesting of
C. The last means that if for a,a1, . . . ,an ∈ A it holds
that a = [a1, . . . ,an] then a` = [a`1, . . . ,a

`
n]. Further, some

unary function names f in F have corresponding map-
ping names map f () in F, also of arity 1.

Assume that every function name from F is interpreted
as a function of the corresponding arity over constants
from C, and the mapping functions work as element-
wise applications of the corresponding functions to lists.
Again we do not distinguish a name with its interpreta-
tion.

Definition 2.4 An HOPM graph H = 〈G,T,M〉 is valid
if the underlying OPM graph G is valid and for each call
s in T we have that

• if s` is a first-order function, then in(s) consists
of the second components of all the outgoing “us-
ing” edges from Ω(s), in(s) is the first component
of the ingoing “generated by” edge of Ω(s), and
s`(in(s)`) = out(s)`;

• if s` is map f (), then

– in(s) has one and only one element a which is
a list [a1, . . . ,an],

– out(s) = b such that it is a list [b1, . . . ,bm],

– successors of s in T are s1, . . . ,sk such that
s`i = f for every i, and Ω(s) = ∪1≤i≤kΩ(si),

– n = m = k and for every i it holds that in(si)
has a single node ai, and out(si) = bi.

Fig. 2(b) shows the HOPM graph version of the run
of the program from Fig. 1(a), where the dotted lines
show the sets Ω( f ),Ω(g), Ω(h),2 and the input and out-
put functions are obvious. Fig. 3(a) does the same for the
program in Fig. 1(b).

2Here f ,g and h are labels of tree calls, so, strictly speaking, they
should be replaced by the calls themselves.

Views of HOPM graphs Having HOPM graphs, it is
possible to look on the underlying OPM with different
granularity.

Intuitively, given a HOPM graph H= 〈G,T,M〉 and a
view subtree V of the tree T, containing the root (labeled
with main), we can define a view GV to be an ordinary
OPM graph obtained from G = 〈A,P,S〉 by expanding
all of the calls in V and leaving the remaining calls unex-
panded as new process nodes.

Formally, denote Succ(V) the set of calls of T which
are not in V, but have the incoming edge starting in a call
from V. We extend the set B of built-in operators to BV

with all the functions F that are labels of calls in the set
Succ(V). For every call s of arity n from Succ(V) in the
following construction we will use a new process node
ps with the same label as the call s. It will be connected
to the rest of the OPM graph by input edges ini

s for each
1 ≤ i ≤ n, coming from ps to the i-th element of in(s)
and labeled by i, and by the output edge outs coming
from out(s) to ps.

Definition 2.5 Given an HOPM graph H =
〈〈A,P,S〉 ,T,〈Ω, in,out〉〉 and a view tree V, a view over
V is an OPM graph GV = 〈AV,PV,SV〉 over built-in
operators BV, such that

- AV = A\{a | a ∈Ω(s),s ∈ Succ(V)}

- PV = (P\{p | p ∈Ω(s),s ∈ Succ(V)})∪
{ps | s ∈ Succ(V)},

- SV = (S\{(v1,v2) | v1,v2 ∈Ω(s),s ∈ Succ(V)})∪
{in1

s , . . . , in
n
s ,outs | s ∈ Succ(V),s` is of arity n}.

Fig. 2(c-d) and 3(b) illustrate different views over the
programs above. Note that it makes no sense to expand
a function call unless all of its ancestors in the call tree
have been expanded; this is why a view is defined over a
subtree of T rather than over an arbitrary subset.

3 Interpreting workflow programs as
HOPM graphs

We have defined a small core language ProvL that can be
used to describe simple workflows, where the primitive
operations of the language correspond to calls to exter-
nal programs rather than primitive arithmetic operations.
Our semantic assigns a HOPM graph to each run of a
workflow. Due to space limitations, the formal defini-
tion of the semantics is placed in an appendix; here, we
describe ProvL and illustrate the provenance semantics
through examples.
ProvL can be decomposed into four sublanguages, il-

lustrating increasing complexity in the generated HOPM
graph, indicated using letters (a–d) in Fig. 4.
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expression e ::= c | x | �(~e) | let x = e1 in e2 (a)
| if e1 then e2 else e3 (b)
| f (~e) (c)
| map f (e) (d)

program def f1(~x1) = e1, . . . , fm(~xm) = em in e′

Figure 4: Syntax of ProvL

(a) ProvL0 handles simple workflows involving con-
stant values, primitive operations, variables, and
let-binding (expressing sharing). We may take the
primitive operations to be the atomic “black boxes”
of any conventional workflow language (e.g. Ke-
pler, VisTrails, Taverna, ZOOM [5]) and represent
any straight-line, DAG-shaped computation using
these operations as a ProvL0 expression. The cor-
responding (H)OPM graph is essentially the same
DAG with inverted edges.

(b) ProvLb extends ProvL0 with conditionals (if–then–
else). The generated provenance graphs include
process nodes to indicate that a conditional was
evaluated, and which branch was taken. (This is
similar to the approach taken in the model of [2]).

(c) ProvL f extends ProvLb with user-defined functions,
achieving a Turing-complete language (assuming
the underlying set of operators includes at least ba-
sic arithmetic). The HOPM graph can have non-
trivial call trees as described above.

(d) ProvL, finally, extends ProvL f with support for lists
and the map function. The HOPM graph generated
for map f () consists of the graphs generated for the
calls f1, . . . , fn to f on the elements of the list, plus
an edge to the input list from a process node for
map f () itself, plus an edge to this process node from
the output list node. Also, the map f () process node
contains all of the calls to f , that is, Ω(map f ()) =
Ω( f1)∪·· ·∪Ω( fn).

4 Discussion

Some questions for further work:
1. What is the relationship between our notion of

views and accounts in OPM? It seems that accounts
can be used to represent views, but not all accounts
correspond to views (for example, accounts can pro-
vide conflicting information). How are views of
HOPM graphs related to, for example, the traces
and trace slicing of Acar et al. [1]?

2. How can we translate provenance queries on the full
graph to queries on views? Can we identify a “best”
view to answer a given query? (Similar concerns
arise in ZOOM system [6], which uses user prefer-
ences to induce a clustering of basic workflow steps

into groups to hide details irrelevant to the user.)
3. Our notion of validity for HOPM graphs is basic:

it does not, for example, require that different calls
to the same function have compatible expansions.
(That is, it would be legal for one call to f to ex-
pand to +1 and for another to expand to ∗2.) How
should validity be made more precise? Can we ex-
actly capture the provenance expressiveness of dif-
ferent workflow languages?

4. Our language uses conventional abstract syntax,
whereas most workflows employ a graphical nota-
tion and many have features such as concurrency or
streaming that are not handled by ProvL. How is
our workflow model related to existing ones [5]?
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A Generating HOPM graphs, formally

In this section we present a toy functional language
ProvL and introduce its operational semantics which pro-
duce not only the result of a computation, but also a
HOPM graph for this computation. We will start with
a simple workflow language and then extend it step by
step to branching, user defined functions (with possible
recursion) and, finally, lists.

Simple workflow language ProvL0 We start with a
simple sublanguage ProvL0 of ProvL which contains nei-
ther branching nor user-defined functions and show how
to construct provenance graphs for a run of a program in
ProvL0 . This sublanguage can be considered as a lan-
guage for workflows, used in biology and other areas of
science.

A syntax of expressions in ProvL0 is given in Fig. 4(a).
It is based on constants from C and built-in operators B,
introduced in the previous section. Also, it uses a set
X of variables. Hence, an expression can be either a
constant c from C, variable x from X, operator evaluation
�(~e) over a tuple of expressions~e (of the proper size), or
variable definition let x = e1 in e2.

The syntax of programs in ProvL0 is given in the end
of Tab. 4. However, since for now we do not allow user-
defined functions, we simplify it by enforcing m = 0.
This means that a ProvL0 program is just an expression.

The operational semantics of expressions in ProvL0 is
given in Tab. 1(a). Here, the judgment γ,e ⇓H,a means
that in environment γ , evaluating expression e yields an
HOPM graph H and the artefact node a in H is labeled
with the result value (intuitvely, showing how the result
was derived). Its difference with the semantics of other
languages is that the result of the evaluation of an expres-
sion is not just a constant value, but an HOPM graph,
which has an artefact node without incoming edges la-
belled by the resulting value. However, since we do not
have user-defined functions, call trees and call mappings
of all HOPM graphs for ProvL0 are empty, and further
in this subsection when we say “HOPM graph” we mean
just the underlying OPM part.

By the reasons above, an environment γ is a substitu-
tion of variables from X not to just values from C, but to
artefact nodes from an HOPM graph constructed before.
Hence, the value of a variable in the usual sense is the
label of the corresponding artefact.3

For every expression, the construction of the cor-
responding HOPM graph is done by merging HOPM
graphs already constructed for subexpressions, and, in
some cases, a new graph fragment H(a, p,~a), which just
links inputs by edges as expected (some inputs may be

3We assume that the program is well-defined, i.e. that it uses only
defined variables.

empty, which is denoted as −). The first two inputs of
this operation are fresh, new nodes, created in the rule.
Such nodes are denoted Genv(`), where ` is its label.
(Formally, we should be a little more careful about fresh-
ness and renaming of freshly generated nodes; we elide
these details which are standard but further complicate
the presentation, and use the usual union symbol ∪ to
denote such merging.)

The semantics of a program in ProvL0 is given in the
end of Tab. 1. We will explain the general construction of
Hmain(H) later, but for ProvL0, which does not contain
any calls of user-defined functions, it constructs a simple
call tree consisting only of the root labeled main and a
call mapping binding the artefact, which is the result of
the computation, to the output of main.

Language with branching ProvLb Simple ProvL0
gives us rather limited expressiveness. Next we ex-
tend it with branching, obtaining the language ProvLb.
The syntax of expressions in ProvLb extends the syntax
of ProvL0 by an if-then-else construction, as shown in
Fig. 4(b).

To define the semantics of ProvLb we assume that
true∈C. We could just introduce a new built-in operator
ifthenelse which takes three parameters as expressions,
evaluates all three, and returns either the second or the
third depending whether the first is true or not. How-
ever, this leads to potential infinite computation, and this
is not how conditionals behave in most programming lan-
guages or workflow systems. Even in the absence of re-
cursion, expanding both the taken and non-taken branch
of a conditional would lead to exponential blowup in the
size of the graph. Instead, to reflect the usual lazy se-
mantics of conditionals, where only one branch is exe-
cuted depending on the test, we introduce two new built-
in operators iftrue and iffalse in B with two parameters
each. They cannot be used explicitly in the expressions,
but may be labels of processes in OPM graphs. It is also
required that the first parameter of iftrue is true and the
first parameter of iffalse is not true.

The formal semantics of ProvLb is given in Tab. 1(b).

Language with user-defined functions ProvL f Next
we want to extend the language ProvLb to programs with
subroutines (user-defined functions), possibly recursive,
and extend its semantics to produce HOPM graphs with
nontrivial call trees. Once we have such a structure,
we can extract HV, over different views V, as described
above.

The expression syntax of such a language ProvL f ex-
tends the syntax for language with branching ProvLb as
shown in Fig. 4(c). Here f comes from the set of the
function names F from the previous section, and the size
of the tuple ~e should coincide with the arity of f . The
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(a := Gena(c))
γ,c ⇓H(a,−,−),a γ,x ⇓H(−,−,−),γ(x)

γ,~e ⇓ ~H,~a (a := Gena(�(~a))) (p := Genp(�))
γ,�(~e) ⇓

⋃
~H∪H(a, p,~a),a

γ,e ⇓H,a γ{x/a},e′ ⇓H′,a′

γ,let x = e in e′ ⇓H∪H′,a′

(a)

γ,e ⇓H,a (a` = true) γ,e1 ⇓H1,a1 (an := Gena(a`1)) (pn := Genp(iftrue))
γ,if e then e1 else e2 ⇓H∪H1 ∪H(an, pn,(a,a1)),an

γ,e ⇓H,a (a` 6= true) γ,e2 ⇓H2,a2 (an := Gena(a`2)) (pn := Genp(iffalse))
γ,if e then e1 else e2 ⇓H∪H2 ∪H(an, pn,(a,a2)),an

(b)

γ,~e ⇓ ~H,~a (γ( f ) = f (~x).e) γ{~x/~a},e ⇓H,a

γ, f (~e) ⇓
⋃

~H∪H f (a,H,~a),a

(c)

γ,e ⇓H,a (a` = [c1, . . . ,cn]) γ, f (c1) ⇓H1,a1 . . . γ, f (cn) ⇓Hn,an (a′ := Gena([a`1, . . . ,a
`
n]))

γ,map f (e) ⇓H∪H f
map(a, [H1, . . . ,Hn],a′),a′

(d)

{~f/~f (~x).~e},e ⇓H,a

def ~f (~x) =~e in e ⇓Hmain(H)

Table 1: Semantics of ProvL

program syntax for ProvL f in the end of Tab. 4 can now
contain function definitions, i.e. it can hold that m > 0.
Of course, the size of~xi should be equal to the arity of fi.

The semantics of ProvL f operates now with HOPM
graphs with nontrivial call trees and call mappings. The
unions of such HOPM graphs work pairwise as expected.
The environment γ now has heterogeneous structure: it
maps not only variables from X to artefacts from A, but
also function names from F to expressions of the form
f (~x).e which represent bodies of these user-defined func-
tions. To produce valid HOPM graphs we of course re-
quire that these bodies implement the interpretations of
corresponding function names.

The semantics of a function call is given in Tab. 1(c). It
unions the existing HOPM graphs with new constructed
graph H f (a,H,~a) = 〈G,T,M〉. This construction is
straightforward: the underlying OPM graph G just co-
incides with underlying graph of H, and the call tree T

and the call mapping M extends those of H as expected
w.r.t. the function f .

The semantics of a program in ProvL f is given in the
end of Tab. 1. It forms the original environment γ with
defining function bodies and evaluates the main expres-
sion. The resulting HOPM graph H is then enriched by
the root of the call tree (labeled with main) and corre-
sponding call mapping in Hmain(H).

Language with support for lists ProvL Finally, we
show how to extend the languages described before with
nested lists and map function. The same can be done
for other typed structures like sets or graphs and corre-
sponding higher-order functions. For example, it can be
done for HOPM graphs and programs as structures, and
optimisers and evaluators as higher-order functions.

In our language ProvL, extending ProvL f with support
for lists and maps, we assume that the set of constants C
is typed as described before. We may assume that the
set of built-in operators B contains special functions ma-
nipulating lists: [c], which creates a list of single ele-
ment, c1 · c2, which concatenates two lists, flatten(c)
which flattens a list, first(c) which segregates the first
element of a list, and rest(c) which removes the first
element from a list. Next we implicitly assume that all
expressions are well-typed, i.e. these built-in operators
indeed have lists as parameters.

The syntax of expressions in ProvL, extends ProvL f
with the higher-order function map f (e), and is given in
Fig. 4. In the rule (d) f is a user-defined function from F
of arity 1. As above, we assume that this parametrized by
f function map f (e) belongs to the set of functions F. Its
semantics is shown in Tab. 1(d). Intuitively, it evaluates
the body of f with the variable x substituted with each of
the elements of the list e, and composes the list of results.
It unions the HOPM graph H, which is the result of the
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evaluation of e, with a new HOPM graph

H f
map(a, [H1, . . . ,Hn],Gena([a`1, . . . ,a

`
n])).

This graph links the input artefact a labelled with the list
[c1, . . . ,cn] with created in computation of H1, . . . ,Hn
artefacts Gena(c1), . . . ,Gena(cn) labelled with its ele-
ments. Also, it links the results a1, . . . ,an of the function
calls with Gena([a`1, . . . ,a

`
n]). Finally, it extends the call

tree and the call mapping as expected.
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