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Abstract

Although internet-based experiments are gaining in popularity, most stuglies r
on directly evaluating participants’ responses, rather than reaction tinees.\ire
present two experiments which demonstrate the feasibility of collecting respon
latency data over the world-wide web, using WebExp, a software padesjgned

to run psychological experiments over the internet. Experiment 1 useEXjieio
collect measurements for known time intervals (generated using keybepet-r
tion). The resulting measurements are found to be accurate across pla#fiodms
load conditions. In Experiment 2, we use WebExp to replicate a lab-badtd s
paced reading study from the psycholinguistic literature. The data of thdyased
replication correlate significantly with the data of the original study and shew th
same main effects and interactions. We conclude that WebExp can be ud¢dito
reliable reaction time data, at least for the self-paced reading paradigm.
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1. Introduction

Over the past ten years, it has become more and more common to use thewderideb
to collect data for psychological research. This development hasdreem by the advantages of
web-based experimentation, which include the possibility of recruiting lamgebers of partici-
pants, access to diverse participant populations, and cost-effeeszde.g., Birnbaum, 2000). In
psycholinguistics, the web has the added advantage of making it easy koowdanguages for
which lab-based samples are difficult to obtain. This has led to an increaseskt in web experi-
mentation among psycholinguists (e.g., Featherston, 2005; Keller & Alekmpd2001).

The majority of web experiments are designed to collect data in the form ofisatiesponse
accuracies, or response frequencies. Such data can be gathaigttforwardly using purpose-built
web applications, which can be implemented using HTML forms and CGI schipis.process is
made easier by the availability of tools that automatically generate experimentis tfgl (Reips
& Neuhaus, 2002; Naumann, Brunstein, & Krems, 2007; Rademacheipgke, 2007). While
this approach to web-based data collection has yielded a large numbesfof niesults, psycholo-
gists often rely on time-critical experiments to test their hypotheses. To a&cthes; the stimulus
presentation has to be timed precisely, and response times have to be mheasumately. In a
laboratory setting, millisecond accuracy can be achieved using speciabftedare and purpose-
built hardware (e.g., Forster & Forster, 2003; Maclnnes & TayloZ2McKinney, MacCormac,
& Welsh-Bohmer, 1999; Myors, 1999).

It is less straightforward to achieve comparable accuracy for webebasperiments, which
can be expected to yield time measurements with high variance. This is partly due tature
of web experimentation: participants are self-selected, and may participdtiplentimes or drop
out of the experiment. There is reduced control over the experimentabament (noise, distrac-
tions), and limited interaction between participant and experimenter (Reipg).28lthough some
attempts can be made to reduce noise due to human factors (see Sectiomd &d@mple), techno-
logical considerations are equally important. Participants taking part in wgdrienents are likely
to use a range of different platforms to run the experiment, and thesefterirdterms of computer
hardware (processor type, clock speed), input and output defsice=en refresh rate, keyboard and
mouse latency), and software (operating system, web browser). Alesetfactors can affect tim-
ing accuracy. Another potential problem is the processor load on thieipant's computer; if the
processor is running a number of other applications concurrently with<perienent, then this can
be expected to affect timing. Network latency can also be a problem if theriexgnt relies on
frequent network access, e.g., to download large audio or movie files.

In order to reduce the effect of the diverse hardware and softused by participants, previ-
ous work has relied on platform independent client-side technology teedelieb experiments, in
particular Flash (Reimers & Stewart, 2007) and Java (Eichstaedt, ZDGis)approach can be ex-
pected to give the experimenter an increased amount of control over ssitiming and response
time measurements. Encouraging results have been reported for Flash, vaels been found to
measure reaction times for a binary choice task with similar accuracy overahgimthe lab, and
compared to a native implementation (Reimers & Stewart, 2007). Using Javest&adt (2001)
found that timing accuracy deteriorated on computer systems with less pbWwaréiware and in-
creased system loads. He suggested a way of addressing this prabfegrauilter that detects
inaccurate time measurements (see Section 2.2). For stimulus presentatidtoatiengs reversed:
research has shown that less powerful hardware leads to a degraafdiming accuracy for Flash,
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but not for Java (Schmidt, 2001).

This paper further investigates the timing accuracy that can be achievezbiexperiments.
We focus on the measurement of response times using WebExp, a dadhexgperimental soft-
ware package. Our initial evaluation of the software follows previouskvimyr Eichstaedt (2001)
and Schmidt (2001), by measuring artificially generated time intervals of krchwation. But in
order to fully investigate the feasibility of measuring timed responses, we aistuct a web-based
replication of a full-fledged reading time study from the psycholinguistic liteeatin contrast to
previous evaluations (e.g., Reimers & Stewart, 2007), our replication iesavmultifactorial de-
sign with several analysis regions, and thus provides a realistic case fetuthe usefulness of
web-based reaction time measurements. To our knowledge no compayadatien has been at-
tempted before (although web-based reaction time measurements haveepegad in previous
psycholinguistic studies by Corley & Scheepers, 2002, and East, 2005)

This paper is structured as follows. In Section 2, we introduce the Web&fxware package
that we base our evaluation on, with particular focus on timing issues. o8& we present our
first experiment, which evaluates the accuracy of time measurements ohkntamals. Section 4
then presents a full replication of a study from the psycholinguistic literginert, Pickering, &
Crocker, 1999). Conclusions and future work are presented in ®€&tio

2. The WebExp Package

This section provides an overview of the WebExp package for webebpsychological ex-
periments. We describe WebExp’s client-server model, explain how iexpets are specified, and
give an overview of the main features of the software. This is followed impee detailed descrip-
tion of WebExp’s timing component, whose evaluation is the main focus of thirpap

2.1. Architecture and Features

Client-Server Model WebExp is implemented as a client-server system, consisting of two
separate programs which interact with one another. The WelsErger is an application which
runs on the web server which hosts the experiment. It waits for clients toecdto it and request
experiments, whereupon it provides (serves up) the experimentakdildsnanages the results that
are returned. The WebExgient is implemented as an applet which runs in the browser of the
participant. It connects to the server to receive the specification of fieriexent, administers it to
the participant and returns the results to the server. The HTML for therampntal web page does
not have to be hosted on the same server as WebEXxp.

WebExp is written in Java and uses XML as the description language ftansysnfigura-
tion, experiment specification, and reporting of results. Java is destgrimdplatform-independent
and is particularly suited to running across the Internet. The WebExersean run on Windows,
Linux, and MacOS, and anyone with a Java-capable browser can euexgierimental client. As
a data-description language, XML is standardized, flexible, and stgppionple validation of the
data.

Experiment Specificationn WebExp, Experiments are designed around a sequential stimu-
lus/response model. An experiment consists of a timeline which is brokenidtostages (e.g., in-
structions, practice, actual experiment). Each stage in turn consisteqfiarsce oflides each of

1For more details regarding the software, including documentation andmiration experiments, the reader is re-
ferred toht t p: / / www. webexp. i nfo/ .



TIMING ACCURACY OF WEB EXPERIMENTS 4

<conponent >
<start>5000</start>
<name>ny sound</ nane>
<t ype>audi o</t ype>
<cont ent >bel | </ cont ent >
</ conponent >

<conponent >
<nane>ny count er </ name>
<type>counter</type>
<bgcol or >red</ bgcol or >
<fgcol or>yel | ow</ f gcol or >
<startnunp5</startnunp
<endnun®0</ endnunp
<i ncrement >1</i ncrement >
<interval >1000</i nterval >
</ conponent >

Figure L Two examples for timed WebExp stimuli. The first componeialyp an audio stimulus after a
delay of 5000 ms. The second generates a counter which cdants from five to zero in increments of
1000 ms.

which involves the presentation of stimuli and the collection of responsesie of options are im-
plemented both for stimulus presentation and for response collection, déteited). This approach
makes it easy to design new experiments in existing paradigms (a rangengblesds distributed
with WebEXxp). It is also straightforward to implement entirely new experimegraedadigms, with-
out the experimenter having to know anything about the code behind tteasyall that is required
is an understanding of the XML language used to specify experimentslafigigage is introduced
in detail in the WebExp manual (Mayo, Corley, & Keller, 2005), and is seably intuitive for
non-technical users, in particular if they are familiar with HTML for web pagsign.

Instead of explicitly describing every slide in an experiment that contaieg@emnce of sim-
ilar slides, WebExp makes it possible to describe just a sitggiglate together with the number
of repetitions required. WebExp will then import different stimuli into eachesbdcording to the
experimenter’s specification. For example to implement a Stroop experimeekgh&menter only
has to define the layout of each item slide, and can separately define ttie avwl colors that are
to be used in each slide.

The use of templates therefore achieves a level of abstraction in the caiaifiof experi-
ments by separating the form and content of experimental items. To regrtfiscseparation, lists of
stimuli are specified in separatesource files while the specification of the experiment describes
the template, plus an import statement for the required resource files. tagpeto this approach
are that it simplifies experiment descriptions, while making it clear what the stemelland how
they relate to one another. Stimuli can also be grouped into blocks, amdirgad (e.g., random-
ized) without affecting the structure of the experiment.

Another abstraction available to the experiment designer is the ugloéls which are
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<stinmulus_tim ngs name="nul | ">
<l-- the tinme when the counter was shown (in this case it took
about 10s to get to this slide) -->
<event action="present" stinulus="ny sound">
<tinme>10007</time>
<filter>1</filter>
</ event >
<I-- the time when the sound was played (note it is about 5s after
the counter starts) -->
<event action="present" stinulus="ny sound">
<tinme>15059</ti me>
<filter>1</filter>
</ event >
</stinulus_tim ngs>

<di spl ay. Count er Sti mul us nanme="ny counter">
<count Ti me>
<tinme>15051</ti me>
<filter>1</filter>
</ count Ti me>
</ di spl ay. Count er Sti mul us>

Figure 2 Partial timing results for the two stimuli in Figure 1, astjout by WebExp. The first block shows
the times (relative to the start of the overall experimefthe events, such as when a stimulus is presented or
withdrawn. The second block shows the last count time (uelab start of the overall experiment) recorded
by the counter. Note that not all events are recorded, asdineter can continue indefinitely.

global values that can be defined once in an external file and imported exexfieriment speci-
fication wherever needed. This makes it possible to affect the overttirdef an experiment by
changing a single value in a file which contains all such variables; for elestmphange the color or
width of all stimulus elements simultaneously, or to change the text used in a poompa button.

In addition, an experiment can have sevemisions each of which uses the same experimental
structure but imports its own resources. For example, this can be useildat@xperiment which
provides stimuli in different languages according to the version regdieBte version feature also
allows for swift prototyping of a new variation on an existing experiment.

Features WebExp gives the experimenter full control over the visual propedii¢ise exper-
iment. Font properties and background and foreground colors capdudfied for each stimulus, or
default properties for the whole experiment can be provided which mayémidden by individual
slides or stimuli. WebExp provides a flexible visual layout manager whicasgoontrol over both
horizontal and vertical alignment and positioning. The experimenter cegifggoroportional row
heights and column widths and then position the visual stimuli with respect to ttis gr

WebEXxp supports a range of stimulus types, including text, images, animaimthgudio
files. There is also a variety of response types: questionnaire-type éapube collected through
text boxes, selection lists, and radio buttons. Simple keystrokes (fobkegland mouse) and click
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buttons are also supported. Furthermore, WebExp is designed in a moashéorf that makes it
easy for a skilled Java programmer to add new stimulus or input types if egfjdihe experimenter
can make inputs mandatory if required, and place restrictions on the lendttyjpa of textual
input (e.g., only allow letters or numbers). During the experiment, WebExmwailbnly display the
stimuli, but will also output a progress indicator that tells the participant wHidk 81 which stage
of the experiment they are viewing currently.

The software makes it possible to randomize sections of the experiment,emrtter slides
by hand (without having to change their sequence in the experiment spéoiffifile). Any reorder-
ings are recorded in the results file. WebExp currently supports freggoraization and blocked
randomization; due to its modular design, adding new randomization schentesghtéorward.

WebEXxp allows the experimenter to use responses that have alreadydieeted in later
sections of the experiment. This makes it possible, for instance, to implementtotegestimation
experiments (Lodge, 1981), in which the participant first specifiesemente rating, which will be
displayed as a standard of comparison for subsequent ratings.

The software supports comprehensive logging of experimental actigitprding potential
and actual problems. The WebExp server generates log files thadl mtempts of clients to connect
and describe the data transfer. The WebExp client produces log nesssaghe Java console, as
well as sending back log files to the server at the end of the experimerse Tdgs provide valuable
information both for experiment development (debugging), and while ther@xent is running, as
they reveal information about the participants (IP address, browserating system), and make it
easy to identify failed, incomplete, or multiple participation by a given participant.

The WebExp server is designed to administer multiple experiments by multiplei-exper
menters. It provides automated administration of all the relevant files amdcesfthe separation
of each experimenter’s experimental descriptions and results. Thers#asgign also ensures that
participant data is secure from remote access.

2.2. Timing

WebExp’s timing component uses Jav&sstem current TimeM | i s() to measure re-
sponse timerurrentTineM | i s is a native method that makes a direct call to the operating
system through Java Native Interface to capture time. Java 1.5 introdupned native method
Syst em nanoTi ne() which can provide greater accuracy, but this is still only as precise asthe
derlying system timer, so to avoid giving a spurious impression of nanodesmccuracy we have
continued to use the former methéd.

As for determining the accuracy of time measured, WebExp uses a timing filter istaila
Eichstaedt’s (2001) inaccurate timing filter. WebExp has a control thrdachwneasures time of
known duration. This control thread is run parallel to the main thread th&tals the experiment
and measures response time. If the time measured by the control threadcisrétadhen the re-
sponse time measured at the same period by the main thread is discardeslthéecentrol thread
is used to identify whether the response time measured by the main thread ristacelowever,
instead of filtering out and discarding all inaccurate measurements as impéhignEichstaedt
(2001), WebExp's timing filter retains all time measurements and assigns a fliez to each.
Experimenters can discard any of these readings at their own discretion.

2Eventually the Java Real-time Specification may allow the system to providémesguarantees, but in the mean
time users must accept the limitations inherent in running the Java Virtuethid&a on a variety of systems.
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The WebExp timing filter schedules a Jamarer Task which should provide a tick every
two milliseconds by use of thed eep() method, and compares the time elapsed in ticks to the time
elapsed as measured with callSyst em current TimeM | | i s() . Experimenters should be aware
that both these method calls have their limitations. The us# eép() does not guarantee that a
thread will be run after the given delay, but only makes sure that a thsemagilable to be woken
after the delaySystem currentTimeM | 11 s() provides a reading whose granularity depends on
the underlying operating system. This issue will be investigated empirically iefiErpnt 1 below.

Apart from measuring response times, WebExp also provides functiof@alisgimulus tim-
ing. It makes use of thpava. util.concurrent package available since Java 1.5 to control the
slide elements at various levels, from the automatic advancement of a slideaattmeatic pre-
sentation or withdrawal of stimuli, and the execution of other events suchaagjing the color or
content of a stimulus.

Events can also be scheduled to occur repeatedly. In this case the
java.util.concurrent. Schedul edThreadPool Execut or concurrent task scheduler is used.
When scheduling repeated events there is a choice betwekedul eAt Fi xedRate() and
schedul eWt hFi xedDel ay() ; WebExp uses the latter, assuming that the relative timing of events
is more important than the overall timing. This means if there is a delay in perforamirgyent,
subsequent events do not get bunched up with one another butaave shiative to the delayed
event. This is less suitable for timers expected to maintain accuracy, butigthravide a better
visual experience, for showing a repeated sequence of images dorpéx. Figure 1 gives two
examples for the specification of timed stimuli in WebEXxp.

When a scheduled event executes in the slide, such as the presentatibhdoawal of a
stimulus, the onset time is recorded along with the name of the component affdetealction
invoked, and a filter value. The actual accuracy of repeated evemthen be assessed by the ex-
perimenter with reference to these values. Similarly, the timing component alsomgassponse
times when an event in the slide is triggered by user interaction such a as presmor keyboard
input. Examples for the timing information recorded in the WebExp output aengdivFigure 2.

3. Experiment 1: Measuring a Known Interval

In order to obtain an estimate of the accuracy of WebExp’s timing componentawied
out an experiment in which WebExp was used to measure the duration ofesmainof known
duration. The aim was to find out whether system configuration and systehhave an influence
on timing; we tested two different system configuration and two load condjttbns providing a
partial replication of Eichstaedt's (2001) studies on time measurements @ésiagAhother aim of
this experiment was to determine whether WebExp’s timing filter is able to detexiurate time
measurements.

This timing filter adopts a similar approach to that of Eichstaedt’s inaccurate tintieig§ee
Section 2.2): a control thread runs parallel to the main thread and measkinesvn time interval
(a scheduled task) repeatedly. It keeps count of the number of timegé¢heainvas repeated while
the main thread controls the experiment and measures response time. Uiteeact the response
time measurement is then determined by calculating the number of missed interlgisI{khere
are too many MIs in a given measurement, the experimenter can decide taldisceneasurement.

To implement this approach, the duratibnof the intervals to be counted has to be set in
advance. Therefore, before conducting experiments to gauge #etiedhess of WebExp’s timing
component and filter, we carried out an experiment to determine a suitdbiefeaD. This was to
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ensure that the control thread will work properly on different opetpsipstems. The results show
that aD of 40 ms is adequate for Linux platforms, while an adeqgut®r Windows platforms
is 50 ms. A detailed description of the experiment to deterniirean be found in Gunasekharan
(2007).

3.1. Method

When a key is pressed, the operating system generates a signal thateéadidkeystroke. If
the key is held down, then it waits for a specified time (the keyboard aBldyefore it generates
another keystroke signal. After that, it generates more signals, with @iedeiaterval between
them (the keyboard repetition rat® until the key is released. If we assume thds the number
of keystroke signals generated, then we can compute the expected total Bhapsed between
pressing the key and releasing it as:

(1) te=d+r(n-1)

Keystroke repetition can therefore be employed to generate an interkabein duration. We de-
signed a keystroke repetition experiment with WebExp, consisting of treeptation of a single
slide which had a text input box capable of accepting a maximum of 31 dkesa®©nce the exper-
iment slide was successfully loaded, a key was pressed and held, whactt that one keystroke
and 30 repetitions were generated< 30). WebEXxp records the time of the first keystroke and the
time when the maximum character limit is reached. This interval, the observeditotd), should

in theory be equal to the expected total titgelf we set the keyboard delay to be identical to the
repetition rate d = r) to simplify Equation (1) and divide by, then we get,, the observed mean
time per keystroke:

to
2 ta=
In this study, we tested tf, is equal tor, as predicted. We experimented with a range of keyboard
repetition rates under both Linux and Windows. For the Linux platform, tpetiton rates used
were 10 ms, 20 ms, 25 ms, 50 ms, and 100 ms. For the Windows platform, w8@&eus, 500 ms,
700 ms, 1000 ms. (Note that 10 ms and 300 ms is the minimum key repetition rate ondndu
Windows, respectively.) For each repetition rate, the experiments wasmiimes. The information
about missed intervals produced by the timing filter was also recorded tordeéawhether it could
be used to identify inaccurate measurements.

Two different computer/operating system/browser combinations were eptpfoy this ex-
periment, as detailed in Table 1. Both configurations were tested under feredifloads: low load
and high load. Under low load, any known background applications likes\sgcan, firewall, and
instant messaging were disabled. Only the browser and the Java Virtghifdavere enabled. For
the high load condition, additional applications were run simultaneously withxberienent (see
Table 1 for a list of the applications rup).

3We decided not to include the Mac OS platform in this experiment due to theviolictechnical difficulty: there is
no standard Sun Java implementation available for Mac OS, as Sun otsyitsarava to Windows and Linux. Apple’s
port to Mac OS is unofficial and is not fully compatible with the Sun versiodicefa; we can therefore not guarantee that
WebExp works under Mac OS as expected (and in certain cases itap@saour experience). Furthermore, Experiment 2
shows that there are only a small number of MacOS users, at leastsample (3 out of 48 participants, or 6.25% in the
unreduced sample).
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Table 1: Configurations used for the Linux and Windows platfoand applications run for the high load
condition

Linux Windows
Computer Dell Desktop Dell Inspiron 5150 Laptop
Operating system Linux Fedora Core 3 Windows XP Professional (SP2)
Browser Mozilla Firefox 1.5.0.4 Internet Explorer 6
Processor Intel Pentium CPU 3.00 GHz Mobile Intel Pentium CPU 3.06 GHz
Keyboard Hewlett Packard Standard 101/102 key
Java version Sun Java 1.50@ Sun Java 1.5.05
Applications run  GAIM Internet Messaging Yahoo Messenger
for high load Google Video MSN Messenger
condition BBC Radio Zone Alarm
Norton Antivirus
Google Video

3.2. Results and Discussions

Table 2 shows the observed mean times per keystgoie measured by the keystroke repe-
tition experiment on the Linux platform. We observe that in the low load condittmean time
measured by WebEXxp is very close to the expected time for all keyboaetitrep rates. Under
high load, we observe a slight increase in the mean time measured (up ta drons), and also
the variance of the measurements increases (as can been seen framethedafidence intervals).
Overall, however, it seems that the additional applications run under hagghdal not interrupt
WebExp’s timing measurements when conducted on a sufficiently powernfupater. This con-
trasts with Eichstaedt’s (2001) findings, which indicate that a heavily loddea Virtual Machine
can have considerable impact on time measurements.

Under low load, WebExp's inaccurate timing filter did not report any misstivals, hence
none of the measurements had to be removed. However, it was obsemt¢lgeticontrol thread of
the filter froze when the experiments were run under high load. At firsk# suspected that this
might be due to the scheduled task’s duration of 40 ms but changing this didiu®t make any
difference. (These problems seem to be operating system specifidithayt arise under Windows,
see below.)

Table 3 shows the observed mean times per keystioie measured by the keystroke repe-
tition experiment on the Windows platform. Under low loagdclosely matched the expected time
for the repetition rates of 300 ms, 700 ms, and 1000 ms. However, the ragsentrfor the smallest
repetition rate of 300 ms overestimates the expected time by about 13 ms. In ltHedulgcondi-
tion, the same pattern was found: the measurement was too high for the 3@petison rate (by
22 ms), while the measurements for the other repetition rates were close tptwarkvalues. This
confirms the result that high load is not a problem for WebExp if it is run enfficiently powerful
computer.

The Ml values returned by WebExp across the different runs fan eaperiment under low
load again indicated that no measurements needed to be removed. Hdaetees, experiments
conducted with a keyboard repeat rate of 300 ms under high load, twauneeasnts had high MI
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Table 2: Mean timé;, for one keystroke on the Linux platform

Keyboard Low Load High Load
Rate (ms) Before Ml After Ml Before Mi After Ml
Removal Removal Removal Removal
M Cl M CI M Cl M CI
10 10.06 0.19 - - 10.26 0.19 - -
20 20.00 0.08 - - 20.22 011 - -
25 25.00 0.06 - - 2533 017 - -
50 50.02 0.05 - - 50.21 0.08 - -
100 9999 001 - - 10117 216 - -

Note: table lists means (M) with 95% confidence intervals (ClI)

Table 3: Mean timé;, for one keystroke on the Windows platform

Keyboard Low Load High Load
Rate (ms) Before Ml After Ml Before Mi After Ml
Removal Removal Removal Removal
M Cl M CI M Cl M Cl
300 31266 020 - - 32156 13 312.65 0.22
500 500.73 035 - - 500.20 0.25 - -
700 705.15 379 - - 70359 0.32 - -
1000 1001.10 054 - - 996.62 7.69 - -

Note: table lists means (M) with 95% confidence intervals (Cl)

values. Removing these readings resulted in a lower standard deviati@al@andr time difference
from the expected time, as indicated in Table 3.

To summarize, the results in this experiment indicate that WebExp is capabiewhtely
measuring the length of a time interval of known duration on a Linux platforne. 8d¢turacy ob-
tained on the Windows platform is also good, though reduced for the shértes interval investi-
gated (300 ms, the shortest possible repetition rate under Windows). d\eaisl that Eichstaedt’s
(2001) inaccurate timing filter was only useful in detecting inaccurate meamunts under Win-
dows for short intervals under high load.

4. Experiment 2: Measuring Reading Times

Experiment 1 showed that WebEXxp is able to measure the duration of a kimoeinterval
reliably, which raises the question whether it can also be used to run redlistccritical psycho-
logical experiments. The present experiment aims to test this by using \ffebEeplicate a reading
time experiment for which there are published and generally acceptdtsresu

This experiments used the self-paced reading (SPR) paradigm intebbdydeist, Carpenter,
and Woolley (1982). This paradigm allows readers to use button pressenstrol the exposure du-
ration for each word of a text they read. The latencies of the buttongsekepend on the properties
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Figure 3 lllustration of the moving-window self-paced reading gdigm, with time unfolding from posi-
tion 1 to position 6

of the words being read and correlate with the time course of the cognitieegses during reading
and text comprehension. In their original study, Just et al. (1982kiigate three different vari-
ants of the SPR paradigm: cumulative window, moving window, and stationagow. However,
a range of studies (Just et al., 1982; Thornton, MacDonald, & Arfld0; Garnsey, Pearlmutter,
Myers, & Lotocky, 1997) have shown that the moving-window paradignstnatosely resembles
natural reading, in the sense of replicating the results of eye-trackiagalareading.

In a moving-window SPR experiment, a text is first displayed as a serieasbied on the
screen, with each dash representing a character in the text. When tlogppat makes the first
button press, this causes the first word to appear, replacing the dhahesrrespond to that word.
Subsequent button presses cause the previous word to be replagashag while the current word
is shown. Only one word is visible at any given time, thus creating the impresdia moving
window of words on the screen. Figure 3 shows an example of a sermezsEnted using moving-
window SPR.

For the purpose of evaluating WebExp’s timing component, we replicatedlsgsped lab-
based SPR experiment from the well-known sentence processing dt&dyrbet al. (1999). The
results include both small and large reading time effects, hence a replicatkes tgossible to
obtain a realistic estimate the accuracy of WebExp timing.

4.1. Original Experiment

The original study by Sturt et al. (1999) investigated reanalysis in huerateisce processing.
Reanalysis happens when the sentence processor initially assumescticgitriacture which later
turns out to be incorrect and has to be revised. Sturt et al. (1998)trapo self-paced reading
experiments to determine whether the type of structural change requisethtedfect on the degree
of difficulty of the reanalysis. We replicated their Experiment 1.

Theories of sentence processing predict greater reanalysis difficultyP/Z ambiguities
like (1-c) compared to NP/S ambiguities like (1-a), when factors such asiplkty and verb bias
are controlled fof Sturt et al. (1999) hypothesize that it is harder to process a main cléese a
an initial subordinate clause (as in (1-c)) than to process a complemestddter a main verb
(as in (1-a)), due to delay associated with the computation of the semantic ndiativeen the
subordinate clause and the main verb. They argue that this might be eveasthfor unambiguous
constructions. To test this, they compared locally ambiguous items suchasafld (1-c) with

4NP/S ambiguities involve verbs which can take either a noun phrase (NP3amtence (S) as a complement. NP/Z
ambiguities involve verbs which can take either a noun phrase or no corapte
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unambiguous controls such as (1-b) and (1-d). They used regizagign noncumulative self-
paced reading in their experiments.

Sturt et al.’s (1999) experiment used 24 participants and 32 experinitemiel such as those
in (1). The items were pretested for verb bias and plausibility. They wetided into four lists,
each containing one condition per item, distributed according to a Latin sgeafgn. An equal
number of participants was assigned to each list; they read the items in ramdemioterspersed
with 96 fillers, and preceded by five practice items.

(1) a. NP/S ambiguous:

The faithful employees / understood the technical contract / would begdd / very
soon.

b. NP/S unambiguous:
The faithful employees / understood that the technical contract / waailchbnged /
very soon.

c. NP/Z ambiguous:
Because the employees / negotiated the technical contract / would bgechawery
soon.

d. NP/Z unambiguous:
Because the employees / negotiated, the technical contract / would hgechavery
soon.

The experiment was run using PsyScope (Cohen, MacWhinney, Flatovb$t, 1993) on a Macin-
tosh compatible computer, and a PsyScope button box was used to coltiagri@mes. The experi-
ment was conducted in a laboratory, with participants seated in soundmottfs. The participants
used the button box to move between sentence regions and to answer ltengia questions,
which were presented for 50% of the sentences.

4.2. Method

We implemented Sturt et al.’s (1999) experiment using WebExp, followingriganal design
as closely as possible. The experiment was run remotely over the wortlweath, hosted on a
web server of the University of Edinburgh, and listed on the Languagefiments Portdl The
experiment ran for eight months (September 2006 to April 2607).

Materials Thirty-two experimental materials identical to Sturt et al.’s (1999) originahge
were used. In addition to the experimental items, 86 fillers from the origindystere also re-used,
along with the five practice items.

Sentences were divided into four regions as per the original study:rthedgion boundary
was placed immediately before the occurrence of the first verb. Thexdeegion’s boundary was
placed immediately before the first disambiguating word. The critical regemion 3, contained
two to four words and the last region (the spill-over region) containedaselof two to four words.
The region boundaries are illustrated using slashes in (1).

Shttp: // www. | anguage- experi nents. or g/

6The experiment was left on the portal for such a long time to benefit fiooidental visitors to the site. It is typ-
ically possible to complete a web-based study much faster if targetedtiathgis used (possibly along with financial
incentives).
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Structural Change and Reanalysis Difficulty in Language Comprehension

was relieved to get to the end of his shift o

Experimental design v Subdahshini Gunasekharan using WebFxp2

Figure 4 Screen shot of WebExp running Experiment 2

The items were divided into eight lists, each containing 16 items in one of thedowlitions,
distributed according to a Latin square. The decision was made to use eighatiser than four
as in the original study in order to shorten the experiment. It was estimateththaxperiment
would take about 50 minutes if four lists were used, can be expected to laadittacceptably high
dropout rate (Reips, 2002). The number of fillers was also reducet pe@participant.

Procedure Participants were first presented with a welcome page describing theregpe
and the criteria for participation, including instructions and a description e@fntloving window
technique with example. After reading the instructions, participants clickedtarbat the bottom
of the page to get to the experiment’s Java applet. Upon successful intt@lizd the applet, a
short demographic questionnaire was presented, which asked foathe, mge, occupation, sex,
handedness, language region, and email address of the participaistaas followed by the prac-
tice phase in which five practice items were presented in random orderpfiage was meant to
familiarize participants with the experimental procedure. Then the actuariexgnt started, and
WebEXxp logged response times from this phase onwards. The 16 exptiritems were pre-
sented in random order with 21 randomly chosen filler items interspersetwd@xperimental
items appeared in sequence.

As in the original experiment, the sentences were presented using moindgwSPR, with
region-by-region presentation. The first three regions appearazherine and the fourth region
appeared on the next line. Participants were required to press a mdtme toumove from region
to region (previous work has shown that mouse buttons yield better reattiermeasurements
than keyboard keys, see Forster & Forster, 2003). As in the origindyscomprehension questions
followed 50% of the experimental and filler items. Participants were requirededhe keyboard
keys Y and N key to answer the questions. The experiment was realizegthe template feature
of WebExp, with each sentence implemented as a sequence of slides (amgipa). Figure 4
shows a screenshot of the experiment.
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Participants Forty-eight participants took part in the experiment. They were recruited
through advertisements sent by email. Participation was voluntary and yapditimited to native
speakers of English at least 18 years of age. The data of three pamtiwere discarded as they
reported being non-native speakers or less than 18 years old. fiteniag data were screened
using a series of criteria to determine if participants had understood thedtistrsiand had com-
pleted the experiment in earnest. We eliminated the data of participants whdqudake personal
details, who completed the experiment very quickly (generating unrealistfeallyeading times),
or who answered less than 80% of the comprehension questions corfiggtyeliminated eight
participants, leaving a total of 37 participants. Five more participants Wieneated at random to
balance the lists; the data of 32 participants (eight lists with four participackd @as retained for
analysis.

Among these 32 participants, twelve were male and twenty female. Twenty-s&ve right
handed and the remaining five were left handed. Their age rangedlf8aim 53, the mean being
27.3 years. Regarding language region, 17 participants reported $gdadiers of British English
(we counted responses that stated Britain, UK, Scotland, England, les)Va2 participants re-
ported being speakers of North American English (responses were O8nada), and the remain-
ing three participants just gave “English” as their language region. Twrayof the participants
were Windows users and the remaining ten were Linux users. Therengdvkac OS users in our
sample’ (Note that there was a small number of Mac OS users in the original sampBepafrtici-
pants, which had the following distribution: 15 Linux users, 3 Mac OS yu8&r8Vindows users.)

4.3. Results

The experimental data underwent the same outlier removal proceduréhasanginal study.
All trials that included a region with a reading time that was either too shortg256r lower) or too
long (8,000 ms or over) were removed. For the remaining data, all reading twez 2.5 standard
deviations either side of the participant mean for the region were replaitedhe cut-off value.

Comprehension AccuracyMean comprehension accuracy for the 16 experimental items
which included questions was 96.1%; this is slightly higher than the mean coemzieh accuracy
of 92% in the original study. No significant differences were obsebheatd/een the comprehension
accuracy in the four experimental conditions. Mean comprehensiomaacaf experimental items
and fillers combined was 94.9%.

Mean Reading TimesTo facilitate a comparison between the original and the replicated
experiment, Figures 5 and 6 show the by-participant means graphicdily y-item means match
the by-participants means closely and are omitted for space reasons.) Blotieetitritical region
of this experiment was region 3, which is the part of the sentence in whictxpect a difference
between the NP/S and the NP/Z structure with respect to ambiguity resolution.

"Recall that in Experiment 1, it was observed that the control threacedfiitcurate timing filter freezes under high
load on the Linux platform. We screened the data of the Linux users in dsept experiment, and found that six of the
participants showed MI values that are consistent with the control threadifig. This suggests that these participants
had additional background applications running. However Experirheaaiso indicated that this problem only affects
the control thread, not the main thread that measures the reaction tireetheWéfore decided against excluding these
participants; the Ml values of these participants are invalid, but Expetithehowed that Ml values are only of limited
use (and the present experiment confirms this).
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Figure 5 Mean reading times by participants in Experiment 2 (oddjinwith 95% confidence intervals

Correlation Analysis Referencing Shaughnessy and Zechmeister (1994), Krantz, Ballard
and Scher (1997) recommend the use of correlation analysis to determiradittity of a replicated
psychological test. This involves correlating the established measurén@ibttrom the original
study) with the untested measure (obtained from the replicated study).tdoniiee the validity
of our WebExp experiment, we applied this approach to the reading times ethtfminthe critical
region. The mean reading time for region 3 of each sentence in the origithl was correlated
with the mean reading time for region 3 of the same sentence in the replicatedAtsidypificant
correlation was obtained & 0.423,N = 32, p < 0.001).

In order to be able to interpret this result, we need to establish what kimdtmfexpect
for the validation. This can be estimated by resampling the original data. Tdgjamvi randomly
divided the participants from the original study into two halves and corlite mean reading
time for region 3 of each sentence in the first half with the mean reading timedcatine region in
the same sentence in the second half. This procedure was repeated tethtimmeanr obtained
was 0455. This value is close to the coefficient ofiR3 obtained when correlating the replicated
original data with the replicated data, indicating thatthalue obtained in the replication is in the
acceptable range.

Analysis of VarianceIn order to establish whether our WebExp experiment was succéssful
replicating the pattern of results of the original study, we conducted sssgrnalyses of Variance
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Figure 6. Mean reading times by participants in Experiment 2 (reqlan), with 95% confidence intervals

that mirrored the ones in the original paper. Separat@ Anovas were computed on the reading
times for each region, either treating participarfg ©r items {) as the random factor.

In the original study, no significant main effects or interactions weredonnhe first region.
Also in the replication, there was no main effect of NP/S vs. NP/Z construttmn(bothFs < 1),
no main effect of ambiguityH; (1,31) = 2.167,MS. = 41649,p=0.151;F»(1,31) = 1.008, M =
108261,p = 0.323), and no interaction of construction type and ambiguity (batk: 1).

Analysis of the second region in the original study revealed a main effeehbiguity. This
finding was replicated in our studf{(1,31) = 8.414 MS = 218823 ,p < 0.01;F»(1,31) = 8.512,
MS = 233819,p < 0.01). In the original, there was also a non-significant tendency for NRiS co
structions to be read more quickly than NP/Z constructions. This was alssvelosin the repli-
cated experimentH (1,31) = 5.788, M& = 79695,p < 0.1; F»(1,31) = 2.312,MS, = 178464,

p = 0.139). However, in the replicated study a marginal interaction was fobr(d,31) = 4.181,
MS = 158576,p < 0.1; F»(1,31) = 4.018,MS, = 172832,p = 0.054); such an interaction effect
was not present in the original study.

In the critical third region, Sturt et al. (1999) found main effects of amitygand construction
type, as well as a significant interaction of the two factors. In the replicatierobtained a signif-
icant main effect of construction typ&;(1,31) = 32958, MS = 110353,p < 0.001;F,(1,31) =
31578, M& = 107855,p < 0.001), a significant main effect of ambiguit¥(1,31) = 25.674,
MS =147612p < 0.001;F(1,31) =19.789,MS. = 169667 p < 0.001), and a significant interac-
tion (F1(1,31) =19.278, MS, = 151092,p < 0.001;F,(1,31) = 15794, MS = 182408,p < 0.001).
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In the final region, the Anova in the original study showed a non-sigmificendency for
NP/S constructions to be read more quickly than NP/Z constructions. Inpheated experiment,
this effect reached significanck;(1,31) = 11.762,MS = 118186,p < 0.01; F»(1,31) = 10.323,
MS: = 125098,p < 0.01). There was no significant main effect of ambiguiy(@,31) = 2.150,
MS =329856,p=0.153;F»(1,31) = 2.788,MS. = 232315,p = 0.105) and no significant interac-
tion (F1(1,31) = 2.850,M& = 158662,p = 0.101;F»(1,31) = 2.044,M&. = 233530,p = 0.163).
This was consistent with the original study.

Contrasts In addition to running Anovas, Sturt et al. (1999) carried out a serfiesmple
effect analyses, i.e., contrasts between pairs of means. They usedagn&novas to carry out
these tests (this is equivalent to paitedsts). They found that unambiguous sentences were read
more quickly than their ambiguous counterparts, both for NP/S and for NR/#he replicated
experiment, this difference was not significant for the NP/S constructiothFs < 1), but it was
significant for the NP/Z constructiori{(1,31) = 29.079,M& = 229509,p < 0.001; F,(1,31) =
25691, MS, = 242474,p < 0.001). Another set of simple effects analyses in the original study
showed that NP/S sentences were read more quickly than NP/Z sentestamdy in the ambiguous
conditions, but also in the unambiguous condition. The result was replifatetie ambiguous
condition ¢1(1,31) = 44.827,MS = 145665,p < 0.001;F,(1,31) = 29.336,MS = 213925,p <
0.001), but it failed to reach significance for the unambiguous conditioth(®s < 1).

A number of authors (e.g., Masson & Loftus, 2003) argue that contsasisld be assessed
based on confidence intervals, rather than using null hypothesis sagruédesting. We followed
this suggestion and computed a confidence interval for the contrastsamefveemeans in Region 3,
following the procedure proposed by Masson and Loftus (2003)tq Mt this confidence interval
for contrasts is different from the confidence intervals for meansrtegdn elsewhere in this paper.)
We computed the by-participants 95% confidence interval using the poolad sogared error of
the two main effects and the interaction. For the original study, the confdaterval obtained was
145 ms MEe = 63038,t(69) = 1.995), i.e., a difference between two means larger than this value
can be regarded as significant. For the replicated experiment, the codiogerval was computed
in the same way, resulting in a value of 183 v, = 136352}(93) = 1.986).

These confidence intervals indicate that the reading times for ambiguousantbiguous
NP/S sentences did not differ significantly in reading time (in both the origtndlysand the repli-
cation), while unambiguous NP/Z sentences were read significantly mordygtlian ambiguous
NP/Z sentences (in both the original and the replication). Also, ambiguous $&Pt8nces were
read significantly more quickly than ambiguous NP/Z sentences (in both thrarsgudy and the
replication). Unambiguous NP/S sentences were read significantly faateuttambiguous NP/Z
sentences in the original study, but not in the replication.

Missed Intervals We also performed an alternative form of outlier removal. Instead of re-
moving all trials with short (less than 250 ms) and long (more than 8000 mshretiches as per
the original study, we used WebExp’s missed interval measure to dettier®uReading times
with high Ml values (400, 300, 200, 100) were removed. After this, theaiaing data were further
processed as in the original study; all reading times over 2.5 standaiatides either side of the
mean were replaced with the cut-off value. The results provided no eseden the effectiveness
of the inaccurate timing filter; only few data points were affected by the Medautlier removal,
and the overall results (significant effects in the Anova) remained ungeth
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4.4. Discussion

The web-based self-paced reading data collected in this replicationimenemprovided a
close match with the data of the original study, which was collected underotiedtiab condi-
tions. We correlated the by-item means of the reading times for the criticalnrégithe original
experiment with those of the replication. The correlation coefficient obtairsedclose to the value
which would be expected for a replication of the original experiment (asated by resampling
the original data). This indicates that our replication was successfuhiergéng reading time data
that match those of a published study.

We were also able to demonstrate in a series of Anovas that the replicatiwedktite same
significant main effects and interactions as the original experiment. Thisrua$or both by-item
and by-participant analyses, and both in the critical region and in the @biens (less relevant for
the experimental design). The results of the Anovas demonstrate thatgigation showed all and
only those effects that were present in the original study, strengtheningaim that it constitutes
a full replication.

Furthermore, we computed a series of contrasts that compare per-condigans for the
critical region. The original paper reported four tests for contraditef avhich were significant. In
the replication, only two of these four contrasts were significant whendheesnethod as in the
original paper was uset-{ests between means). Arguably, however, this method is too liberal, as no
correction for multiple testing is applied, thus increasing the risk of a typet.aife therefore used
an alternative way of assessing contrasts between means based dermmnintervals as suggested
by Masson and Loftus (2003). When we applied this approach to bothrithead data and the
replicated data, we found that the results agreed on three out of fatnasts (two significant, one
non-significant), and disagreed on one contrast (significant in thimakjgput not in the replication).
This provides further evidence that the replication matches the originadiglos

The confidence intervals for contrasts are also interesting from theqfoirgw of estimating
the timing accuracy of the web-based method we used to collect the reading temd lda size of
the confidence interval in the original study was 145 ms. This is the smallesficagt difference
that the original study could detect. In the replicated data, the corresgpvalue is 183 ms. While
this is larger than in the original, it is of a similar order of magnitude, thus denatirgjrthat even
fairly small differences in reading time can be reliably measured using ebaséd experiment. At
this point it is important to note that the replication used a smaller number of itenpagerpants
than the original (16 instead of 32) and increased the total number ofipartts (32 instead of
24) to compensate for this. As a result of this, any differences in the §enfidence interval for
contrasts needs to be interpreted with caution, as it could also be due ternli# in statistical
power between the experiments.

We made another observation regarding the replicated data. As Figures & show, the
reading times in the replication were consistently higher than in the original. Thisbeaue to
the fact that our sample of participants was more diverse, as it includsakers of both British
and North American English, and comprised a fairly wide age range (ss#®$d.2). Presumably
our participants came from various social and educational backgsqtimough we have no data on
this). Sturt et al.’s (1999) state that their participants were from the Wsityeof Glasgow, which
presumably means that the sample included mainly Scottish undergraduatetstite reading
speed of undergradudates can be expected to be faster than thaitigats from a more balanced
sample of the population.



TIMING ACCURACY OF WEB EXPERIMENTS 19

Finally, as in Experiment 1, we found no discernible improvement of acgusden using
Eichstaedt's (2001) inaccurate timing filter to remove unreliable measurenwms gnd above
standard outlier removal).

5. Conclusion

In this paper, we introduced WebEXxp, a software package for rurpsgghological experi-
ments over the internet. WebExp is implemented in Java and uses a clientagehitgcture which
gives the experimenter maximal control over stimulus presentation and calledtiesponses. The
software is XML-based, which means that configuration files, experimestriptions, and result
files can be processed using standard tools. It includes supportdoga of stimulus presentation
modalities (including images and audio), and various response types.rfy gtaint is WebExp’s
timing component, which includes both the timing of the presentation of stimulus, amdgasure-
ment of response times.

The work reported here focused on the accuracy of the responsettiate&/ebExp can col-
lect. In Experiment 1, we presented the results of a study that evaluatdsd)/Eme measurements
for known intervals (generated using keyboard repetition). The reswisate the time measure-
ments are remarkably accurate across two operating systems, two systegumaiions, and two
load conditions.

Experiment 2 then provided a replication of an existing psycholinguistic shatyused the
self-paced reading methodology to measure reading times. The originaveiiscconducted in a lab
using dedicated experimental software and customized hardware foctoajleeaction times. We
reimplemented the original study as faithfully as possible using WebExp, tisingame sentence
materials. This resulted in a full replication of the original results, both in terfres arrelation
between the reading times of the two studies, and in terms of the main effectstarattions
observed. We also managed to replicated the contrast between meated@pthe original study,
with one exception. Using a confidence interval approach, we estimatethéheeplicated study
was able to detect significant differences between means of 183 msephesents a considerable
improvement over previous findings: for example, Corley and Sche€p@62) were able to obtain
significant reaction time effects using WebExp, but with a much largerteffee (around 500 ms).

Taken together, our results indicate that web-based data collection ceethéor measuring
reaction times. In our view, this is a very promising line of research, in spiptEntial problems
faced by time measurement over the web, including variation in hard- atvdesef network latency,
and load on the Java Virtual Machine of the participant. On the other haisdinifportant not to
overgeneralize the findings presented here, as they are based aglearsplication study. More
research is needed to establish whether reliable time measurements can @lidaifed across a
range of experimental paradigms using WebEXxp.

Furthermore, future work should test the limits of web-based timing by attemptieglicate
studies that rely on smaller critical differences. For example, self-p@aeting studies that measure
reaction times on a word-by-word basis (rather than on a region-hgfrdgasis as we did here)
typically report critical differences of 40-80 ms. It remains to be seegsiftion time effects of this
size can be measured reliably using web-based methods.
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