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1 Introduction

The validity of a grammatical framework can be verified in at least the three ways:
(a) by showing its applicability to wide range of linguistic phenomena, (b) by
demonstrating the soundness of its formal foundations, and (c) by verifying its com-
patibility with experimental evidence. As for Optimality Theory (OT; Prince and
Smolensky 1993), option (a) has been pursued extensively in the recent phonologi-
cal literature (and to a lesser extend in the syntactic literature). Also option (b) has
been the the topic of some research (e.g., Ellison 1994; Karttunen 1998). However,
no attempts have been made so far to test the concepts and mechanisms assumed in
OT against experimental evidence.

The present paper attempts to fill this gap by testing OT against evidence
from what is probably the most natural empirical domain for a linguistic frame-
work: grammaticality judgments. More specifically, we focus on the phenomenon
of gradience in linguistic data. We argue that gradient data can serve as a tool for
evaluating the status of suboptimal candidates in OT, an approach that allows to
scrutinize OT’s concepts of constraint ranking and constraint interaction. The ex-
perimental data we present show that constraint violations are cumulative, and that
two types of constraints have to be distinguished: hard and soft ones. These results
lend limited support to the notion of constraint ranking assumed in OT, and seem
compatible with OT’s concept of strict domination of constraints.

The second part of this paper deals with the theoretical issues arising from
an attempt to model gradient linguistic data in OT. We show that a naive model that
equates relative grammaticality with relative optimality is not tenable, and propose
an alternative approach based on the concept of selective constraint re-ranking. This
approach, which is grounded in OT learnability theory, predicts the cumulativity of
constraint violations, and allows to model the distinction between hard and soft
constraints, thus accounting for the experimental findings.

2 Concepts and Mechanisms of OT

2.1 The OT Framework
Grimshaw (1997) lists the following as the basic assumptions underlying the OT
framework:

(1) Basic Assumptions of Optimality Theory
a. Constraints are universal.
b. Constraints can be violated.
c. Grammars are rankings of constraints.
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d. The optimal form is grammatical; all nonoptimal candidates are
ungrammatical. (Grimshaw 1997: 373)

OT specifies a generation functionGenwhich generates a set of candidate structures
(the reference set) for a given input representation. In Grimshaw’s (1997) account,
the input representation is the numeration that is shared by all candidate structures.
An output structure is assigned to the inputI as the result of an optimization process
over the candidate structures forI . More precisely, the outputSopt for an inputI is
the optimal structure in the reference setR= Gen(I). Grimshaw (1997) gives this
definition of optimality:

(2) Optimality
An optimal output form for a given input is selected from among the class
of competitors in the following way: a form that, for every pairwise compe-
tition involving it, best satisfies the highest-ranking constraint on which the
competitors conflict, isoptimal. (Grimshaw 1997: 373)

An OT grammar for a given languageL has to be constructed such that, for every
input I , the output structureSopt in Gen(I) is the grammatical realization ofI in L.
To achieve this, an OT grammar specifies a set of universal grammatical constraints
along with a set of language-specific constraint rankings. Note that OT differs from
more traditional grammar frameworks in that the grammaticality of a structure is
not determined by its inherent properties, but by the set of structures it competes
with.

2.2 Testable Claims
In the following, we examine the assumptions in (1) and (2) and identify the ones
that can be verified experimentally.

Universality of constraints: OT assumes that constraints are universal,
both in terms of being highly general in their formulation, and in terms of being
valid across languages. This assumption is central to OT’s approach to crosslinguis-
tic variation: constraints state generalizations across languages, while constraint
rankings state language-specific facts.

It follows that (1a) has to be regarded as a prescriptive statement (it states
how constraints in OT have to be formulated), not as an empirical one. It is therefore
not amenable to empirical verification, and will be disregarded in the present study.

Violability of constraints: as constraints in OT are formulated in a highly
general fashion, they will inherently conflict, i.e., the satisfaction of a given con-
straint will lead to the violation of another. As a consequence, constraints in OT
cannot be absolute, but have to be violable. This entails that even a grammatical
structure may incur constraint violations.

Again, this is not an assumption that can be empirically challenged: (1b) is
true by definition; it is a stipulation that has to be made once we have adopted (1a),
the universality of constraints.

Constraint ranking: constraints in OT are inherently conflicting and may
be violated even in a grammatical structure. This means that a mechanism for re-
solving constraint conflicts is necessary to differentiate between grammatical and
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ungrammatical structures. OT’s assumption is that constraints are ranked (assump-
tion (1c)): the violation of a higher ranking constraint is more serious than the vio-
lation of a lower ranking one.

(1c) is not a necessary assumption: other mechanisms apart from constraint
hierarchies could be used to resolve constraint conflicts. It is therefore legitimate to
ask whether there is any empirical support for constraint hierarchies. For instance,
we can investigate if the fact that some constraint violations are more serious than
others is reflected in behavioral data, i.e., in data on how humans produce, pro-
cess, or judge linguistic structures. In the present study, we focus on evidence from
linguistic judgments.

Optimal structures are grammatical: a grammar has to distinguish gram-
matical structures (forms) from ungrammatical ones. Conventional linguistic frame-
works assume a trivial mechanism for achieving this: a structure is grammatical if
it does not violate any constraints. As constraints in OT are universal, violable,
and ranked, a more complicated mechanism is required: OT’s assumption is that a
structure is grammatical if it is optimal in that it incurs the least serious constraint
violations compared to a set of competitors.

The assumption that optimal structures are grammatical is again one that is
true by definition. We have to assume something like (1d) if we stipulate that con-
straints can be violated, even in grammatical structures. It follows that (1d) cannot
be subject to empirical investigation, but rather is a precondition for it.

Constraint interaction: assumption (2) specifies how constraints rankings
are assessed in the computation of optimal structures. It asserts the principle of
strict domination, which states that the highest ranking constraint on which two
structures conflict is crucial for deciding which of the structures is more optimal.
Strict domination entails that the violation of a constraintC cannot be compensated
by any number of violation of constraints that are lower ranking thanC.

Many other forms of constraint interaction are conceivable as alternatives
to strict domination,1 hence it seems worthwhile to test the plausibility of this as-
sumption against experimental findings. Again, the present studies attempts this by
using evidence from grammaticality judgment experiments.

2.3 Suboptimal Candidates
This study uses evidence from grammaticality judgments to investigate the plausi-
bility of OT’s assumptions about constraint ranking (definition (1c)) and constraint
interaction (definition (2)). Data on suboptimal candidates and the associated gra-
dient grammaticality judgments play a particularly crucial role here.

Note that the standard case in the (non-experimental) OT literature is to
investigate optimal candidates, rather than suboptimal ones. More specifically, a
linguist working in the OT framework determines relative constraint rankings by
comparing an optimal candidateSopt and a suboptimal candidateSsub. Such a pair
of candidates is informative ifSopt andSsubhave the same violation profile, with the
exceptions of the constraintsCsub, which is only violated bySsub, andCopt, which
is only violated bySopt. Under the assumption thatSopt is grammatical, whileSsub
is ungrammatical, it follows that the correct constraint ranking isCsub�Copt.
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In such a setting, the suboptimal candidate in itself is not of interest, it plays
a role only in relation to the corresponding optimal candidate. By testing infor-
mative pairs of optimal and suboptimal candidates, a linguist can infer a set of
constraint rankings for a given phenomenon. Naturally, this approach presupposes
the specific mechanisms in (1) and (2) that determine the optimal candidate in OT.
These mechanisms can be tested in an indirect fashion by developing plausible OT
analyses for a set of linguistic phenomena (strategy (a), section 1).

The aim of the present study, in contrast, is to investigate OT’s concepts and
mechanisms directly by testing them against experimental evidence (strategy (c),
section 1). A way of achieving this is by investigating suboptimal candidates, rather
than optimal ones. By definition, an optimal candidate is grammatical in OT, and
hence the effects of the constraint violations it incurs are not directly observable. In
suboptimal candidates, on the other hand, at least some violations have an observ-
able effect, as they lead to ungrammaticality. Now the crucial assumption is that
we can learn something about the constraints violated by a suboptimal candidate by
investigating the degree of ungrammaticality that it exhibits. The present study uses
this assumption as the key to an investigation of constraint ranking and constraint
interaction in OT.

Note that this approach makes use of a different sort of informative pair:
we compare two candidatesS and S′ (both may be suboptimal) which have the
same violation profile, apart from the constraintC, which is violated only byS.
Now we try to learn about the nature of the violation ofC by determining how
the grammaticality ofSdiffers from the grammaticality ofS′. This method allows
us to investigate constraint ranking (by varyingC) and constraint interaction (by
determining the effect of multiple violations).

2.4 Empirical Issues
In section 3, we will review a set of experimental sstudies that investigate the rela-
tive acceptability of suboptimal linguistic structures, thus providing data that bear
on the OT notions of constraint ranking and constraint interaction:

• Constraint ranking: is there evidence that some constraint violations lead
to a higher degree of ungrammaticality than others?

• Constraint Interaction:

– Are constraint violations cumulative, i.e., does the degree of unaccept-
ability increase with the number of constraints violated?

– How does constraint ranking interact with the cumulativity of con-
straints? If a constraintC outranksC′, does this mean that even multiple
violations ofC′ cannot compensate for a single violation ofC (strict
domination)?

These questions can be studied by measuring the degree of unacceptability caused
by different types of constraint violations, and by determining the effect of multiple
constraint violations.
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3 Experimental Evidence

3.1 Magnitude Estimation
The approach pursued in this study uses gradient grammaticality judgment data as
a means of testing assumptions from linguistic theory. Our interest in gradient judg-
ments implies that data need to be elicited experimentally, since the informal elic-
itation technique traditionally used in linguistics is unlikely to yield reliable data
for degrees of grammaticality (Sch¨utze 1996). A suitable experimental paradigm
is magnitude estimation (ME), a technique standardly applied in psychophysics to
measure judgements of sensory stimuli (Stevens 1975). The ME procedure requires
subjects to estimate the magnitude of physical stimuli by assigning numerical val-
ues proportional to the stimulus magnitude they perceive. Highly reliable judge-
ments can be achieved for a whole range of sensory modalities, such as brightness,
loudness, or tactile stimulation.

The ME paradigm has been extended successfully to the psychosocial do-
main (Lodge 1981) and recently Bard et al. (1996) and Cowart (1997) showed that
linguistic judgements can be elicited in the same way as judgements of sensory or
social stimuli. In contrast to the 5- or 7-point scale conventionally used to measure
human intuitions, ME employs a continuous numerical scale, thus providing fine-
grained measurements of linguistic acceptability, which are robust enough to yield
statistically significant results, while being highly replicable both within and across
speakers.

ME requires subjects to assign numbers to a series of linguistic stimuli pro-
portional to the acceptability they perceive. First, subjects are exposed to a modu-
lus item, which they assign an arbitrary number. Then, all other stimuli are rated
proportional to the modulus, i.e., if a sentence is three times as acceptable as the
modulus, it gets three times the modulus number, etc.

3.2 Gradient Judgments Data
Keller (1996a,b) presents the results of an ME study investigating gradience in ex-
traction from picture NPs. This study identifies definiteness as a factor that influ-
ences acceptability: for examples like (3), the experimental data indicate that ex-
traction from indefinite NPs is more acceptable than extraction from definite NPs
(a similar effect is reported by Cowart (1997: ch. 1) and Neville et al. (1991)):

(3) a. Who did you seea picture of?
b. Who did you seethepicture of?

Acceptability also depends on the semantics of the matrix verb. Aspectual class
seem to be a main factor here: state verbs are more acceptable than activity verb
(example 4a)), while for achievements and accomplishments, a verb of creation
is more acceptable than a verb of destruction (example (4b,c)). Keller (1996a,b)
reports significant acceptability differences for all pairs in (4):

(4) a. Who did youhave/analyzea picture of?
b. Who did youtake/destroya picture of?
c. Who did youfind/losea picture of?

5



0 20 40 60

acceptability 

RF0DF0MV0

RF1DF0MV0

RF0DF1MV0

RF0DF0MV1

RF1DF0MV1

RF0DF1MV1

RF1DF1MV0

RF1DF1MV1

3 violations

2 violations

1 violation

0 violations

Figure 1: Cumulativity effect for violations of constraints on extraction from pic-
ture NPs

The third significant factor is the referentiality of the extracted NP. Here, the exper-
imental data reveals an acceptability hierarchy, with decreasing acceptability from
(5a) to (5d):

(5) a. Whodid you take a picture of?
b. Which mandid you take a picture of?
c. Whatdid you take a picture of?
d. How many mendid you take a picture of?

However, only one point on this hierarchy (how many N) is significantly different
from the others. In this sense, this experiments fails to yield firm evidence that some
violations of the referentiality constraint are more serious than others.

To investigate constraint ranking and interaction, we reanalyzed the data in
Keller 1996a,b data and checked for an effect of multiple violations. Figure 1 shows
the relative acceptability for the factors RF (referentiality), DF (definiteness), and
MV (main verb),2 revealing a cumulativity effect: a single constraint violation is
significantly more acceptable than a double violation, which in turn is significantly
more acceptable than a triple violation. Note also that single violations of different
types of constraints cause varying degrees of grammaticality, but these are only
non-significant tendencies.3

Keller (1997b) reports further experiments to confirm the cumulativity ef-
fect for a different domain. He tested violations of phrase structure (PS), number
agreement (NA), and subcategorization (SC) constraints. The study was conducted
with native speakers of German, using stimuli such as the following:
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Figure 2: Cumulativity effect for violations of constraints on phrase structure, agree-
ment, and subcategorization
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Each experimental item contained zero to three constraint violations, yielding the
mean ME ratings in figure 2. These results confirm the cumulativity effect for a
different set of constraints. Note that there was no significant differences between
different types of constraint violations; only the number of violations yielded a
significant effect.

Keller (1997b) also reports a validation study that replicated the cumulativ-
ity effect for English. This study included violations of constraints on NP extrac-
tion, as well as violations of PS, NA, and SC. The results (figure 3) suggest that two
types of constraints can be distinguished: hard constraints, that cause strong un-
grammaticality when violated (PS, NA, SC), and soft constraints causing only mild
ungrammaticality (RF, DF): violations of hard constraints are significantly less ac-
ceptable than violations of soft constraints. Note that this holds even for multiple
soft violations; the effect from constraint type (hard or soft) seems to outweigh the
cumulativity effect.
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Figure 3: Interaction of violations of soft and hard constraints

3.3 Empirical Results
In the last section, we reviewed a set of experimental findings that bear on the OT
notions of constraint ranking and constraint interaction. The results can be summa-
rized as follows:

• Constraint ranking: two types of constraints can be distinguished: soft and
hard ones. Violations of soft constraints are judged as significantly less se-
rious than violations of hard constraints. This supports a limited form of
constraint ranking: soft constraints are ranked higher than hard ones. How-
ever, our experiments failed to find significant differences in grammaticality
for violations of different types of soft and hard constraints.

• Constraint Interaction:

– There is evidence that constraint violations are cumulative, i.e., that the
degree of ungrammaticality increases with the number of constraints
violated. This holds both for soft and for hard constraints.

– The effect from constraint type (hard or soft) is stronger than the cumu-
lativity effect. Even a single hard violation is judged less grammatical
than multiple soft violations. This indicates that the interaction of soft
and hard constraints conforms to OT’s notion of strict domination.

Taken together, the experimental findings reviewed in this section lend some initial
plausibility to the grammatical notions stipulated in OT. Based on this result, the
next section develops a framework for gradient grammaticality based on concepts
from OT. This framework, which explains gradience in terms of selective constraint
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re-ranking, allows to model gradient data directly, instead of merely being compat-
ible with it (as is the case for standard OT).

4 Modeling Gradience in OT

4.1 A Naive Model
A straightforward model of gradient grammaticality can be obtained by dropping
OT’s assumption that all suboptimal structures are (equally) ungrammatical (def-
inition (1d)). Instead, we can stipulate that the relative optimality of a structure
corresponds to its relative grammaticality: a candidate structure is more grammati-
cal than a given competitor if it is more optimal than the competitor. (Such a model
was actually proposed in Keller 1996a, 1997a.)

This approach retains OT’s definition of optimality in (2) and uses it to pre-
dict a grammaticality ranking over a candidate set, which can then be tested against
gradient linguistic judgments. In such a model, constraint rankings can be deter-
mined directly by comparing the relative grammaticality of suboptimal candidates,
an option that is not available in standard OT (section 2.3). Hence the use of gradi-
ent data increases the range of evidence that can be expoited when developing OT
analyses.

However, the naive model of gradient grammaticality encounters a number
of serious problems when faced with experimental evidence such as the one pre-
sented in section 3. One problem is that it predicts grammaticality differencesonly
for structures in the same candidate set; relative grammaticality cannot be compared
across candidate sets. The experimental findings, however, show that subjects can
judge the relative grammaticality of arbitrary sentence pairs, a fact that cannot be
accommodated by the naive model.

Another problem is that grammaticality differences are predicted between
all structures in a candidate set. A typical OT grammar assumes a richly struc-
tured constraint hierarchy, therefore all or most structures in a given candidate set
will differ in optimality. The naive model predicts that there is a grammaticality
difference whenever there is a difference in optimality. The experimental results,
however, indicate that the scope of gradience in the grammar much more limited:
differences in acceptability were found between violations of soft and hard con-
straints only; different types of soft and hard constraint violations did not differ in
relative acceptability. This means that the naive model seriously overgenerates, in
the sense that it predicts many more grammaticality differences than are justified
by the experimental data.

The cumulativity of constraint violations poses a third problem for the naive
model of gradience. The experimental results demonstrate that the degree of un-
grammaticality of a structure increases with the number of constraints it violates,
both for soft and hard constraints. This fact is not accounted for by the naive model:
it relies on the standard OT notion of optimality, which is defined via strict domi-
nation and predicts cumulativity effects only for constraints with the same ranking.
The experimental results provide only limited support for strict domination: viola-
tions of hard constraints seem to be strictly worse than (even multiple) violations of
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soft constraints. In the naive model, the only way of accounting for this is by stip-
ulating a grammar with only one ranking, viz., between soft and hard constraints,
which of course is highly implausible.4

4.2 Learnability in OT
In the next section, we propose an alternative model of gradience based on mecha-
nisms from OT learnability theory. OT captures crosslinguistic variation as variation
in the constraint hierarchy. Therefore, grammar learning amounts to determining a
language specific hierarchy over a set of universal grammatical constraints.

Tesar and Smolensky (1998) propose a learning algorithm that achieves
this task efficiently based on positive evidence only. This algorithm is error-driven:
when exposed to an example sentence, the learner determines whether this sentence
is optimal (and thus grammatical) according to his or her grammar. If the example
sentence fails to be optimal, the learner modifies his or her constraint hierarchy so
that the example becomes optimal. By iterating this over a sufficient number of ex-
ample sentences, the learner’s grammar is gradually modified to match the adult’s
grammar by which the examples were generated.

The following is a simplified version of Tesar and Smolensky’s (1998) learn-
ing algorithm:

(7) Grammar Learning in Optimality Theory
To learn an OT grammar, carry out the following steps for each each exam-
ple sentenceE you are exposed to:
a. Robust Interpretative Parsing:parseE, i.e., determine its structureSand

the underlying inputI .
b. Implicit Negative Evidence:computeR= Gen(I), the set of competitors

of S.
c. Constraint Demotion:for each candidateS′ in R, and each constraintC

violated bySbut not byS′, demoteC to immediately below the highest
ranking constraint that is violated byS′ but not byS. This results in a
constraint hierarchy that makesS the optimal candidate inR.

This algorithm relies on the assumption that parsing is robust, i.e., that the learner
can determine the structureS of an exampleE even if S is not optimal in his or
her current grammar (step (7a)). Robust parsing gives the learner access to implicit
negative evidence in the form of the competitors ofS (step (7b)). Based on the
competitor set, the learner computes the re-rankings necessary to makeSoptimal in
his or her grammar (step (7b)). By performing these re-rankings, the learner adapts
his or her grammar to the target grammar, i.e., the adult grammar that generatedE.
(If S is already optimal in the learner’s grammar, then no learning is possible—E is
an uninformative example.)

Tesar and Smolensky (1998) proof the correctness of this algorithm and
show that it is of quadratic data complexity: only(n−1)n informative examples are
needed to learn the ranking of a grammar withn constraints. (Note that a grammar
with n constraints allowsn! possible rankings.)
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4.3 A Re-ranking Model
An adequate model of gradience should be able to accommodate the experimen-
tal facts reported in section 3, such as the cumulativity effect and the distinction
between soft and hard constraints. A naive model that just equates grammaticality
and optimality fails to achieve this, as discussed in section 4.1. A more plausible
account of gradient grammaticality can be devised based on the concept constraint
re-ranking, borrowed from OT learnability theory.

Consider the following algorithm, which is closely related to the OT learn-
ing algorithm in (7):

(8) Gradient Grammaticality in Optimality Theory
To compute the degree of grammaticality of a sentenceE, carry out the
following steps:
a. Robust Interpretative Parsing:parseE, i.e., determine its structureSand

the underlying inputI .
b. Implicit Negative Evidence:computeR= Gen(I), the set of competitors

of S.
c. Selective Constraint Re-ranking:use the constraint demotion algo-

rithm (7c) to determine which re-rankings are required to makeS the
optimal candidate inR.

This algorithm handles ungrammatical input via robust parsing, in the same way
as the learning algorithm in (7). It computes which (hypothetical) constraint re-
rankings are required to make a given structure optimal. This information can then
be used to compare structures with respect to their degree of grammaticality. (Note
that the re-rankings are not actually carried out—we are dealing with an adult gram-
mar, which can be assumed to be stable and should not be modified in the face of
ungrammatical data.)

To provide an account of gradient grammaticality, we can now postulate that
the degree of grammaticality of a structureSdepends on the number and type of re-
rankings required to makeSoptimal, as computed by step (8c). Such a re-ranking
model offers the necessary flexibility to accommodate the experimental findings on
constraint ranking and constraint interaction in OT:

• The re-ranking model allows to determine the relative grammaticality of ar-
bitrary structures by comparing the number and type of re-rankings required
to make them optimal. Comparisons of grammaticality are not confined to
structures in the same candidate set, which accounts for the fact that subjects
can judge the relative grammaticality of arbitrary sentence pairs.

• It seems plausible to assume that some constraint re-rankings are more seri-
ous than others, and hence cause a higher degree of ungrammaticality in the
target structure. This assumption allows to model the experimental findings
that some constraint violations lead to a higher degree of ungrammaticality
than others. The experimental data justify two types of of re-rankings, cor-
responding to the soft and hard constraint violations discussed in section 3.
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• Another assumption is that the degree of grammaticality of a structure de-
pends on the number of re-rankings necessary to make it optimal: the more
re-rankings a structure requires, the more ungrammatical it becomes. This
predicts the cumulativity of violations that was found experimentally both
for soft and for hard constraints.

5 Discussion

5.1 Alternative Approaches
One alternative model of gradience, the naive model, was already discussed in sec-
tion 4.1. Müller (1998) develops a variant of the naive model that confines gra-
dience to constraint subhierarchies. While this approach avoids the prediction of
bogus grammaticality distinctions, it fails to account for the cumulativity of con-
straint violation. Furthermore, M¨uller’s (1998) account is based purely on intuitive
judgments, which is likely to be an unreliable way of obtaining gradient data (Bard
et al. 1996; Cowart 1997; Sch¨utze 1996).

Hayes (1999) puts forward another approach to gradience in OT based on
the concept of strictness bands. In this framework, a constraint may carry a strict-
ness bands that specifies possible variation in the ranking of the constraint, and the
loss of grammaticality that is associated with this variation.5 Hayes (1999) provides
an algorithm that assigns a degree of grammaticality to a given structure based on
which strictness bands (re-rankings) were involved in generating it.

The distinction between hard and soft constraints can be accounted for
straightforwardly in Hayes’s (1999) model: soft constraints carry strictness bands,
while hard ones do not. Thus a soft violation will lead to an intermediate degree of
grammaticality as specified by its strictness band, while a hard violation will result
in maximal ungrammaticality (no re-ranking is possible in the absence of a strict-
ness band), However, the cumulativity of constraint violations cannot readily be
accommodated by Hayes’s (1999) approach. We could extend his approach so that
the computation of the grammaticality of a given structure takes into account how
many re-rankings are required for generating it. This, however, captures the cumu-
lativity of soft constraint violations only; hard violations do not lead to re-rankings,
and hence their cumulativity remains unexplained.

5.2 Open Questions
The re-ranking model offers a general way of dealing with degrees of grammati-
cality in OT, based on concepts that are independently motivated in OT learnability
theory. However, a number of open questions remain.

An obvious problem concerns the cumulativity effect: if we assume that the
degree of grammaticality of a given structure depends on the number of re-rankings
it requires, then this naturally predicts that constraint violations are cumulative.
However, this only holds for multiple violations of different constraints (requiring
different re-rankings that are counted separately). Multiple violations of the same
constraint, however, can be dealt with by a single re-ranking, and hence we fail
to predict a cumulativity effect here. This does not seem to be in accordance with
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the experimental facts: Chapman (1974) found a cumulativity effect for multiple
violations of the same constraint (note 3).

Another problem concerns the case of unmarked competitors. Algorithm (8)
demotes the constraints violated bySbelow the ones violated by a given competitor
S′, so thatSbecomes optimal (step (7c)). The degree of grammaticality ofSdepends
the type and number of re-rankings required in this demotion process. Constraint
demontions is impossible, however, if the competitorS′ is completely unmarked,
i.e., if it incurs no constraint violations at all.

5.3 Future Directions
On the positive side, a re-ranking model provides a natural way of accounting for
free variation, viz., by complementing the existing types of re-rankings (hard and
soft) with a third type: free re-rankings, which we assume not to affect grammat-
icality. A structure that requires only free re-rankings to become optimal is fully
grammatical, and hence is an optional realization of the input. (In other words, all
candidate structures that require no or only free re-rankings are in free variation
with each other).

Another interesting point is that the concept of constraint re-ranking can
also be used to model the relative frequency of forms that are in free variation;
serveral relevant models have been put forward in the OT literature (Anttila 1997;
Boersma 1997; Hahn 1998; Hayes and MacEachern 1998). It seems highly desir-
able to provide a uniform account of gradience and frequency, two related forms of
numeric information in the grammar.6 We leave it to future research to determine
how frequency information can be integrate into the re-ranking model proposed in
the present paper.

6 Conclusions

This paper used experimental data on gradient grammaticality for a double purpose:
firstly, to lend plausibility to the concepts assumed in OT, and secondly, to devise
an explicit model of gradience based on these concepts. Our main claims can be
summarized as follows:

• OT’s assumptions about constraint ranking and constraint interaction can be
validated by testing their compatibility with experimental data. Experimen-
tal data on gradient judgments are particularly suitable for such a valida-
tion, as they allow to investigate the relative grammaticality of suboptimal
linguistic structures.

• Experimental findings show that two types of constraints can be distin-
guished: soft and hard ones. Violations of soft constraints are judged as
significantly less serious than violations of hard constraints.

• There is evidence that constraint violations are cumulative, i.e., that the de-
gree of ungrammaticality increases with the number of constraints violated.
Also, the effect from constraint type (hard or soft) can be shown to outweigh
the cumulativity effect.
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• These findings provide limited support for OT’s notions of constraint rank-
ing and constraint interaction, including the concept of strict domination.

• OT can be extended to provide an explicit account of gradient judgment
data (instead of just being compatible with it). However, a naive model of
gradience that equates relative grammaticality with relative optimality is not
compatible with the experimental findings.

• A plausible model of gradience can be devised based on the concept of se-
lective constraint re-ranking. This approach, which is grounded in OT learn-
ability theory, predicts the cumulativity of constraint violations, and allows
to model the distinction between hard and soft constraints found experimen-
tally.

Notes

1A simple alternative approach to constraint interaction would be the summation of violations:
the structure that incurs the least number of violations is optimal. Such an approach would not
necessarily require the ranking of constraints; it could just count the number of violations of each
candidate, no matter how serious they are.

2Only two levels per factor were included: RF0 (who) and RF1 (how many N), MV0 (state verb)
and MV1 (activity verb), DF0 (a picture) and DF1 (the picture).

3A similar result was obtained by Chapman (1974), who investigated two types of violations
(selectional restrictions and subcategorization requirements). He found an effect of number of vio-
lations, but not of type of violation. Chapman’s (1974) study differs from the ones reported here in
that he investigated multiple violations of the same constraint.

4This is particularly implausible as the fact that soft constraints are ranked higher than hard
constraints entails that this ranking is subject to crosslinguistic variation. Intuitively, however, we
would expect hard constraint (such as agreement) to be hard in all languages. (The case is less clear
for soft constraints, whose status might well vary across languages.)

5Strictness bands seem a rather ad hoc concept at first, but it might be possible to motivated them
with results from learnability theory. The alternative OT learning algorithm developed by Boersma
(1997, 1999), for instance, assumes a stochastic constraint evaluation mechanism that is conceptu-
ally similar to Hayes’s (1999) strictness bands.

6Frequency and gradience are related, but separate grammatical concepts, as argued extensively
by Keller (1996a).
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