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Abstract

Probabilistic expectations and memory limitations ardrefactors governing the real-time comprehension of irztu
language, but how the two factors interact remains poortietstood. One respect in which the two factors have come
into theoretical conflict is the documentation of babality effects, in which more dependents preceding a governing
verb increase processing difficulty at the verb, antl-locality effects, in which more preceding dependents facilitate
processing at the verb. However, no controlled study hasiqusly demonstrated both locality and anti-locality ef-
fects in the same type of dependency relation within the danguage. Additionally, many previous demonstrations
of anti-locality effects have been potentially confoundéth lexical identity, plausibility, and sentence positidiere,

we provide new evidence of both locality and anti-localiffgets in the same type of dependency relation in a single
language—verb-final constructions in German—while coritrglfor lexical identity, plausibility, and sentence posi-
tion. In main clauses, we find clear anti-locality effectithwhe presence of a preceding dative argument facilgatin
processing at the final verb; in subject-extracted relatigeses with identical linear ordering of verbal depenslent
we find both anti-locality and locality effects, with prosesy facilitated when the verb is preceded by a dative argu-
ment alone, but hindered when the verb is preceded by botletivee argument and an adjunct. These results indicate
that both expectations and memory limitations need to bewted for in any complete theory of online syntactic
comprehension.

Introduction

A large body of experimental evidence in psycholinguisticdicates that the human sentence processor is able
to build up expectations about upcoming linguistic matdsésed on the input it has received so far, and that these
expectations can influence both real-time comprehensibavier and its neural correlates (Ehrlich & Rayner, 1981;
Kutas & Hillyard, 1980, 1984; Tanenhaus, Spivey-Knowlt&berhard & Sedivy, 1995; Altmann & Kamide, 1999).
Although earlier work documenting these effects focuseachgrily on expectations at the lexical level, more recent
work has provided evidence for expectations at the leveytiastic constituency on the basis of grammatical analysis
of prior linguistic content (Lau, Stroud, Plesch & Philljg&006; Staub & Clifton, 2006; Staub, Clifton & Frazier,
2006; Jaeger, Fedorenko, Hofmeister & Gibson, 2008; LesgipFenko, Breen & Gibson, 2012).

A patrticularly clear example of how online processing casherply modulated by fine-grained differences in the
grammatical structure of preceding context is provided byikczny & Dbring (2003), who investigated verb-final
structures in German such as (1) below:

Q) a. DieEinsicht,dassderFreunddes Kunden dasAuto aus Plastik/Freudeverkaufte,
Theinsight, that thefriend theGEN custometthe automobileout of plastic/joy  sold,
erheitertedie Anderen.
amused theothers.

“The insight that the friend of the customer sold the autoiteofmade of plastic/out of joyamused the
others.”

b. Die Einsicht,dassderFreunddem Kunden dasAuto aus Plastik/Freudeverkaufte,
Theinsight, that thefriend theDAT customethe automobileout of plastic/joy  sold,
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erheitertedie Anderen.

amused theothers.

“The insight that the friend sold the customer the autongofihade of plastic/out of joy amused the
others.”

The preceding contexts in (1-a) and (1-b) differ by only andein a single charactersversusm—but this difference
dramatically changes the grammatical structure of theesert in (1-a)des Kunderis a genitive postmodifier of the
nounFreund whereas in (1-b)dem Kunders a dative dependent of the subordinate wegtkaufte Intuitively, en-
countering a preverbal dative constrains the argumerttstieliof the yet-to-be-seen subordinate verb, which singrpe
expectations about bothhenthe verb will appear andhatit will turn out to be when it appears (Konieczny, 1996;
Levy, 2008a). Konieczny & Dring (2003) found evidence supportive of this intuitioraiffiree-reading eye-tracking
experiment: regression-path durations (the time elapsegden first fixation on a word and the first fixation beyond
it) were shorter foverkauftein the verbal-dependent condition (1-b) than in the nordegdendent condition (1-a).
However, it was not simply thpresenceof more preverbal dependents that triggered this expeatdised facilita-
tion: Konieczny & Doring also manipulated thgpe of PP immediately preceding the subordinate verb, comgazin
PP post-modifying the preceding NP, suchaas Plastik with a preverbal PP modifier, such ass FreudeThis ma-
nipulation did not have a significant effect on reading bé&raKonieczny & Doring’s 2003 study therefore provides
evidence for expectation-based facilitation, but onlyivd=t from complements of the verb, not for modifiers such as
PP adjuncts which intuitively place much less constrainthengoverning verb than complements do.

Such effects are sometimes referred t@as-locality effects, because they run contrary to common assumptions
regarding the processing cost incurred when the senteoegsor has to complete dependency relations between
previous input and the word currently processed—in the chéB ,ahe dependencies between the weetkaufteand
its subjectder Freundand objectdas Autg plus the indirect objeadem Kunderand/or the adjuncius Freuden the
appropriate conditions. The theories most closely assmtiaith these notions of dependency-completion procgssin
cost are Dependency Locality Theory (DLT, Gibson 2000; @evd Gibson 2005; also known as Syntactic Predic-
tion Locality Theory, Gibson 1998) and Similarity-basetelfierence (SBI, Gordon, Hendrick & Johnson 2001, 2004;
Gordon, Hendrick, Johnson & Lee 2006; Lewis & Vasishth 200&yis, Vasishth & Van Dyke 2006; Van Dyke &
Lewis 2003). In DLT, dependency completion involvesitegration costdetermined by the number and distance of
the dependents that precede the current word. In SBI, vatrid preceding dependents is a precondition for depen-
dency completion, and this retrieval process is subjetttirferencefrom similar constituents elsewhere in previous
input. To go into slightly greater detail regarding thespatelency completion cost theories: in standard DLT theory,
the integration cost for each preceding dependent is egttaéthumber of discourse referents (effectively, the numbe
of NPs) intervening between the dependent and the curremt;\aad total integration cost is the sum of integration
costs across all previous dependéniis.(1-b), for example, the integration costarkauftewould be 2 units greater
than in (1-a), sincéem Kunderis a preverbal dependent only in (1-b), and two discoursereets intervene between
it and the clause-final verb. Both theories thus predictligcaffects for examples like (1): adding the dative NP
should make processing more difficult, rather than easignghat an additional dependent has to be integrated at the
subordinate verb.

Substantial evidence has been adduced for locality effacEnglish (see Gibson 1998, for an overview), and
more recent evidence has suggested the presence of stoatfityleffects in the processing of Chinese relative clause
(Hsiao & Gibson, 2003) and Russian relative clauses (LeggoFenko & Gibson, 2011). However, locality effects
have been elusive in many other languages, including Gerdapanese, and Hindi, wheaati-locality effects of
the type found by Konieczny & Bring have been reported (Konieczny, 2000; Nakatani & Gib&008; Vasishth
& Lewis, 2006): adding a preverbal dependent facilitateearathan hinders processing at the clause-final verb. A
locality-based interpretation of the Konieczny &ing results might be that the traditional method of qusimtg
integration cost is wrong. For example, perhaps the totegnation cost at a final verb should be taken to be the
maximunof the integration costs of each preceding dependent,rithe thesum—a measure that would be natural

1The predictions of SBI would be qualitatively similar in thases examined in this paper, but precise quantification is cuonglex due to its
dependence on the similarity-space representations afrdfticuents involved. For simplicity, we therefore use Dhiegration costs to exemplify
predictions that we would expect to hold of both theories.



if integration of preceding dependents were assumed tordaquarallel rather than serially. On this view, the total
integration costs in (1-a) and (1-b) should be identicalcsder Freundincurs the highest integration cost of any
preverbal dependent at its governing verb, and is sepdratadt by the same number of discourse referents. However,
the data of Konieczny (2000) speak against this possibAlityong other conditions, Konieczny had participants read
sentences of the following form:

(2) a. Erhatdie Rosehingelegt, und...
He hastherose laid_down,and. ..
“He put down the rose, and ...”
b. Er hatdie Roseauf denTischgelegt,und. ..
He hastherose on the tablelaid, and...
“He put the rose on the table, and ...”

Here,die Rosdor Er, if it is considered dependent on the particifhén)gelegtrather than on the auxiliattyat) is the
most distant dependent from the final participial vérm)gelegt and is separated from the governing verb by more
discourse referents in (2-b) than in (2-a). Hence both marinand total integration costs are higher in (2-b) than
in (2-a). Contra the predictions of DLT and SBI, Koniecznuifid shorter reading times on the final participial verb
in (2-b) than in (2-a). However, there are several cruciafgonds in Konieczny’s 2000 study: the participial verb'’s
position within the sentence and the identity of the immigdygpreceding word—both of which are believed to affect
reading times (Mitchell, 1984; Ferreira & Henderson, 1998ary across conditions, and in many items, such as the
one in (2), the participial verb itself varied across coioditas well. Furthermore, neither the Konieczny (2000) her t
Konieczny & Ddring (2003) studies controlled for sentence plausibilitiiich also are known to affect reading times
under some circumstances (Traxler & Pickering, 1996; NailC& Shankweiler, 1996; Garnsey, Perlmutter, Meyers
& Lotocky, 1997; Rayner, Warren, Juhasz & Liversedge, 2004)

A conclusive account of the presence or absence of locdfigts in German is thus still lacking, but would be
of considerable interest given the combination of locaditd anti-locality results across multiple experiments in a
variety of languages. There have been some recent signswbatwithin a single language, an adequate sentence-
processing mechanism must be able to account for both tpeadd anti-locality effects in verbal processing: Jaeger
et al. (2008) demonstrate anti-locality effects at verbEmglish, and Demberg & Keller (2008a) found evidence for
both locality and expectation effects in an eye-trackingpas of English newspaper text. However, it has not been
previously demonstrated in controlled experiments thah bacality and anti-locality effects can arise in a single
syntactic dependency configuration in a single languageh &uinding would provide even stronger evidence that
a complete model of human sentence processing must be adbtedant for both types of effects. We report such a
finding in this paper, showing that both locality and expgotaeffects can be found in clause-final verbs in German.
The key difference between our results and previous work em@n verbal processing is that we find that locality
effects are only detectable at much higher levels of menwmag than have previously been studied. In this situation,
both locality and anti-locality effects may manifest thestes simultaneousky.

Experiment 1

The design of our first experiment is qualitatively similarthat of Konieczny (2000) and Konieczny &dfing
(2003)—investigating the effects of adding preverbal déeets varying in predictive value to a verb-final clause—but
eliminates several confounds present in previous worludhicg identity of the critical verb and the words immedi-
ately preceding it, position of the critical verb within teentence, and plausibility. Furthermore, we constructed o
materials so that memory loads would be much higher than éas bsed in previous experiments on verb-final pro-
cessing in any language, intuitively maximizing the oppoity of finding locality effects. The materials of Koniegzn
& D 6ring (2003), for example (see (1)), did not include a strovegnory load manipulation: by the DLT metric (Gib-
son, 2000), the dative N&em Kundenncurs an integration cost of two at the main verb, as thezevao discourse

2Since first submission of this work we have become aware of tegenk by Vasishth & Drenhaus (2011), who also present evidesuggesting
locality effects on German verbs. These empirical results ¢emgnt our own, and our theoretical interpretation is brpadmpatible with that of
Vasishth & Drenhaus.



referents intervening between the dative NP and the \aab Autoandaus Freudeor aus Plastif. Furthermore, the
integration of the verb-modifying adjunatis Freudéncurs an integration cost of zero, as it is directly adjaterthe
verb it needs to be integrated with, resulting in a distarfam3 It follows that the dative and the adjunct NP in (1)
only trigger a relatively small change in integration casiy additional units); this could be the reason for the absen
of locality effects in Konieczny & Bring’s 2003 study. It seems possible that locality effenight become visible

in an experiment that increased the number of intervenisgotirse referents more drasticdli@ur design picks up
on this idea, and can be illustrated using the simplified gtamin (3). We manipulated two factors: the presence of
a dative NP such agdem Sohrf“the.DAT son”) in the subordinate clause, and the presence of a PRcdiodifying

the verb such agur Ahndung(“as payback”). The resulting sentence contains neithemttive nor the adjunct as
in (3-a), or just the adjunct or just the dative as in (3-b) éhd), or both as in (3-d).

) a. Handatden FuRballversteckt.

Hanshasthe Acc football hidden.
“Hans hid the football.”

b. Hanshat zur Ahndungden FuBballversteckt.
Hanshasas payback the Acc football hidden.
“Hans hid the football as payback.”

c. Hanshatdem Sohnden Ful3ballversteckt.
HanshastheDAT son theacc football hidden.
“Hans hid the football from the son.”

d. HanshatzurAhndungdem Sohnden FuRballversteckt.
Hanshasas payback theDAT son theAcc football hidden.
“Hans hid the football from the son as payback.”

Critical to the design of this and previous experiments om@ verbal processing is that most clausewarb-final
relatively early in the reading of the sentence, the comgmdhr obtains sufficient information to infer that the ckaus
will end with a verb (possibly participial, depending on fireceding syntactic context). In the case of the sentences
in (3), the key piece of information is the use of the secoasi{pn auxiliary verkhat, which is a strong sign that the
clause is in the present perfect tense, which requires afirebparticiple®

As it stands in (3) above, there is a potential confound is dlgisign: the four versions of the sentence vary in the
length of the material preceding the participial verb (wpemt locality or expectation effects to appear on this verb)
Previous results have indicated that the reading time of @ wtay be correlated with its position in the sentence
(Ferreira & Henderson, 1993; Demberg & Keller, 2008a), Wwhicould confound any findings that adding material
can speed processing a subsequent verb (and which migadradmfound previous reports of anti-locality effects
such as Konieczny, 2006)We address this confound by including additional materiatpding the main clause: a
subordinate clause with a dative-taking optionally disitive verb. This allows us simply to move the dative comple-
ment and/or the PP adjunct from the main clause to the sulaiedtlause to achieve the appropriate configuration for
each condition.

The qualitative predictions for this experiment are illagtd in Figure 1. The left panel of this figure graphs the
schematic pattern of results that we expect to observe uhdaxpectation-only hypothesis. As we add more phrases
to the main clause, processing becomes easier, as the raageaclerb becomes more and more expected. Hence (3-a)

3Note that an earlier version of DLT (Gibson, 1998) assumesthieadiscourse referent of the dependent being integratats® counted for
integration cost purposes, i.e., two intervening disceuederents results in an integration cost of three, etchérpresent exampleem Kunden
would therefore incur an integration cost of three and Freudewould incur an integration cost of one. The difference betwne two variants of
DLT could be important for verb-final languages, which (ueliknglish) can be expected to have a larger number of integsaéit verbs (two for
transitive verbs, three for ditransitive ones, etc.), iegdo high integration cost predictions in the 1998 versibthe theory.

4Itis also conceivable that increasing the number of intégmatis more important than increasing the length of the imtiégms; current versions
of DLT treat the two as equivalent, but this is not a given.

5In the simplified example (3-a), there is a temporary ambiguithghat previous to readingerstecktthe auxiliary verthat could be misin-
terpreted as being a simple-present possessive verb, ghengentence the meaning “Hans has the football.” In our belyerimental materials,
however, the contents of the sentence-initial subordidaigse rule out this interpretation nearly categoricalge (4) for a full example item.

e note in passing that this relationship between sentensitiqn and reading time is not universally agreed upon; aeg, Vasishth (2003).



Reading time
Reading time

L L L L L L L L
dat=sub dat=sub dat=main dat=main dat=sub dat=sub dat=main dat=main
adj=sub adj=main adj=sub adj=main adj=sub adj=main adj=sub adj=main

Figure 1: Predictions for Experiments 1 and 2: Left paneleexgtion-only hypothesis; right panel: locality-only logpesis.

Reading time

L L L L
dat=sub dat=sub dat=main dat=main
adj=sub adj=main adj=sub adj=main

Figure 2: Predictions for Experiments 1 and 2: interactiopdifzesis.

(neither dative nor adjunct in the main clause) should bdéstrto process, while (3-d) should be easiest (both dative
and adjunct in the main clause). (3-b) and (3-c) should beetwéen (one phrase in the main clause). To the extent
that dative NPs and PP adjuncts turn out to have differemligtiee strength for the clause-final verbs in our materials
however, adding each may have a facilitative main effeciftérént strength.

The right panel of Figure 1 illustrates the schematic pattérresults expected under a locality-only hypothesis:
processing becomes more difficult as we add more phrase® tm#lin clause, because these phrases have to be
integrated at the main-clause verb. We would thereforeaf3ea) to be least difficult, (3-d) to be most difficult, and
(3-b) and (3-c) to be of intermediate difficulty. To the extdrat locality effects from multiple preverbal dependesci
are non-additive, the precise predictions regarding reptime in the hardest main/main condition may differ from
the schematic depiction of Figure 1.

The results of Konieczny (2000) and Konieczny &iihg (2003) provide some support for the expectation-only
hypothesis, as no locality effects were found in their ekkpent. However, at the beginning of this section, we con-
jectured that they may have failed to find locality effectsdese their stimuli did not involve a large enough memory
load. If large memory load is required to override expeotatffects, then locality effects would be likely to kick
in only in the last condition, in which the dative and the adjuphrase are both in the main clause and have to be
integrated. In this case, the experiment should show areictien of expectation and locality effects, leading to the
pattern of results schematically depicted in Figure 2. Qs httern, reading time should decrease if only one of the
dative or adjunct appears in the main clause, but shouldistesame or increase if both of them are in the main clause.

Corpus Analysis
In order to verify that probabilistic expectations shouldeed predict the patterns described above, we conducted
a corpus analysis of German main clauses to determine thetefdf preverbal dative and adjunct dependents on



NPAcc NPDAT NPAcc PP NPacc PP NPbAT NPAcc
P(w; = participial vertwy _j_1) 0.546 0.756 0.504 0.727
Support 1915 78 603 11

Table 1: Conditional probabilitieB(w; = participial verbwy _j_1) for Experiment 1 syntactic configurations, as estimated fre® $earches in the
combined NEGRA and TIGER corpora.

expectations about the final verb. These expectations anllysbe divided into expectations about (ihetherthe
verb will appear next at any point in online comprehensiow, @) if the final verb is the next wordyhatverb it may
be. In the language of probability theory, these expeatataan be described as

(i) P(w; = participial verbhwy_j_1)
(i) P(wj|lwy_j_1,w; = participial verh

The type of corpus data most useful for estimating theseghitibes is hand-parsed data such as the NEGRA and
TIGER treebanks of German newspaper text (Brants, Skut &aisit, 1999; Brants, Dipper, Hansen, Lezius &
Smith, 2002). Unfortunately, insufficient data are avdéab easily estimate word-specific probabilities (ii) abdor

the range of experimental materials we used (our choicertitjgaal verbs was heavily constrained by the requirement
that they be optionally ditransitive). Intuitively, howay it seems fairly clear that adding a dative to the mainsgau
should sharpen online expectations in the direction of tréigpial verbs appearing in our experiment: without the
dative, the argument-structure constraints placed on tia¢ ¥erb by its preceding dependents simply limit it to the
relatively large set of transitive verbs, whereas addiegitteverbal dative NP restricts the final verb to the conalalgr
narrower set of ditransitive verbs. Likewise, it seemdyaitear that adding a PP adjunct should not place as strong a
constraint as a dative NP on verb identity, since any verhjéstito the relatively general semantic constraints iredos
by the adjuncts we use) can take an adjunct.

We can, however, use corpus data to estimate (i), the probabiy the next word in a sentence will be a verb,
using the syntactic annotation from hand-parsed data. dhugon the constituency structure of the main clausal
constituents, we conducted tree searches in the combin&RAENd TIGER corpora for syntactic configurations in
which a second-position finite auxiliary is followed (notcessarily immediately) in its clause by an accusative NP,
with a PP adjunct and/or dative NP possibly preceding thesattre NP in that order; and for extensions of these
syntactic configurations in which the accusative NP is imiatetly followed by a participial verb. These searches
(explained in fuller detail in Appendix A) were used to cortmuelative frequency estimates of probability (i); the
results are given in Table 1. Fisher’s exact test indicdias ¢onditional verb probability is significantly higher in
the dative+accusative-preceding condition than in theisative-preceding and PP+accusative-preceding conslitio
(p < 0.001 in both cases); few examples were found in the PP+datoe1sative-preceding condition, but the limited
data that are available suggest that its behavior is sinal#te dative+accusative-preceding condition. Thesdtsesu
provide corroboratory evidence for the qualitative natofr¢he expectation-based predictions given in the previous
section.

Method

Participants. Twenty-eight native speakers of German resident in Edgtbwere paid to participate in the experi-
ment.

Stimuli. Thirty-two experimental items were constructed. Each aioietd a subordinate clause followed by a main
clause, both of which were headed by dative-selecting paliy ditransitive verbs. In the subordinate clause, the
verb was in simple past tense; in the main clause, the verlinmh® present perfect forinat . .. participle so that

it was clear after reading of the first few words of the mairuskathat it would end with an obligatory participle.
For simplicity, we refer to this final participle as the “ctamifinal verb” or just the “final verb”. We manipulated two
factors: the position of a dative NP (subordinate or maius#d and the position of a PP adjunct (subordinate or
main clause), and designed each sentence so that all foitioposys of the two phrases would result in as natural a
sentence as possible. The final verb was followed by a combiigétory in German prescriptive grammar) and then
by a conjoined participial verb phrase, the beginning ofchtserved as a spillover region (deata Analysi3.



(4)

In order to ensure high memory load and thus maximize theagtanf observing any underlying locality effect at
the clause-final verb, we used long dative NPs and long PRetgjieach of which introduced two discourse referents.
A set of example stimuli is given in (4):

a.

NachdenderLehrer zur zustzlichenAhndungdesmehrfacherehlverhaltenglem ungezogenen
After theteachems additional paybackfor multiple  wrongdoings the.DAT naughty
Sohndes fleiBigen Hausmeistersden Strafunterricht verhangte hat HansGerstner

son the.GEN industrious janitor theAcc detention.classemposed, hasHansGerstner

den FulRballverstecktunddamitdie Sachebereinigt.

theacc footballhidden, andthus theaffair corrected.

“After the teacher imposed detention classes on the nauggrtyof the industrious janitor as additional
payback for the multiple wrongdoings, Hans Gerstner hiddlegball, and thus corrected the affair.”
NachdenderLehrer dem ungezogenersohndes fleiBigen Hausmeistersden

After theteachethe.DAT naughty son the.GEN industrious janitor theacc
Strafunterricht verhangte hat HansGerstnerzur zusitzlichenAhndungdesmehrfachen
detention.classémposed, hasHansGerstneras additional paybackfor multiple

Fehlverhaltenslen FuRballverstecktunddamitdie Sachebereinigt.

wrongdoings theacc footballhidden, andthus theaffair corrected.

“After the teacher imposed detention classes on the nawggimtyf the industrious janitor, Hans Gerstner
hid the football as additional payback for the multiple wgdnings, and thus corrected the affair.”
NachdenderLehrer zur zusatzlichenAhndungdesmehrfacherFehlverhaltenglen

After theteachems additional paybackfor multiple  wrongdoings theacc

Strafunterricht verhangte hat HansGerstneidem ungezogenerSohndes fleiBigen
detention.classémposed, hasHansGerstnethe.DAT naughty son the.GEN industrious
Hausmeistersden FulR3ballverstecktund damitdie Sachebereinigt.

janitor theacc footballhidden, andthus theaffair corrected.

“After the teacher imposed detention classes as additipengback for the multiple wrongdoings, Hans
Gerstner hid the football from the naughty son of the indosg janitor, and thus corrected the affair.”
NachdenderLehrer den Strafunterricht verhangte hat HansGerstnerzur zusitzlichenAhndung
After the teachetthe Acc detention.classeémposed, hasHansGerstners additional payback
desmehrfacheriehlverhaltenglem ungezogenerSohndes fleiBigen Hausmeisters

for multiple  wrongdoings the.DAT naughty son the.GEN industrious janitor

den FuRballverstecktunddamitdie Sachebereinigt.

theacc football hidden, andthus theaffair corrected.

“After the teacher imposed detention classes, Hans Gersiti¢he football from the naughty son of the
industrious janitor as additional payback for the multipi®ngdoings, and thus corrected the affair.”

The critical region used for analysis was the verb of the mkinse yersteckin this example). Note that the memory
load at this point is now quite considerable: in DLT terms,éwample, in the most extreme condition (example (4-d))
there is an integration cost of four for the PP adjunct (asettage four intervening discourse referents) and two
for the dative object, resulting in a total additional cds¢yond that in (4-a)) of six, as opposed to the additional
cost of two in (1) from Konieczny & Bring (2003). Additionally, this design rules out a numbé&confounds that
have been present in previous work, ensuring that the sesgesre of the same length across all conditions; that
exactly the same words precede the critical region (thoogtifferent orders) across conditions, so that position in
the sentence is identical across conditions; and that ttieatregion and immediately preceding words are the same
across conditions.

General note on statistical data analysi§Ve used mixed-effects regression models (often calle@idbical or multi-
level models Pinheiro & Bates, 2000; Gelman & Hill, 2007; Baa, Davidson & Bates, 2008) for analysis of all
behavioral data in these studies, ustmwidely-adoptedme4 package (Bates, 2011). Mixed effects models have the
advantage of allowing the simultaneous consideration dfgiaants and items as random factors in a single analysis,
thus avoiding the need for separ&eandF; and MinF’ analyses. Moreover, mixed-effects models are robust in the



face of missing data, a situation that is common in eye-trackesearch. For continuous data, including plausibility
ratings and reading times, we used linear mixed-effectessipn (LMER; Baayen, 2008; Baayen et al., 2008). For
categorical data, including Cloze continuation resultsl first-pass regression and skip-rate data in the eye-mavem
studies, we used mixed-effects logistic regression (Ja@€§88). This is necessary because the trial-by-trial ftata
these measures corresponds to a binary response var@abldith standard LMER—which assumes that the response
variable is normally distributed around the predicted meamuld be inappropriate (see Baayen 2008, p. 215).

In all analyses we adopt maximal random effects structasdydling random slopes for all main effects and inter-
actions. Failing to include random slopes in models whertyaimey data with considerable underlying idiosyncratic
by-participants or by-items differences can lead to typeroes in the inferences on fixed effects (see, e.g., Roland,
2009; Barr, Levy, Scheepers & Tily, 2011, for discussiorhud for a reading-time measure, for exmaple, the for-
mal specification of our model in Rime4 package would be ~ dat * adj + (dat * adj|participant) +
(dat * adij|item) . Models are fitted using maximum likelihood (ML; Pinheiro &at&s, 2000) for linear models,
Laplace-approximated maximum likelihood for logit models

The significance of LMER model coefficients is often detemdifased omighest posterior densitgonfidence
intervals computed using Markov chain Monte Carlo (MCMCngting (see Baayen 2008, p. 270). However, this
approach is not available withime4 for models with random slopes or for mixed logit models. éast, we reporp-
values based on normal-approximation interpretation@f-gtatistic conventionally used in linear regression asialy
(this interpretation is suggested by Baayen et al., 2008 Barr et al. 2011 show that it is only minimally anticon-
servative for psycholinguistic datasets such as ours, aoré gonservative than traditional by-subjects and by-gtem
ANOVA), and for mixed logit models we repop-values based on the WaHstatistic conventionally used in logistic
regression analysis. In all analyses, we center all fixegceffaround their means, which minimizes collinearity in
analyses of balanced datasets such as ours, and makes faais ®iflly interpretable even in the presence of interac-
tion terms.

Occasionally we make use of model comparision to assesshaiicluding additional variables signficantly
improves model fit. For this we use a likelihood ratio test emaluate significance against tgdistribution, taking
as the degrees of freedom the difference in number of paesambetween the two successive models (see Baayen
2008, p. 276). This comparison takes into account the nuwiygarameters of each model and is meant to select the
model that gives the most economical and accurate accotin¢ @mpirical data.

Pretests. It is possible that adding and removing dative complememt#sRP adjuncts changes the plausibility of the
sentences constructed for this experiment. Prior to cdimyuour reading study, we therefore normed our materials
for plausibility in two ways, both to minimize the discregarin plausibility across conditions and to use plausipilit
ratings as a predictor in trial-level data analysis. The fimm, forglobal plausibility, proceeded as follows. As we
were primarily interested in reading behavior at the aitierb {ersteckin (4) above), we presented versions of our
sentences ending in a period immediately after the critieab, discarding the finalnd damit. . .phrase but leaving
the rest of the sentence untouched. Sixty-one native Gespeakers rated the plausibility of our experimental items
in this form on a scale of 1 (least plausible) to 7 (most plale3i The 128 experimental sentences (32 items in four
conditions each) were divided into four lists, such thathd#t contained exactly one condition of each item, and in
any given list, each condition occurred the same numbenuddi(Latin square design). Each list was combined with
the same 21 fillers; a separate randomization was generateddh participant. We constructed seven of the fillers to
be uncontroversially plausible sentences, seven to iev@highly implausible relationship between a sentend&ini
subordinate clause and the main clause, and seven to inviglaions of the main verb’s argument structure. The
pretest was administered over the web using WebExp (K&lgnasekharan, Mayo & Corley, 2009).

The mean rating of the plausible fillers was 6.23; of the imagilale clause-relationship fillers, 1.96; and of the
argument structure violations, 1.67. This wide range iaigis that participants made robust distinctions of plalitgib
for uncontroversially good and bad stimuli. We then usedplagisibility ratings for the experimental materials to
select the sentences to be used in the subsequent eyawyatisdy. An analysis of the mean judgments per item
indicated that one item had an untypically low mean ratin@.80, compared to the global item mean of 4.52. We
discarded this item, together with the seven items exhipithe greatest dative penalty (defined as the difference
between the mean scores in the subordinate-clause dativaain-clause dative conditions). This yielded a final set
of 24 items with the mean ratings per condition listed in €blline 1).



Table 2: Mean by-item plausibility ratings per conditiom the pretests for Experiment 1; reduced data set with 24 it&hms factors are: dative
position (dat) and adjunct position (adj), each with the teu@ls main clause and subordinate clause.

dat=sub dat= main
adj=sub adj=main adj=sub adj=main
Rating, full sentences 4.54 4.56 4.73 4.70
Raw rating, single clauses 6.06 5.01 5.39 5.04
Length-adjusted rating, single clauses 6.26 5.41 5.79 5.64

Table 3: Plausibilities of fillers in single-clause pladsii norming studies.

Filler type long medium short
Plausible 602 642 638
Slightly implausible 415 502 454
Implausible A2 412 394
Very implausible 153 164 196

An LME analysis on this set showed no significant effect ofuadf position { = —0.019) and no interaction
of adjunct and dative positiort & 0.343). There was, however, a significant effect of dative tposift = 2.295).
This effect was small, with a mean dative penalty of .16. Werdit expect that reading times would be affected by
such a small difference in plausibility—an expectation thas borne out, as will be seen in tResultsection—and
therefore included all 24 of these final items in the eyekirag study (see Appendix B for the full item set).

Our second norm was for local thematic plausibility of oupestmental items, with only the critical clause pre-
sented as an independent sentence (dans Gerstner hat den Ful3ball verstefilt (4-a)). Since sentence length was
not controlled in this norm, we systematically varied san&elength among fillers (including lengths 6, 12, and 18)
to determine what effects sentence length on its own mighe ba plausibility judgments. The fillers (24 in all) were
also written to achieve plausibility varying among catég®iplausible, slightly implausible, implausible, andyer
implausible. We collected plausibility ratings from 24 imatGerman speakers recruited through Amazon.com’s Me-
chanical Turk in exchange for cash compensation. Mean filmrsibilities are shown in Table 3; LME analyses with
maximal random effects structure recovered a significarni reffect of plausibility category and a significant linear
main effect of length (as measured in number of words). Fpeemental items, in addition to raw plausibility scores
we computed length-adjusted plausibility scores by suahitrg the estimated effect of length (as measured from the
regression model for fillers) from raw plausibility scor&ath raw and length-adjusted mean plausibility scores are
presented in Table 2 (lines 2 and 3 respectively). LME amralydentified a significant main effect of adjunct position-
ing and a significant interaction between dative and adjpasitioning (allt > 2) for both versions of the plausibility
scores, and a main effect of dative positioning raw scdresZ.245) but not for length-adjusted scorés=(1.07).

In all cases plausibility scoretroppedas more material was introduced into the sentence, whichcaanter to the
anti-locality predictions of expectation-based theories

Finally, we conducted a Cloze completion study to ensurettigadative argument positioning manipulation suc-
cessfully affected participants’ expectations about veentity, to complement our corpus analysis. For each iteam w
presented the sentence context up to but not including ttieatparticiple and asked participants to complete the
sentence. We collected eight continuations for each iteeaaih condition, with 24 fillers presented alongside to each
participant! The second author (a native German speaker) then annotashtinuations, identifying the verbal
participle used in each continuation and whether it was aelatlecting participle (a subjective judgment). Eight
completions out of our total 960 did not have a participiabyeve discarded these eight in analyses. Table 4 presents
proportions of completions in each condition for which firet word in the completion written by the participant

"Due to a coding error we failed to include six items to the fiBtparticipants we recruited for the study. We therefore iakth Cloze
completions for these remaining six items from a second roudd dfifferent participants.



Table 4: Experiment 1 Cloze study results

dat= sub dat= main
adj=sub adj=main adj=sub adj=main
P(next word is participle usézbntext) 0.046 0.084 0.134 0.149
P(final word is participle usg¢dontext) 0.071 0.121 0.159 0.174
P(final word is dative-selecting participial vécbntext) 0.574 0.613 0.965 0.948

was the participle we actually used in the item (true Clozbapbility); of completions in which thénal participle,
whether it followed immediately or novas the participle we actually used in the item; and of catimhswhere the
final participle was a dative-selecting veBNOVA analyses found a significant effect of dative arguirgositioning

on whether the final participle is dative-selecting (bptke 0.001) and on true Cloze probability (whether the next
word is the participle used in the item; by-subjepts: 0.01, by-itemsp < 0.05), and a marginal effect on whether
the final participle is the one used in the item (botB3< p < 0.1); no significant effects of adjunct positioning or
interactions were recovered. Maximal random-effectstlogked-effects analysis gave the same results on whether
the final participle is dative-selecting (datiye: 0.001, adjunct and interactiop:> 0.45), but failed to converge for
the other two cases.

Procedure. We divided our 96 experimental sentences(24 items in fonditimns each) into four lists, such that each
list contained exactly one condition of each item, and in gign list, each condition occurred the same number of
times (Latin square design). Each list was combined wittstimee 44 fillers; a separate randomization was generated
for each participant. Line breaks were inserted into thmstsuch that the critical region was always in the middle of
the third or fourth line, and was always both preceded ardvigld by at least three words on the same line.

The experiment was run using an Eyelink Il head-mountedteaeking system, with a sampling rate of 500 Hz.
An eye-dominance test was administered for each partitipefore the experiment began, and only the dominant
eye was tracked. A calibration procedure was carried oagtjfahe calibration was successful, the experiment began.
Stimuli were presented with the aid of Eyetrack softwareettgyed at the University of Massachusetts at Amherst.
Each trial began with a gaze trigger, in the form of a blackesgquhat was displayed at the left edge of the screenin a
vertically central position. This square occupied the fasiof the start of the stimulus text, and when the partietpa
fixated the square, it was automatically replaced by theudtimitext. When the participant had finished reading the
text, he/she pressed a button on a game pad. Following hdileafems, a yes/no question was then displayed on the
screen. The participant answered the questions by presemgf two pre-specified buttons on the game pad. If the
automatic gaze contingent stimulus presentation failedrgngiven trial, the calibration procedure was repeated, an
the trial was initiated again. The experimental trials wereceded by four practice trials. The total duration of the
experiment was around 35 minutes.

Data Analysis. Vertical drift in the positions of fixations was correctedjng custom software developed at UMass
(see footnote 8). An automatic procedure then pooled sboitguous fixations. The procedure incorporated fixations
of less than 80 ms into larger fixations within one charac®ed then deleted any remaining fixations of less than
40 ms. Readers do not extract much information during suctt §Rations (Rayner & Pollatsek, 1989).

The experimental sentences were divided into four regibhs first region consisted of all words from the start of
the sentence up to (but excluding) the main verb. The seauitidal, region was the main verb. The third, spill-over,
region consisted of the two words following the main verbeTimal region comprised the rest of the sentence. The
region boundaries for an example sentence are given below:

(5) Nachdem der Lehrer den Strafunterricht arhte, hat Hans Gerstner zur atgichen Ahndung des
mehrfachen Fehlverhaltens dem ungezogenen Sohn desdleiRmusmeisters den FulRball/ versteckt,/ und
damit/ die Sache bereinigt.

8Downloadable fronmttp:/www.psych.umass.edu/eyelab/software/
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We report data for the following eye-movement measuresarcthical and spill-over regiongirst fixation duration

is the duration of the first fixation in a region, provided ttrere was no earlier fixation on material beyond the region
(in which case the first fixation duration is considered zerd the trial is excluded from analysis for first-fixation
times).First pass timgoften calledgaze duratiorfor single-word regions) consists of the sum of fixation diorss
beginning with this first fixation in the region until the fissiccade out of the region, either to the left or to the right.
Regression path timie computed as the sum of fixation durations beginning wighfifst fixation in the region until
the first saccade beyond the region. Note that this may iedindtions to the left of the region if there is a regression
before the reader moves on to the next regifistal timeconsists of the sum of all fixation durations in the region,
regardless of when these fixations oc&gcond pass timepnsists of the sum of all fixation durations following the
first exit of the region (either to right or left). In additida these reading time measures, we also repotfittstepass
regressionsneasure, which indicates the proportion of trials in whigkial first-pass reading is immediately followed
by a regressive saccade exiting the region to an earlielop#re sentence.

For all eye-movement measures except second pass timeaifyagiven trial the region received no fixations, then
the data for that trial were not included in the analysis. &bwer, for first-fixation times, first pass time, regression
path time and first pass regressions, no trial in which thiengg skipped on first-pass reading (i.e., when first-fixatio
duration is zero) was included in the analysis. We presqrarsge analyses @kipping rate a measure which indicates
the proportion of trials in which the region was skipped ctetgly on first-pass reading.

As noted in the Procedure section, we attempted to keep gitgquoof the critical region on the screen relatively
constant (always in the middle of the third or fourth lind)id possible, however, that conditions differ in screen
positioning in subtle ways, leading to an unwanted confaafidencing reading behavior. To evaluate this possiblity,
we also report dgaunch distanceanalysis. The launch distance is the position from whichstimade resulting in the
first fixation on the critical region was launched, measungdiims of the number of characters to the left of the critical
region. For example a launch distance of eight indicatetstiigasaccade resulting in the first fixation on the critical
region was launched from a position eight characters togti®f the beginning of the critical region. Differences in
the screen positioning may manifest themselves as diffeseim launch distance.

Results

Question-answering accuracy
Per-participant accuracy ranged from 67.6% to 89.2%, witiean of 79.4%. Accuracy did not differ significantly
across lists.

Eye movement measures

Table 5 shows the empirical means for the critical and spi# regions, in the eight eye-movement measures.
Table 6 lists the results of the LMER analysis; model coedfits need to be interpreted in the context of our factor
coding. Centering of our fixed effects resulted in a valueppiraximately—0.5 for main-clause positioning of datives
and adjuncts, and approximatelysGor subordinate-clause positionifidzor main effects, positive coefficients thus
mean longer reading times or propensity toward regressi@ping when the constituent in question is in the subor-
dinate clause; negative coefficients mean the reversewiskea positive interaction coefficient indicates thatlieg
time or propensity toward regression/skipping is greateemboth the dative and the adjunct phrases are in the same
clause.

Table 6 thus indicates that dative position is a significanotdr in total time and second pass in the critical region,
with shorter reading times when the dative NP is in the manst. The same effect is present in the spillover region
in total and second-pass times. There is a similar effectrehgfass times; see later in this section for further details
on the statistical significance of this pattern. The datifect is illustrated by Figure 3, which depicts the model’'s
predicted mean total time in each condition; patterns irother measures and in the spillover region are similar.

None of the main effects or interactions had a significargatfbn launch distance.

The interaction of dative and adjunct position did not resignificance in any of the measures, with the exception
of skipping rate in the spill-over region. Here, we find a lygsignificant interaction of dative and adjunct phrase

°In practice the values of the factors will deviate slightigrh —0.5 and 05 due to slight imbalance from trials with missing data.
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Table 5: Empirical means for the eye-movement measures in tatickspill-over regions in Experiment 1 in milliseconds (gx¢d®er regressions
and skipping, which is given as a proportion; and launchadis¢, which is given in characters). The factors are: datbsition (dat) and adjunct
position (adj), each with the two levels main clause and dlibate clause.

dat=sub dat= main
adj=sub adj=main adj=sub adj=main

Critical region

First fixation 254 277 249 259
First pass 338 354 321 312
Regression path 595 667 649 518
Total time 694 728 637 576
Second pass 318 300 256 216
Regressions .238 214 .238 .250
Skipping .048 .024 .048 .042
Launch site 7.21 7.25 7.53 7.03
Spill-over region

First fixation 218 211 214 214
First pass 293 313 296 296
Regression path 411 383 369 435
Total time 631 562 538 522
Second pass 293 235 220 202
Regressions 101 077 .053 .077
Skipping .149 .060 .089 .149
Launch site 8.00 7.56 8.38 8.70

position, with a negative coefficient, indicating that thes significantly less skipping if the dative and adjunctgsi@s
are in the same clause. This result merits further discassioce it does not pattern with any of the other significant
results in this experiment. In many of our experimental stipthe critical and spillover regions did not lie on the fina
line of text; close inspection of our stimuli revealed tha humber of characters following the spillover region an th
same line of text varied considerably across conditions patterned similarly with skipping rates: 19.6 characters
average followed the spillover region on the same line incthradition where the dative & adjunct phrases were both
in the main clause (the “main/main”) condition; 10.2 ch&ees on average in the main/sub condition; 9.6 characters
in the sub/main condition, and 16.5 characters in the sbldsadition. It is possible that readers planned their eye
movements on the line of text containing critical and sp#ioregions such that the final fixation or fixations lay selvera
characters from the end of the text. This would predict thiaemvthe number of characters following the spillover
region on the same line was small, the skip rate should berlthes otherwise, since the spillover region would
fall in an area attracting the last fixations on the line. \Wtetd this hypothesis by entering the number of characters
following spillover into a mixed logit regression analysisskip rate, with random by-subject and by-item slopes.
Number of characters following spillover had a highly sfgrnt effect in the predicted directiop & —0.037 per
characterp < 0.01) on skip rate. We also entered this covariate togethérmdin effects and interaction of (centered)
dative and adjunct position, with random interactions gfeimental condition; in this model, number of characters
following spillover remained significan(= —0.071 p = 0.011) and there was a significant main effect of dative
positioning, with more skipping for matrix clause dativ@s=f 1.26, p < 0.01) but no effect of adjunct positioning
(p=0.07) or interaction p = 0.21). We thus conclude that the dative/adjunct interactiospllover-region skip rate
seen in Table 6 is most likely the product of a confound with pinysical positioning of our stimuli on the screen.
(The effect we do find, of dative positioning, is theoretiga@ionsistent with our other results—matrix-clause datives
induce more first-pass skippirtf)

10Wwe nevertheless view this result with a grain of salt; ouregehimpression is that mixed logit analysednie4 with complex random effects
structure may be anti-conservative, especially when theativates are close to 0 or 1; more systematic explorationgaibe lines of Barr et al.
(2011) has yet to be done, however.
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Table 6: Results of linear mixed effects model analysis fordExpent 1. The table lists the coefficients of the best-fittimgrlel with significance
level (computed using either MCM@-test, orz-scores, see main text). Note that the factors are centemain” is encoded as: —0.5, “sub” as
~ 0.5. Reading-time coefficients are effect sizes in milliseconds

Intercept dat adj dat adj
Critical region
First fixation 26046 1129 -1713 -1364
First pass 3321 2854 285 —2647
Regression path 6133 5570 4108 —20595
Total time 66062 10248* 1628 -—96.82
Second pass 2788 7326 2882 —2179
Regressions —-1.39 —-.11 .01 .26
Skipping 1162 -—-1173 1129 -27.29
Launch site 725 -.10 .22 —.59
Spill-over region
First fixation 21484 025 348 644
First pass 2993 663 —1094 -2053
Regression path 4008 363 —1554 8896
Total time 55783 5898 29.89 4554
Second pass 2335 5286¢ 3818 4077
Regressions —2.66 A7 .35 91
Skipping 308 .54 —.04 244"
Launch site &8 —.96 .05 .95

x: P <.05;xx: p<.0l;xxx: p<.001;&: sSee main text.

To ensure that the other results of this experiment are ringlfiven by this confound, we also entered number
of characters following the spillover region into mixed itogegression analyses with random interactions for all
models giving significant results reported in Table 6. Idahg this covariate had no effect on the qualitative pattern
observed. The effect of adjunct on first-fixation times ramdimarginal; the effect of dative on first-pass times became
significant { = 1.977, whereas it was just under significance -at1.941 without this control variable); the effect of
dative on total and second-pass times on both critical aitleosger regions remained significant. Number of charagcter
following the spillover region did show up in these analyassa significant predictor of total reading times at the
critical region and total and second-pass at the spilloggion, with shorter reading times in all cases when more
characters followed= —4.85,—6.38,—3.70ms per character respectively; it 2), confirming that the physical
positioning of our stimuli on the screen did have some effecteye movements.

The final remaining possible confound we address is the syhatlal plausibility differential in our items as a
function of dative-phrase positioning. (We ignore the Iq@ausibility differential revealed in our second plauip
norming study, since the local plausibility differentiaémt in a direction that was not a confound for our result on
dative-phrase positioning effects on eye movement beha@ar pretest revealed that structures with a dative NP in
the main clause received significantly higher plausibilitings than structures with a dative in the subordinatesea
even after selecting a more balanced subset (see Tablev#}. d6sume that processing is easier when the sentence
being read is more plausible, then this could explain why Wwiioed shorter reading times when the dative was
positioned in the main clause. We investigated this pd#gibly fitting a linear mixed effects model that included the
factors dative and adjunct position, as well as plausyhilvhere plausibility was defined as the mean plausibilidgju
ment an item had received in the pretest. The mixed modebfal time (formal specificationt ™ dat * adj *

12 | general, the standard error of the predicted mean respors@redictor vectoX for a new subject/item combination in a linear mixed
model is given as/XTZX whereZ is the covariance matrix of the fixed effects estimate. Becthespresent design is factorial and balanced, and
we have centered our predictors, we can factor the uncartaiout overall reading speed out by omitting the interceptiX and from=Z—for the
dat=0.5,adj=0.5 condition, for example, we would ha¥e= (0.5, 0.5, —0.25). We then use the resulting standard error to compute confidenc
intervals. This approach is similar to that proposed by Lo&Masson (1994); the common underlying justification is thvaittin” designs factor
out uncertainty about grand means from analyses of treatrffent® and so confidence intervals should reflect factawingof this uncertainty.
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Figure 3: Per-condition means predicted by the mixed modeobfat time in the critical region for Experiment 1. Error barswta 95% confidence
interval on the predicted mean of each condition, with uradety about overall reading speed removéd.

plaus + (dat * adj * plaus|part) + (dat * adj * plaus|item) ) yielded a significant effect of dative po-
sition (3 = 87.66ms,p < .05), as well as a significant interaction of dative position @lausibility 3 = —14044,

p < .05). All other factors and interactions failed to reach gigance. We also compared this model to a model with-
out the factor plausibility (formal specificatiornt:  dat * adj + (dat * adj|part) + (dat * adj|item) ),

and failed to find a significant difference in model fit using thg-likelihood criterion X?(56) = 36.27, p > .1). In
other words, adding plausbility to a model that already aimst dative and adjunct placement does not improve its fit
with reading time dat&3

Discussion

We found that the presence of a dative NP in the main clausts leaa decrease in reading time at the main
clause’s final participial verb. This result, which was avsd in first-pass, total, and second pass time, supports the
expectation hypothesis: the presence of additional pbevenaterial makes it possible to generate expectationstabo
the verb, which is then easier to process. The expectatipathgsis is illustrated by Figure 1 (left panel); the result
for total time depicted in Figure 3 show the same patterrughdess pronounced, as we found a significant prediction
benefit for dative, but not for adjunct phrases).

This result broadly confirms the findings of Konieczny &iihg (2003), even though their study differed from
ours in a number of ways: they found an effect in regressigh garation (the only measure they report), and their
experiment compared the presence of a dative NP with thepcesof a genitive NP in the main clause (see (1)),
while our study contrasted the presence of the dative NHsitgitabsence. Unlike the results of Konieczny (2000),
our results cannot be attributed to the number of words irséimence preceding the critical region—which were the
same across conditions—or even to the number of words in the stause preceding the critical region, since the
dative and adjunct phrases were of the same length but dnbdinction of the dative phrase facilitated critical-ie@gi
reading.

13The resullts for the other measures are consistent with thésdsr total time. For first fixation, first pass, and seconsispave find that adding
plausibility does not improve model fit.
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This experiment thus provides support for the expectatigothesis and no evidence for the locality hypothesis.
However, it is possible that our manipulation of memory lozaly still not have been sufficient to induce appreciable
memory-retrieval-based processing difficulty at the firexby especially considering the ubiquity of verb-final stru
tures in German. Therefore our second experiment intreslaneadditional factor that might be expected to add to
memory load and retrieval difficulty: relativization.

Experiment 2

In Experiment 2, we increased integration cost further byeading the main clause from the stimuli used in
Experiment 1 into a relative clause. This can be illustratét the following simplified set of materials:

(6) a. DerMitschiler,der denFul3ballverstecktat, . ..

the classmate,whonNoOM the footballhidden has,...
“The classmate who hid the football. . .”

b. DerMitschiler,der zur AhndungdenFul3ballverstecktat, . . .
the classmate,whoNOM as payback the football hidden has,...
“The classmate who hid the football as payback...”

c. DerMitschiler,der dem  SohndenFufR3ballverstecktat, . ..
the classmate,whoNOM theDAT son the footballhidden has,...
“The classmate who hid the football from the son...”

d. DerMitschuler,der zur Ahndungdem  SohndenFufR3ballversteckihat, . . .
the classmate,whoNOM as payback theDAT son the football hidden has,...
“The classmate who hid the football from the son as paybatk. .

Here, the clause that contains the dative or the adjunct NPsisbject relative clause that modifies the head noun
Mitschiller; the critical region is the verbal complex in the relativaude versteckt hat

There are several reasons why this use of relativization in@agase memory load beyond that in Experiment 1.
First, the main-clause structure in Experiment 1 involvesg@nd-position auxiliary verb, whereas the auxilianpver
is final in the relative-clause structure here. If a depengeealation is established between the auxiliary and the sub
ject, having established this relation earlier—as in thenrtéduse structure—might facilitate subsequent retriefal
the subject when the participle is encountered (e.g., imtarference-based theory such as Lewis et al., 2006, this
dependency may have assigned features to the subject thadisinguish it from the other preverbal NPs encoun-
tered). Second, relativization inducesuaboundediependency, and it is possible that memory retrieval in unded
dependency construction is especially costly, and/orttiggprocessor devotes more resources to storing an inctemple
unbounded dependency than to an incomplete clause-bodegetidency? there would be some logic to such a de-
ployment of working memory resources, since there are feguarantees on when an unbounded dependency will be
completed® Third, as will be seen in corpus analysis, the most complexasyic configurations in our experiments
we use are less common in relative clauses than in main claasd one might expect that storing representations of
syntactic configurations imposes lower load on memory whenépresentations are more frequent.

We thus hypothesize that introducing relativization migitrease memory load sufficiently to trigger locality
effects, at least in the most extreme condition (6), wheeepitocessor now has two additional phrases to integrate
(dative and adjunct) on top of dealing with the unboundededdpncy of the RC’s head noun. If this is the case, then
the present experiment should show an interaction of liycaifid expectation effects on critical-region eye-movetmen
measures, leading to a pattern as in Figure 2.

14As an anonymous reviewer points out, the type of the unbouddpéndency may also play a role. The stimuli in Experiment 2iidela
filler-gap dependency, and resolving it requires constimraf the syntactic configuration, rather than of the imdiixal lexical items involved. It
is conceivable that verb-argument dependencies for whoiteldrformation is more important (argument structure, theoaiusibility) are less
prone to locality effects.

150ne possible interpretation of the results of ERP studiesrdrounded dependencies (e.g., Kluender & Kutas, 1993; Kitkytas, 1995;
Kaan, Harris, Gibson & Holcomb, 2000; Phillips, Kazanina &afla, 2005) is that it can be very costly to hold an unboundgemtgency in
memory for a long time.
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NPAacc NPDAT NPAcc PP NPacc PP NPpAT NPAccC
P(wi = verbw;_j_1) 0.073 0.103 0.130 0.250
Support 1197 48 269 4

Table 7: Conditional probabilitieB(w; = participlgw;_j_1) for Experiment 2 syntactic configurations, as estimated fre searches in the
combined NEGRA and TIGER corpora.

Corpus Analysis

As with the previous experiment, we conducted a corpus aitaty estimate the probability that the next word
in a sentence will be a verb, using tree searches on the sigrganotation from the combined hand-parsed NEGRA
and TIGER corpora (full tree-search details given in Apperg. The results are shown in Table 7. In all cases, the
conditional probabilities are much lower than was found xp&iment 1, because previous context does not indicate
whether the tense of the relative clause is present peiestertheless, many of the same tendencies emerge as in
Experiment 1: adding a dative NP seems to increase the camaliprobability of seeing a participle immediately after
the accusative NP (though statistical test results argnifgtant due to low support in the dative-present condgjon
The main difference is that there is some evidence of fatitih from adding a preceding PP to the accusative-only
case < 0.01 by Fisher’s exact test), which was not the case in the nmairse covered in Experiment 1. Since the
counts of the contexts in which there is a preverbal datiesgmt are so low, it is not clear how seriously we should
take the discrepancy between the relative ordering of ¢immdil probabilities of encountering the participial vesdxt
in the dative-only and adjunct-only conditions in Experith& versus Experiment 2.

As for the probability of participlédentity, we make the same prediction that a preceding dative NP kalipen
expectations more than a preceding PP adjunct, since thenarg-structure constraints imposed by the dative NP
narrow the space of available verbs more dramatically.

Method

Participants. Twenty-eight participants from the same population as Erpent 2 were recruited for this experiment.
None had participated in Experiment 1.

Stimuli. Twenty-four experimental items were constructed (see AgdpeB for a full list). These were obtained by
modifying the sentences used for Experiment 1 in the folhguivay: the proper name subject of the main clause
was replaced by a definite NP modified by a subject-extractiedive clause derived from the main clause in Exper-
iment 116 The spill-over region in Experiment 1 was replaced by a strartsitive VP which had as its subject the
NP modified by the relative clause. As explained in the intistithin to Experiment 2, this manipulation was intended
to increase memory load before reaching the final verb, wivielhypothesized would make locality effects easier to
detect.

As in Experiment 1, the design manipulated two factors: tbsitipn of the dative NP (subordinate or relative
clause) and the position of a PP modifier (subordinate otivelalause). The presence of the additional material in the
relative clause should facilitate the processing of thellweab according to surprisal theory, but make it more difficu
according to Dependency Locality Theory. A set of examphaudi is given in (7):

(7 a. NachdenderLehrer zur zusitzlichenAhndungdesmehrfacheri~ehlverhaltenslem ungezogenen
After theteachems additional paybackfor multiple  wrongdoings the.DAT naughty
Sohndes fleiBigen Hausmeistersden  Strafunterricht verhangte hatder
son the.GEN industrious janitor theAcc detention.classémposed, hastheNom
Mitschiler, der den FuRballverstecktat, die Sachebereinigt.
classmate,whoNOM theAcc footballhidden has,theaffair corrected.
“After the teacher imposed detention classes on the nauggtyof the industrious janitor as additional
payback for the multiple wrongdoings, the classmate whdhedootball corrected the affair.”

18pefinite NPs were used in place of proper nouns in this experithecause several subjects in Experiment 1 noted that thesionally
wondered whether the proper-name NP was coreferent with fahe other definite NPs in the sentence.
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b. NachdenderLehrer dem ungezogenersohndes fleiBigen Hausmeistersden
After theteachethe.DAT naughty son the.GEN industrious janitor theacc
Strafunterricht verhangte hat der Mitschuler, der zur zusitzlichenAhndungdes
detention.classémposed, hastheNnoM classmate,whoNOM as additional payback for
mehrfacheriehlverhaltensien Ful3ballversteckihat, die Sachebereinigt.
multiple  wrongdoings theAacc footballhidden has,theaffair corrected.
“After the teacher imposed detention classes on the nawggimtyof the industrious janitor, the classmate
who hid the football as additional payback for the multipleongdoings corrected the affair.”

c. NachdenderLehrer zur zusatzlichenAhndungdesmehrfacheriFehlverhaltensien
After theteachems additional paybackfor multiple  wrongdoings theacc
Strafunterricht verhangte hat der Mitschiler, der dem ungezogenerSohndes
detention.classamposed, hastheNOM classmate,whoNOM the.DAT naughty son the.GEN
fleiBigen Hausmeistersden FuRballverstecktat, die Sachebereinigt.
industrious janitor theacc footballhidden has,theaffair corrected.
“After the teacher imposed detention classes as additipagback for the multiple wrongdoings, the
classmate who hid the football from the naughty son of thesiribus janitor, corrected the affair.”

d. NachdenderLehrer den Strafunterricht verhangte hat der Mitschiler, der zur
After theteachetthe Acc detention.classamposed, hasthenom classmate,who.NOM as
zusitzlichenAhndungdesmehrfacheriFehlverhaltenglem ungezogenersohndes
additional paybackfor multiple  wrongdoings the.DAT naughty son the.GEN
fleiBigen Hausmeistersden FuRballverstecktat, die Sachebereinigt.
industrious janitor theacc footballhidden has,theaffair corrected.
“After the teacher imposed detention classes, the clagswiad hid the football from the naughty son of
the industrious janitor as additional payback for the mpigtiwrongdoings corrected the affair.”

As with Experiment 1, this design ensures that the sentaareasf the same length across all conditions, ruling out the
potential position effects. Due to the effect observed ipdtiment 1 of the variable number of characters following
the spillover region on the same line, in this experiment l@amped line breaks so as to ensure that the critical region
and spillover regionsversteckt hat, die Sactia the example sentence) occurred on the last line, so teasdme
number of characters followed these regions in all conaiitio

Procedure. The experimental procedure was identical to that used irExgent 1, except that we attempted to control
the horizontal and the vertical position of the criticalimygcontrolled more tightly: the critical verb was always on
the fourth line of the display, and always the fourth word loatt fine.

Data Analysis. The experimental sentences were divided into four regidhs. first region consisted of all words
from the start of the sentence up to (but excluding) the heal of the relative clause. The second, critical, region
was the head participial verb of the relative clause, andcathéliary that followed it; following this auxiliary there
was always a comma marking the end of the relative claus@gibty in prescriptive German grammar). The third,
spill-over, region consisted of the two words following ttrétical region verb. The final region comprised the rest of
the sentence. The region boundaries for an example seraemgé/en below:

(8) Nachdem der Lehrer den Strafunterricht \derbte, hat der Mitsdller, der zur zuatzlichen Ahndung des
mehrfachen Fehlverhaltens dem ungezogenen Sohn desdleiBasmeisters den FuRball/ versteckt hat,/ die
Sache/ bereinigt.

The remainder of the data analysis was the same as in ExperimEhe same eye-movement measures were computed
and analyzed using linear mixed effects models as desceiasier.

Results

We analyzed the answers participants provided to the cdrepston questions. Per-participant accuracy ranged
from 62.5% to 96.0%, with a mean of 80.0%. Accuracy did ndediignificantly across lists.
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Table 8: Empirical means for the eye-movement measures in tatickspill-over regions in Experiment 2 in milliseconds (gx{d®er regressions
and skipping, which is given as a proportion; and launchadis¢, which is given in characters). The factors are: datbsition (dat) and adjunct
position (adj), each with the two levels relative clause suioordinate clause.

dat=sub dat=rel
adj=sub adj=rel adj=sub adj=rel

Critical region

First fixation 232 241 254 237
First pass 386 385 377 383
Regression path 565 685 571 642
Total time 793 749 648 742
Second pass 346 268 224 311
Regressions .143 .244 170 161
Skipping .030 .012 .042 .042
Launch site 7.89 8.28 8.20 7.62
Spill-over region

First fixation 215 219 208 214
First pass 361 355 362 346
Regression path 720 537 709 778
Total time 798 702 747 846
Second pass 419 342 352 458
Regressions 101 .071 .065 .071
Skipping .071 .054 .024 .054
Launch site 7.43 6.53 8.56 7.28

Table 8 shows the empirical means for the critical and spiélr regions, in the seven eye-movement measures.
Table 9 lists the results of the LMER analysis; factor codsg0.5 for constituents positioned in the relative clause,
and 0.5 for constituents positioned in the subordinatesgau

As seen in Table 9, there is an interaction of dative and atljposition significant in second-pass times for the
critical and spillover regions and in total times for thellgper region. This interaction bears a positive coeffitien
indicating increased reading time occurs when either hmghdiative and the adjunct phrase are in the subordinate
clause, or when both phrases are in the relative clause. atterp is illustrated in Figure 4, which graphs the means
predicted in the LME model for total time at the critical regi (Total time is used for comparability to Figure 3; though
the interaction in total time at the critical region is najrsficant in Experiment 2, the qualitative pattern is the sam
as second-pass time at the region, for which the intera@isignificant.) To further understand this interaction, we
conducted comparisons of the effect of dative positionmgdch of the adjunct-in-subordinate-clause and adjumct-i
relative-clause positions. These comparisons reveaptgitioning the dative in the RC has a significant facilitgto
effect when the adjunct is in not in the R€= 2.731), but has no significant effect when the adjunct is in tRe R
(t =—0.999); the numerical effect is reversed in the two cases.r&epass and total time at the spillover region show
the same pattern, as does total time shows the same paltieughtthe latter does not reach statistical significance.

On first-pass regression rates, there is a significant ictierebetween dative and adjunct such that regression rates
are highest either when both or neither phrase is in the xnaause. There is a significant interaction in the opposite
direction in first-pass regressions at the spillover regdin see the following paragraph). Finally, there is a digant
interaction on spillover-region skipping, with highestskates when both dative and adjunct are in the subordinate
clause.

For completeness, we also checked the effect of enterindpauof characters following the spillover region as a
covariate in the models for which significant results arertgul in Table 9. All critical and spillover region signifita
effects remained significant in these analyses, exceptttbamain effect of dative and the dative/adjunct interarctin
spillover-region first-pass regressions disappeared.advered a significant effect of number of characters fcllow
ing the spillover region on critical-region and spillowegion total times and second-pass times (longer when more
characters followed the spillover region), and on skip arst-fiass regressions from the spillover region (less shipp
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Table 9: Results of linear mixed effects model analysis fordExpent 2. The table lists the coefficients of the best-fittimgrlel with significance
level (computed using either MCM@stest, orz-scores, see main text). Note that the factors are centereldi$ encoded asz —0.5, “sub” as
~ 0.5. Reading-time coefficients are effect sizes in milliseconds

Intercept dat adj dat adj
Critical region
First fixation 24128 —-8.61 329 -2563
First pass 3831 729 —2.69 913
Regression path 6280 1596 —9341 -44.68
Total time 73308 7446 —2297 13329
Second pass 2894 3915 —-4.06 16553
Regressions -1.83 .02 -30 -—-11#
Skipping 1448 1883 .69 —4.65
Launch site D4 14 A3 —.96
Spill-over region
First fixation 21520 693 -558 —-1.06
First pass 3550 327 1245 -1369
Regression path 6763 —12995 6778 25851
Total time 77184 —4099 -1.84 18712
Second pass 398 2485 -—-1459 18306*
Regressions —3.79 155° —.49 396+
Skipping 734 583** —4.96" —11.96***
Launch site Bl —.88 103 —.60

x: P <.05;xx: p<.0l;xxx: p<.001;&: sSee main text.

and more regressions when more characters followed tHespiregion).

Discussion

The results of this experiment matched those of Experimenttfie following respect: when the adjunct phrase
is outside the RC, including the dative preverbal depentdasta significant facilitatory effect on processing of final
verbs, as most clearly indicated in second-pass readirgstisvhen the adjunct phrase is inside the RC, however, we
see a different pattern than in Experiment 1: reading tinnesyamerically higher when both phrases occurred in the
same clause than when only one phrase was in it (regardlessidf phrase). These results can be interpreted as a
facilitative prediction effect at the RC verb when the datiNP precedes it as a dependent, but one which is at least
partially canceled out when the adjunct phrase also appsapreverbal dependent in the RC. On this interpretation,
the presence of two phrases preceding and dependent orsa-fiaal verb entails an integration cost high enough to
counteract most or all of the prediction benefit obtainedfthe dative NP.

Recall that the crucial difference between the presentréxpat and Experiment 1 was the fact that the critical
verb was embedded into a relative clause, which we hypabeésnight entail increased memory load that could
increase difficulty associated with distance-based iategr. Experiment 2 supports this hypothesis, and sugtests
the processing costs associated with memory load mayper-additivemoving the adjunct phrase into the RC does
not drive up reading times when the dative NP is in a preceslitgrdinate clause, but it does when the dative NP is a
preverbal dependent inside the RC. To illustrate this, @mpigure 2, which schematically depicts this hypothesis,
with Figure 4, which graphs the predicted values for totaktin Experiment 2. The patterns are qualitatively similar;
the only qualitative difference is that Figure 2 hypothedizxpectation-based facilitation from both the adjunct an
dative phrases, whereas in both experiments we found eatpetbased facilitation only from the dative phrase.

General Discussion

The results in this paper provide evidence for both expiectatnd locality effects in the processing of verb final
clauses in German. We conducted two experiments which ataplarticipants’ eye-movements as they read verb
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Figure 4: Per-condition means predicted by the mixed modebtat time in the critical region for Experiment 2. Error barssta 95% confidence
interval on the predicted mean of each condition, with uradety about overall reading speed removed (see Footnote 12).

final dative constructions and found that the presence oftigedaoun phrase led to decreased reading time at the
corresponding verb, compared to a condition in which thereipreceding dative noun phrase. This can be explained
by assuming that the presence the additional preverbalrizaddiows the processor to predict the upcoming verb,
which leads to a facilitation effect. In this respect, oupesimental results reaffirm the findings of Konieczny (2000)
and Konieczny & Bring (2003), while ruling out a number of possible confosititiat were present in these earlier
experiments.

However, our experiments also showed that locality effeatsoccur in the same structure: Experiment 2 showed
an interaction of adjunct position and dative position fmttie verb more difficult to process when both the adjunct
and the dative phrase were present than when only one wasnpr&his suggests the presence of a locality effect, i.e.,
the additional material that needs to be integrated at thg, Weading to a distance-based cost. This effect was only
present in Experiment 2, which tested relative clauselserahan main clauses as in Experiment 1. This suggests that
locality effects can override expectation effects underditions of high memory load, as we hypothesized would be
most likely to occur in a relative clause.

Taken together, our results provide evidence for both exiea effects (processing becomes easier with additional
material) and locality effects (processing becomes mdfiewt with additional material). Locality effects havedre
observed for a range of different constructions in EngliSibéon, 1998), while expectation effects (also known as
anti-locality effects when the issue is the effect of prebat dependents on verb processing times) have been rdporte
for German, Japanese, and Hindi (Konieczny, 2000; Konie&zn 6ring, 2003; Nakatani & Gibson, 2008; Vasishth &
Lewis, 2006), and more recently also for English (Dembergefiét, 2008a; Jaeger et al., 2008). However, ours is the
first demonstration to our knowledge that both expectatimhlacality effects can occur in the same structure in the
same language, and that the two effects interact with edwr.dtlore specifically, we found that expectation effects
dominate locality effects, insofar as Experiment 1 did rerhdnstrate any locality effects. Locality was only able to
counteract expectation in cases of extremely high memay, las in the longest relative clauses used in Experiment 2.

In our experiments, most of the empirical effects relevanlése issues emerge most clearly in later eye movement
measures, notably second-pass and total reading timescaiirasts to some degree with the results of Konieczny &
Doring (2003), who found expectation-based facilitatiomégression-path durations (though note that in Experiment
1 we did find significant facilitation from dative preverbamendents once physical positioning on the screen was
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introduced as a control variable). It is not entirely cleans why the crucial effects in our experiments mostly showed
up during late measures, when, for example, it is well eistladdl that expectation-based facilitation occurs often in
early measures (e.g., Ehrlich & Rayner 1981). One possiligithat due to the unusual length and complexity of our
sentences for a psycholinguistic study—necessitated bgesign, in particular its elimination of sentence-positio
confounds—our participants may have adopted a strategyrefading entire sentences a second time through rather
than attempting to do comprehensive processing the firgt éiraund, so that that much of the processing differential
in and just after the critical region is picked up in the satpass rather than in the first pass.

None of the classical theories of online syntactic processdmplexity is straightforwardly compatible with our
results. The existence of expectation effects is incomsisvith Gibson’s 1998 Dependency Locality Theory, which
predicts that additional material that needs to integratithl a head increases processing effort at the head, which is
the opposite of what we found in the case of dative phrasesiirexperiments. Surprisal theory (Hale, 2001) does
predict the expectation effects we found, as demonstratéévy’s 2008a surprisal-based model of the closely related
findings of Konieczny (2000) and Konieczny &iing (2003). However, surprisal alone is not sufficient xplain
why under some circumstances what seem to be locality seffest partially override expectation-based facilitation
in the same structure, as we saw in Experiment 2. These sesllfor the development of new models of processing
difficulty in online sentence comprehension which integridtte insights of surprisal and locality theories. Similar
conclusions have been reached by other researchers, imglGdodner & Gibson (2005), who noted the apparent
conflict between locality-based reading-time patternyg tieserved in English relative clauses and expectatiopébas
patterns found by Konieczny (2000), Vasishth (2002), ankatmni & Gibson (2003; now published as Nakatani &
Gibson, 2010); by Vasishth & Lewis (2006), who explicitlwéstigated the differences in reading-time patterns in
English versus Hindi relative clauses; by Demberg & Kelg(8a), who show that both integration cost and surprisal
effects can be found in an eye-tracking corpus; by Patilistiis & Kliegl (2009) who find both memory retrieval cost
and surprisal effects, again in an eye-tracking corpus;gndasishth & Drenhaus (2011), who have recently found
evidence for locality effects on German verbal processirfige present experiments make an important additional
contribution to this literature, however, as the first sitaneous demonstration of locality and anti-locality effeo
controlled experiments using a single grammatical contm in a single language—verb-final clauses in German—
achieved by varying both expectations and memory load tirdlne number and type of preverbal dependents and the
presence of relativization.

We close with brief speculation on the reasons why we seedhéeplar tradeoffs between expectations and lo-
cality that we do, and prospects for developing preciseJémpnted models that can account for both locality and
anti-locality effects of the sorts found here. As noted ia thtroduction, memory-limitation effects of the type pre-
dicted by DLT and SBI theories have been far more elusive éob+final languages such as German, Japanese, and
Hindi than for verb-medial languages such as English, Fremz Russian. An intuitive possible explanation for this
is that native speakers of verb-final languages are simphg mi@cticed and therefore more skilled at comprehending
non-local syntactic configurations. It has recently beewstthat average total-sentence dependency lengths are con
siderably longer in German than in English (Gildea & Tem@grP010; Park & Levy, 2009). Corroborative evidence
can also be found in Vasishth, Suckow, Lewis & Kern (2010)pvihd that German speakers are better than English
speakers at tracking multiple incomplete noun-verb depeciés induced by multiple center-embedding. Putting all
these results together, it appears that theories of syntminplexity may need to posit memory costs which are a
function of a speaker’s linguistic experience rather thaadiand universal. Crucially, however, our results add to
what has thus far been only a small amount of evidence (Jatger, 2008; Vasishth & Drenhaus, 2011) that pro-
cessing patterns at verbs may not show a categorical @thgafttern in any language, but rather a combination of
expectation- and memory-based patterns. A natural inéerenthat this may be universally true, and that the differ-
ence in the relative dominance of locality versus expemtatdr any particular language may be a matter of degree
(presumably derivable from the language’s grammaticgbgrides).

Regarding the development of more precise models of themaeophena, it is useful here to briefly consider a dis-
tinction made in much of cognitive science (Marr, 1982; Arsd@, 1990) between models developed atiferithmic
level—those which focus on input and output representationkthe steps taken to convert inputs to outputs—and
those developed at ttmmmputationalevel—those which focus on the ultimate goals of computatbmmstraints on
the computing system, and what properties might hold of &eedigned system for achieving the goals subject to the
constraints. At the algorithmic level, at least two thesidee available which could accommodate our results. The firs
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is Lewis & Vasishth's 2005 ACT-R based model of sentencegssing as skilled memory retrieval (see also Vasishth
& Lewis, 2006; Lewis et al., 2006). In this model, processafca clause-final verb requires retrieval and integra-
tion of its preceding dependents, a process which is sutgjésterference from preceding material. Greater amounts
and complexity of preceding material yield greater intesfee effects, which could explain the difficulty seen in the
dative-RC/adjunct-RC condition of Experiment 2. At the satime, however, preceding dependents boost the acti-
vation of the upcoming verb and thus facilitate its retrlewmder the appropriate conditions, then, the appropriate
guantity and type of preceding material can facilitate fwetb processing, as seen in both our experiments.

The second algorithmic theory readily available to accdanbur findings is the Psycholinguistically Motivated
Tree-Adjoining Grammar (PLTAG) model of Demberg & KelleB@8b, 2009), a model of incremental syntactic anal-
ysis through tree-fragment combination which also inctude explicit syntactic-prediction component. This compo-
nent generates predictions of upcoming syntactic matiérhls material is required to ensure word-by-word incre-
mentality while maintaining a fully connected tree. In PIGApredictions can be read directly off the PLTAG tree,
and surprisal scores can be computed based on a probalkstitypdtion over partial PLTAG trees defined by Demberg
& Keller (2009). In addition to surprisal-based expectatidfects, however, the PLTAG model includes a verification
component, which closely mirrors DLT’s memory cost compun&/henever a prediction is discharged, a penalty
is incurred that is based on the distance between the firgrgon of a prediction and its verification. Demberg &
Keller (2009) show that their model can account for locadffgcts in subject vs. object relative clauses as well as for
expectation effects in coordinate structures.

At the computational level, it is possible that an analysisw findings could be available within the uncertain-
input rational comprehension model of Levy (2008b). Thisdeladoes not contain an explicit memory-retrieval or
integration cost for the online processing of verbs (ortfiat matter, any other syntactic category). However, buogh t
representations of current sensory input and memory tfagesprevious sensory input are taken in this model to be
noisy and uncertain. When comprehending simple and relatbamonical types of sentences, these representations
are corrected and sharpened by prior grammatical and wodd/ledge. When comprehending complex sentences
with infrequent grammatical structures, however, pricowiedge is less effective in reinforcing these representat
In such situations, the representation of preceding conte@y not be sharp enough to support the expectations about
upcoming input that would be computed by an ideal comprediewith perfect perception and memory. We might
thus see a failure to take advantage of what should idealfcberate expectations in the comprehension of the most
complex sentences, as in Experiment 2.

In all three cases, substantial work remains to be done t@dstrate whether these speculative explanations can
in fact account for the data reported here within the exgdtiireoretical frameworks. Since the reconciliation of liga
and anti-locality effects has become an area of substantékst for the sentence-processing community, we plan to
conduct additional modeling work in these directions, aodéehthat this work, together with new empirical studies,
can qualitatively improve our understanding of the intayddetween memory and probabilistic knowledge in language
processing.
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Appendix A. Tree Search Patterns

All searches were conducted using the Tregex tree-seafthiase (Levy & Andrew, 2006), on a version of the
combined NEGRA and TIGER corpus transformed automatid¢altontext-free format (Levy, 2005).

Experiment 1: main-clause searches

The term*aux* is used here as a place-holder for the expres&jmat|haben|hatte|hatten|ist|sind|war
|w.ren)$/ , which picks out finite third-person forms of the auxiliagriasshabenandsein

Configuration Pattern Count

NPAcc VAFIN-HD < *aux* .. NP-OA=obj $++ (@VP <- (__,, =ohj) 1915

...immediately followed by verb VAFIN-HD < *aux* $++ (@VP < (@VVPP , NP-OA)) 1046

NPDAT preceding NRRcc VAFIN-HD < *aux* .. (NP-DA .. NP-OA=obj) $++ (@VP <- (__ 78
» =0bj))

...immediately followed by verb VAFIN-HD < *aux* .. (NP-DA .. NP-OA=o0bj) $++ (@VP < (@ 59
VVPP | =obj))

PP adjunct preceding NiEc VAFIN-HD < *aux* .. (PP-MO.. NP-OA=obj) $++ (QVP <- (__ 603
» =0Dj))

...immediately followed by verb VAFIN-HD < *aux* .. (PP-MO.. NP-OA=obj) $++ (@VP <- (@ 304
VVPP , =ohj))

PP adjunct preceding NBAT preceding VAFIN-HD < *aux* .. (PP-MO .. (NP-DA .. NP-OA=obj)) $++ 11

NPAcc (@VP < (__,, =ohj)

...immediately followed by verb VAFIN-HD < *aux* .. (PP-MO .. (NP-DA .. NP-OA=obj)) $++ 8

(@VP <- (@VVPP , =obj))

Experiment 2: subject-extracted relative clause searches

These searches were made slightly more complex by the tadth finite verb in German relative clauses is itself
clause-final, so that preverbal information in the clausesdmt clearly indicate that there will be a participial vatb
all. As a result, the ratio between conditioning counts agrtbxoutcome counts is much higher in these searches than
for the main-clause searches.

Configuration Pattern Count

NPAcc S-RC < (PRELS-SB .. NP-OA=0bj) < (/"V.FIN/ ,, =obj) 1197

...immediately followed by verb S-RC < (PRELS-SB .. NP-OA=o0bj) < ('V.FIN/ $- (@VP < (@ 87
VVPP | =0hj)))

NPDAT preceding NRcc S-RC < (PRELS-SB .. (NP-DA .. NP-OA=0hj)) < (/'V.FIN/ ,, 48
=obj)

...immediately followed by verb S-RC < (PRELS-SB .. (NP-DA .. NP-OA=0bhj)) < (/'V.FIN/ $- 5
(@VP < (@VVPP , =0obj)))

PP adjunct preceding Ni&C S-RC < (PRELS-SB .. (PP-MO.. NP-OA=obj)) < ("'V.FIN/ ,, 269
=ohj)

...immediately followed by verb S-RC < (PRELS-SB .. (PP-MO.. NP-OA=obj)) < (I'"V.FIN/ $- 35
(@VP < (@VVPP , =0hj)))

PP adjunct preceding NJAT preceding S-RC < (PRELS-SB .. (PP-MO .. (NP-DA .. NP-OA=0bhj))) < 4

NPAcc ("V.FIN/ ,, =ohj)

...immediately followed by verb S-RC < (PRELS-SB .. (PP-MO .. (NP-DA .. NP-OA=0b)))) < 1

("'V.FIN/ $- (@VP < (@VVPP , =ohj)))

Appendix B. Experimental Materials

Experiment 1

We give the experimental stimuli in the condition dat = maidj, = main. The other conditions can be constructed
by moving the dative phrase and/or the adjective phrasetimcubordinate clause, as illustrated by example (4) in
the main text.
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@)

@)

(©)

4)

®)

(6)

@)

®)

9)

Weil  derVerkauferdenMangelverheimlichtehat PeterMiihlbergerohne langesBedenken des
Becauseheseller  the defect hid hasPeterMuhlbergemwithoutlong consideratiorof-the
problematische®achverhaltslemarroganterHandlerdes vornehmerAutohauses denHochstpreis  gebotenund
problematic  fact the arrogant dealer of-theposh car-dealershiphe maximum-priceoffered and
so einenVerlustgemacht.

thusa loss made

NachdenderLehrer denStrafunterricht verhangte hat Hans Gerstnerzur zusatzlichenAhndungdes mehrfachen
after theteachetthe detention-classemposed hasHandGerstneras additional payback of-themultiple
FehlverhaltenslemungezogeneBohndes fleiBigen HausmeisterdenFuRballverstecktunddamitdie Sache
wrongdoings the naughty son of-theindustriouganitor the footballhidden andthus theaffair
bereinigt.

corrected

Weil derKollege denBestechungsvorwunmachte hat Fritz Lorzig nachintensiverDiskussiondes brisanterfFalls
becausehe colleaguehe corruption-allegatioomade hasFritz Lorzig afterintensive discussionof-thedelicate case
demfleiBigen Mitarbeiterdes strengerChefsdenAktenkofferentwendetunddamiteineStraftatbegangen.
the industriouswvorker  of-thestrict  boss the briefcase stolen andthus a crime committed

Weil derStadtrat denAntrag  ablehntehat JensHartmanmachstundenlangeErorterungdes langenBerichts
because¢he councilorthe applicationrejected hasJensHartmannafter many-hour discussionof-thelong report
demschmierigerPolitiker des kleinenOrtesdenFinanzplan prasentiertundso die Krise entsclarft.

the sleazy politician of-thesmall town the financial-planpresented andthereforethe crisis defused

Weil derManagerenVorschlagzuriickwies,hat WolfgangMeier nachsofortiger Angabedes tiberzeugenden
becaus¢he managerthe proposal rejected hasWolfgangMeier afterimmediatementionof-a convincing
GrundsdemsenilenVorstanddes unrentablerlnternehmendenAktienanteil entzogen,unddamit  die
reasonthe senile executiveof-the unprofitablecompany the share-holdingvithdrawnandthereforethe
Pleite verursacht.

bankruptcycaused

Obwohl derKomplizedenZeugendienst verweigertehat Karl Riestemachstundenlangembstreitendes  fraglichen
althoughthe accessoryhe witness-serviceefused hasKarl Riesteraftermany-hour  denial  of-thecontested
SachverhaltslemwitenderPolizistendes kleinenOrts denMittater genanntunddamitdenFall abgeschlossen.
fact the angry  policemarof-thesmall townthe accomplicenamed, andthus the caseclosed

Als derVertreter denVertriebsplan vorstellte,hat ThomasSchmidtnacherfolgreicheiwWiderlegungdes

As therepresentativéhe distribution-planpresentechasThomasSchmidtafter successful refutation of-the
unbegiindeterEinwandsdemungeduldigen/orsitzenderdes groRernKonzernsdenVertrag gesichertundso ein
unfounded objectionthe impatient  head of-thebig  trust the contractsecured andthusa
Riesengescift gemacht.

huge-businessnade

Weil  derEinkauferdenPreiserhdhte, hat FrankSailernacherneuterAusweitungdes grof3igigenAngebotsdem
Becausehe buyer  the priceincreasedasFrankSailerafterrenewedexpansion of-thegenerous offer the
krankelnderBetrieb des alternderUnternehmerslenAuftragversprochenyunddamit  denKonkurs abgewendet.
sickly companyof-theaging  entrepreneurthe order promised andthereforethe bankruptcyprevented

NachdenderBeamtedenSchadensfabescheinigtehat SabineBergertrotz  vereinzelteBedenkerdes weitlaufigen
After the official the damage  certified, = hasSabineBergerdespiteisolated  worried of-thelarge
FamilienkreiseslemeffizientenVersorgungsandes kleinenKurortsdenRentenantrag gestellt, unddannden
family-circle the efficient benefit-office of-thesmall resort the pension-applicatiosubmitted andthen the
Lebensabendenossen

retirement enjoyed
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(10)

(11)

(12)

(13)

(14)

(15)

(16)

7

(18)

NachdenderKonzerndenFilmvertrags anbot, hat Karin Kowalskytrotz heftigenProtestesles verargerten
After thetrust  the move-contracofferedhasKarin Kowalskydespiteintense protests of-theannoyed
ProduzentenlembetihmtenRegisseudes erstklassigemerksdenSchauspielevorgestelltundso die Produktion
producer the famous director of-thefirst-class work the actor introducedandthusthe production
ermoglicht.

enabled

Nachdender ManagerdenBonusauszahltehat Heike Schneidewegen  guterLeistung  des restrukturierten
after the managerthe bonuspaid-out hasHeike Schneidebecause-ofjood performancef-therestructured
AuRRendienstslemverdienterMitarbeiterdes profitablenBetriebs denVertrag verlangertund damit

sales-force the acclaimedworker  of-theprofitable companythe contractextended andthus

Weitsicht bewiesen.

forward-planningshown

NachdenderKoch denTruthahnzubereitetehat SimoneKuiferunter genaueBeachtungles detailliertenReglements
After thecook the turkey prepared hasSimoneKuferunderexact following of-thedetailed regulations
demtreuen Stammgastles franzZdsischerRestaurantdenHauptgang serviert,undso denKritiker beschwichtigt.
the faithful customer of-theFrench restaurant the main-courseserved andthusthe critic  placated

Nachdender TrainerdenUbungsplarentwickelte hat Birgit Messnettrotz  negativerBerichterstattungles

after thecoach the lesson-plandeveloped hasBirgit Messnerdespitenegative reporting of-the
dummenJournalisterdemehrgeizigerSportler des aufgestiegenewereinsdenErfolg vorhergesagtinddamit
stupid journalist the ambitious sportsmarof-the promoted club  the succespredicted andtherefore
Rechtbehalten.

right remained

Weil derLandtag denZuschus$ewilligte, hat FranzRitter nachlangwierigemAushandelndes schwierigen
becausehe parliamenthe subsidy approved hasFranzRitter afterlong negotiation®of-thedifficult
VertragsdemkleinenBetrieb des ehemaligerZzonenrandgebietdenAuftrag eingebrachtunddamitArbeitspktze
contractthe small companyof-theformer border-area the order earned andthus jobs
gesichert.

secured

Weil derGefangnisdirektodenHafturlaub  genehmigtehat StefanBauernachvorschriftsnaRBigemBefragen

becauséehe prison-director the prison-holidayapproved hasStefanBauerafter rule-compliant consultation
des direktenVorgesetztemlemharmloserHaftling des kleinenGefangnisseslenAusgangerlaubt,undso den

of-thedirect superior the harmless inmate of-thesmall prison the leave grantedandthusthe

Besuchermbglicht.

visit  enabled

NachdenderGeizhalsdenSchupperabriss, hat David Weinbergeiohne groReBeachtungles kaltenWetters
after the scrooge the shed demolishechasDavid Weinbergewithoutmuchregard  to-thecold weather
demfrierendenStadtstreichedes armen\VorortsdenSommermantejeschenktund damitUnruhegestiftet.
the freezing hobo of-thepoor suburbthe summer-coat given andthus unrest caused

Weil  derVater denRatschlagyab, hat Klaus BergernachnochmaligeniJberdenken des schwierigerProblems
becausé¢he fatherthe advice gavehasKlausBergerafterrepeated  contemplatiorof-thedifficult problem
demreichenOnkeldes entfernteriVerwandterdenBittbrief geschicktunddamit  die Notlagebeseitigt.
the rich  Uncleof-thedistant relative  the request-lettesent andthereforethedistressremoved

NachdenderJungedenHilfsdienstversprachhat Martin Kaufmannohne langesErwagen des moglichen

After theboy the help promised hasMartin Kaufmannwithoutlong deliberationof-the possible
TrinkgeldsdemaltenRentner des baufilligenNachbarhausedenKoffer getragenundso einenguten
tip the old pensioneof-thedilapidatedneighbor-houséhe suitcasecarried andthusa good

Eindruck gemacht.
impressiomrmade
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(19) Obgleich  derManagemdenZweifel anmeldetehat Lisa Friediindemachgenauet)berpiifungdes detaillierten
Even-thoughhe managerthe doubt raised hasLisa Friedidnderafterexact verification of-thedetailed
Angebotsdemdynamischervertreter des kleinenUnternehmendenAuftrag vergebenundsodie Firma
offer the dynamic representativef-thesmall business the order given andsothecompany
ruiniert.
ruined

(20) NachdenderPolizist denDurchsuchungsbefekbrlegte, hat HeinzMischniktrotz  sofortigen Einspruchesles

After the policemanthe search-warrant presentedhasHeinz Mischnik despiteimmediateobjection  of-the
gewitztenAnwaltsdembeharrlicherFahnder des ortlichenFinanzamtslenAktenschrankaufgemachtynddann
clever lawyer the insistent investigatorof-thelocal  tax-office the file opened andthen

die Beweismittelubergeben.
theevidence  handed-over

(21) Weil  derPachterdenBeistand leistete, hat PaulSchnitzerzur sofortigenBehebungles offensichtlichen
becausehetenant the assistanceenderechasPaulSchnitzerfor immediateremedy of-theobvious
Notstands demfrierenderBewohnerdes eingesiirztenHochhausedenSchupperaufgeschlossemndsodie Not
emergencyhe freezing occupant of-thecollapsed  tower-blockthe shed unlocked andsothedistress
gelindert.
reduced

(22) Weil derGroRvater denAktienanteilverkaufte hat Johanne®robsttrotz  erheblicheBedenkerdes
becausehe grandfathethe shares sold hasJohanne®robstdespiteserious  doubts of-the
gewissenhafteSteuerberaterdem gierigenAngestellterdes groRRenFinanzhauses  denAnteilscheinvorgelegt,
meticulous  tax-accountanvf-thegreedy employee of-thebig financial-companyhe coupon presented
unddamitdasVermogengefahrdet.
andthus thefortune endangered

(23) NachdenderPassant denSachverhaltschilderte hat MarkusKaisertrotz ~anfanglichemBestreiterdes

after the passer-byhe fact describedhasMarkusKaiserdespiteinitial denial  of-the

peinlichen \Vorfallsdemjun gen Beamterdes herbeigerufeneStreifenwagenden Ausweis
embarrassingvent the youngofficerof-the calledpolice-car the identity-cardpresented
vorgezeigtund danneine Blutprobeabgegeben.

and thena  blood-samplaiven

(24) Weil derManagerdenTermin vorschriebhat Tom Pressbergerotz  heftigerProtestedes aufgebrachten
becaus¢he manger the appointmentlictated hasTom Pressbergedespiteintense protestsof-theenraged
Betriebsrats demneuenLeiterdes kleinenVertriebshirosdenUrlaub gestrichenundso dasArbeitsklima
workers-councithe new leaderof-thesmall sales-office the holidaycanceled andthusthe work-atmosphere
vergiftet.
poisoned

Experiment 2

We give one example for an experimental stimulus. As can bendgy comparison with (1), the stimuli for
Experiment 2 can be derived from those of Experiment 1 byaepy the proper name with a definite NP, and turning
the rest of the main clause into a relative clause that meadifiis definite NP.

The example in (1) in in the condition dat = rel, adj = main. Tiker conditions can again be constructed by
moving the dative phrase and/or the adjective phrase ietsubordinate clause, as illustrated by example (7).

1) Weil  derVerkauferdenMangelverheimlichte hat derKunde, der ohne langesBedenken des
Becauseheseller  the defect hid hasthe customewhowithoutlong consideratiorof-the
problematische®achverhaltsdemarroganterdHandlerdes vornehmerAutohauses denHochstpreis geboterhat,
problematic  fact the arrogant dealer of-theposh car-dealershiphe maximum-priceoffered has
einenVerlustgemacht.

a loss made
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