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Abstract. We present an experimental investigation of tthe of resumptive pronouns. We
investigate object extraction imh-questions for a range of syntactic configurations
(non-islands, weak islands, strong islands) and for meltgvels of embedding (single,
double, and triple). In order to establish the crosslinguisroperties of resumption, parallel
experiments are conducted in three languages, viz. Eng@lisdek, and German. Three main
experimental results are reported. First, resumption doésemedy island violations:
resumptive pronominals are at most as acceptable as gdpsthuore acceptable. This result
disconfirms claims in the literature that resumptives canésisland violations. Second,
embedding reduces acceptability even in extraction oubafislands and declaratives,
structures standardly assumed as fully grammatical. Thimd-islands and weak islands
pattern together, and contrast with strong islands, in seshthe effect of resumption and
embedding. Our experimental findings show a remarkableistemey across the three
languages we investigate; crosslinguistic variation appeonfined to quantitative differences
in crosslinguistically identical principles. We arguettkizese experimental results can be
explained by the interaction of grammatical principleshwiésource limitations of the human
parser. In particular, extraction from non-islands and kvsknds imposes increased demands
on the computational resources of the parser. We extend&E1998) Syntactic Prediction
Locality Theory in order to formalize this intuition and axmt for the processing complexity

of A-bar dependencies.



1. Introduction. Acceptability judgments form the empaiibasis of linguistic theory (in
particular in syntax and semantics), at least in the geweraidition. A crucial feature of
some theoretically important judgments is their gradieattire, i.e. they fall somewhere
between fully acceptable and fully unacceptable. This mfagi®on can be traced back to the
early days of generative grammar. Indeed, an account ofegrae has been viewed as a
theoretical desideratum by Chomsky (1975), who argues #meadequate linguistic theory
will have to recognize degrees of grammaticalness’ (ipd1,31). Recent years have
witnessed an increased interest in the gradient natureceféability judgments, mainly due
to the emergence of an experimental paradigm that makessilge to obtain reliable
gradient acceptability judgmentglagnitudeEstimation (Bard et al. 1996) allows subjects to
indicate as many degrees of acceptability as they perdiiue,overcoming restrictions
imposed by standard ordinal scales. Over the last decadan#gthodology has been fruitfully
applied to the study of a wide range of phenomena (see Sonalcéeller 2005 for an
overview). In this article we take this approach a step rnrthy exploring the potential of
Magnitude Estimation for reliable crosslinguistic comipans, in line with recent work by
Keller and Sorace (2003), Featherston (2005), and Mey@&3(20

The phenomenon under investigation is the interaction éetwslands and resumption in
guestions. Since Ross (1967), indirect questions andvelelauses are known as ‘islands’,
i.e. environments that cannot contain the gap of a longrdest filler-gap dependency. Indeed,
in the generative tradition, sensitivity to such islandsng of the main diagnostics of
movement. Resumption, i.e. the involvement of a prononmmplace of the illicit gap, has
been viewed as a ‘last resort’ device that can ‘save’ isldathtions, by restoring structures
containing illicit gaps to full acceptability. The locaflitonditions underlying island effects
and their interaction with resumption are of central théoe¢ importance, given that the
availability of otherwise unbounded non-local dependesits viewed as a crucial feature of
natural language. However, such conditions still resigsfsactory theoretical understanding,
and their interaction with resumption has remained largeysgterious. In this article we
approach these theoretical questions through a systemgérimental investigation of the

interaction between locality and resumptionwh-questions. Much of the existing literature



has focused on resumptives in relative clauses, or has ntaebepticit distinction between
guestions and relative clauses.

The chosen experimental methodology allows us to quanistyndtions between ‘weak’
and ‘strong’ islands and compare them with grammaticaleetions out of non-islands
(e.g. non-factivehat-complements). The Magnitude Estimation paradigonalus to
measure the effect of resumption in its interaction withhedistinct factor, and so obtain a
richer and more systematic picture of its ‘saving’ natureudtally, the crosslinguistic aspect
of the experimental results reported here allow a new unaedsng of the nature of the
crosslinguistic variation involved in these phenomena.

In what follows we first introduce the basic phenomena anddtienale behind our
experimental setup. We then present the results of threeriexents on object extractions in
English, German, and Greek. A follow-up study on Greek abgatractions is then described,
investigating interactions between islands, resumpti@haase mismatches, as well as
comparisons with declarative sentences and questionringeembedded clauses. Finally,
we summarize the main results of these experiments, anditeriop a theoretical analysis

of the experimental data.
2. Background: locality restrictions and resumption.

2.1. Strong and weak islands. As is well known, the acceliabf the wh-questions in 1
is sensitive to the type of clause containing the gap thaesponds to the initiakh-phrase
(Ross 1967). Thus,ah-question involving a gap within a (non-factiviat-complement as
in 1a is considered fully acceptable, but acceptabilityrddgs when the same configuration
involves an indirect question as in 1b; 1c, where the gaprisatoed in a relative clause is
strongly unacceptable. Since Ross (1967), indirect questnd relative clauses (Complex
NPs) are considered ‘islands’ for movement, i.e. enviromis&om which movement is illicit.
In fact, sensitivity to islands is taken as one of the prindiagnostics of movement. The
contrast in the acceptability of 1b and 1c is acknowledgéarmally by referring to indirect
guestions as ‘weak’ islands and to relative clauses asfgtanes.

(1) a. Who does John think Mary will choot2



b. ?*Who did Mary wonder whether they will fit®

c. *Who did John meet the girl who will marnp
As in 1, combinations of stars and question marks are stdhdased to indicate varying
degrees of acceptability. The shortcomings of this pradi@ discussed in detail by Bard et al.
(1996), Cowart (1997), and Siatze (1996). One key problem is that the various combination
of diacritics are not systematic. Thus, for cases like Irgheno clear understanding of the
‘distance’ in acceptability between 1b and 1a. For exampteems that for authors like
Chung and McCloskey (1983) the contrast between 1b and 1c ik sttanger than indicated
here. In fact, it would appear to be essentially equivalerhé contrast between 1a and 1c,
since they judge 2 as follows (from Chung and McCloskey 19833aand 4d}.
(2) a. *Which dialects can you find speakers that linguistsldiagree know well?

b. Who were you wondering if we should see?
A further complication is that it is not obvious that the atse of a diacritic in 2b indicates
full acceptability (on a par with 1a), rather than the absesfcungrammaticality. In fact, for
Chung and McCloskey (1983), it appears that the absence of ia & indicates that the
sentence does not violate any grammatical principle, rattitihas full acceptability.

Either way, there is an important question underlying sushrdpancies. Are they an
artifact of the absence of an unambiguous notational syatedrihe lack of a systematic way
of quantifying linguistic intuitions, or do they represeral disagreements about the
acceptability of the structures in question? We addresshestion here by conducting a
series of Magnitude Estimation studies designed to ingatithe nature of the contrasts
between weak islands, strong islands and non-islands,yagddntifying the difference in
acceptability between these configurations.

If establishing the acceptability status of weak island#inia language is problematic,
the task becomes significantly more difficult for crossliistje comparisons. For example, at
least two authors judge Greek examples involving extraabiat of an indirect question as in 3
as grammatical (Tsimpli 1995, Alexopoulou 1999). (3b is@stance of focus-movement
where the extracted phragevivlia bears sentential stress, as indicated by the smpitala.)

The question then is are weak island effects completelyrathisem Greek, i.e. are extractions



out of indirect questions as acceptable as extractions fhatacomplements? Or do Greek
‘weak’ islands involve only a mild decrease in acceptapil@ading the authors to the
conclusion that no grammatical violation is involved in 32Here any sense in which ‘weak’
islands in Greek are ‘weaker’ than in English, thus explagrthe contrast between 3 and 1b?
(3) a. Pion anarotbikes an Ba apolisune?

who accwondered2sgwhether/ifwill fire 3pl

‘Who did you wonder whether they will fire?’

b. Me rotise ta vivlia anepestrgia
meaccasked3sgthebooksif returnedlsg

‘He asked me if | returned thieooks.’

2.2. Islands and resumptive pronouns. Crosslinguisticatlynouns may appear in relative
clauses and questions in the place of a gap as in the Greékealmuse in 4. Such
(operator/A-bar bound) pronouns are known as resumptivequns (Sells 1984).
(4) miaistoriapu tin eleye i yiayla muotan imun  mikri

a story thathersaid3sgthenomgrandmamy whenwaslsgyoung

‘a story my grandma used to tell when | was young’
Resumptive pronouns are excluded from simple, unembeddestiqns crosslinguistically,
and in particular in English, Greek, and Gern¥an.
(5) a. Whodid you fird/*him?

b. Pion 0/*ton apelises?

whoaccd/him fire.2sg

c. Wen entlassenvir 0/*ihn?
whoaccfire lpl we 0/him
An important question is whether the star diacritic has tmaes meaning in all three
languages. On some level it does, since it indicates thdktihrae languages, speakers judge
such sentences as unacceptable, and linguists considetahevolve a grammatical
violation. However, Greek allows resumption in embeddeelstjons and other structures

more freely than English and German (see examples 8 an@seltiThe question then is are



sentences like 5 equally unacceptable in all languages?

While (non-d-linked) questions generally resist resumpttbe presence of a pronominal
is often viewed as a ‘last resort’ device ‘saving’ islandlatmns (Ross 1967, Kroch 1981).
The island violating examples below are ‘saved’ by the presef a pronominal (examples
from Haegeman 1994).

(6) a. Thisisthe man whoptEmsworth told me when he will invite him
b.  This is the man whopEmsworth made the claim that he will invite him

Similar claims have been made for Greek; for instance by ket (2004), who offers the

example in 7.

(7 O lNanis ineo adras pu i Mariaefiye apo to parti
thenomGiannisnomis thenommannomthatthenomMarialeft.3sgfrom the party
otan ton ide
whenhim saw3sg
‘Giannis is the man Matria left from the party when she saw him.

While authors agree that there is an effect of resumptionexiaet acceptability status of such

sentences is not clear. The absence of any diacritics fremallbve sentences should indicate

full acceptability. However, it is not obvious that this © 9 he experimental research reported
in subsequent sections quantifies the ‘saving’ effect afmggtion and investigates the
interaction between island violations and resumption.

Furthermore, the present study aims at a thorough cross$itig investigation of the
issue. While resumption has a remedying effect crosslitigait/, some crosslinguistic
differences exist. For example, a pronominal is acceptal®® in Greek, but not in 8a. Our
aim, thus, is to also establish the status of crosslingutsthtrasts such as in 8 and investigate
how such contrasts might relate to the general acceptabfliveak islands and resumption in
these languages.

(8) a. Which student did you wonder whether we’ll invite *him?

b. Pion fititi anarotbikes an Ba ton kalesume?

whoaccstudentaccwondered2sgwhetherwill him invite 1pl



Before continuing, a clarification is in order. Sells (19845tinguishes ‘intrusive’ from ‘true’
resumption. The former is the type discussed here, i.empsan in island configurations
appearing as a ‘last resort/saving’ device in place of aitithap/trace. True resumption
involves pronominals that can be freely bound by operatorhe absence of any apparent
grammatical violation. True resumption is widespread imsie and Celtic relative clausés.
We adopt this distinction here, and in the remainder the tesumption is used to indicate
intrusive resumption, unless otherwise specified. (We afwn use the term ‘resumptive’ as a

short for ‘resumptive pronoun’.)

2.3. Resumption and embedding. Finally, a much less disdussse of interaction
between locality and resumption is pointed out by Ertes@tik (1992). She argues that a
resumptive pronoun becomes more acceptable as the eatratie becomes more deeply
embedded, a claim illustrated with the examples in 9. Diq&P6) provides experimental
evidence confirming this observation.
(99 a. Thisis the girl that John likaégher.
b. This is the girl that Peter said that John lik&her.
c. Thisis the girl that Peter said that John thinks that Bkési/?her.
d. Thisis the girl that Peter said that John thinks that ydatehis mother had given
some cakes tot/her.
Similarly, Tsimpli (1999) argues that in Greek, a prononhisacceptable when embedded at
least ondghat-clause away from the matrix (compare 10 with 5b).
(10) Pion ipopteBike i Mariaoti Ba ton kalesume?
whoaccsuspecte@sgthenomMariathatwill him.accinvite.1pl
‘Who did Maria suspect we will fire?’
Here, we investigate such effects experimentally in Ehgliagreek, and German object

extractions.

2.4. Questions vs. relative clauses. Before we turn to thegutation of the experimental
results, a note is in order on why questions rather thanivelatauses were chosen for this

investigation, in particular since the majority of relevabservations in the theoretical



literature involve relative clauses rather than questions

Under standard syntactic assumptions, questions ani/eetdéauses share the same
syntax (e.g. instances of A-bar dependencies, possiblyibablving a quantificational
operator in the sense of Lasnik and Stowell 1991). But thexes@ame important empirical
differences, not always accommodated theoretically, iwimake questions more suitable for
an initial investigation.

First, and perhaps most importantly, certain corpus studave indicated the very real
existence of resumption in English relative clauses oatsthnd environments (Prince 1990,
1997, Cann et al. 2005). We are not aware of any such studiegiéstions. The general
unavailability of resumption in questions allows us to eeitolate interactions between
resumption and embedding/islands.

Second, there are a number of factors interacting with resiom in relative clauses that
are absent from questions. For instance, Prince (1990 fauarinteraction between
resumption and the definiteness of the head (see aiBer3998): of 100 relative clauses in
her corpus, 84 appeared in relative clauses headed by an indefinite ¢mive clauses
headed by an indefinite were 76). At the same time, the thieatditerature on Greek takes
pronominals to be unacceptable in definite relative clabsésptional in indefinite ones
(Alexiadou and Anagnostopoulou 2000, Tsimpli 1999). Whitathy of investigation, such
effects make it harder to pin down the interaction betwesomgtion and islands in relative
clause$

Finally, resumption interacts with whether or not a relatotause is introduced by a
relative pronoun or a complementizer (Joseph 1980b, 19833, in Greelpu-relative clauses
resumption is obligatory in oblique positions (indirecjedi, possessor)Such interactions
are absent from questions, which therefore make it poswldfigcus on interactions of
resumption with locality.

In sum, while the study of relative clauses (as well as ddithguestions) is important for
understanding interactions of resumption and localitgsions are more suitable for an
initial investigation due to the general unavailabilityreumption in these structures. Indeed

there is evidence that the results reported here do not@xterelative clauses, as indicated by
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McDaniel and Cowart’s (1999) Magnitude Estimation studyestigating the interaction
betweerthat-trace violations, weak islands and resumption in Bhgklative clauses. We

discuss this study in more detail section 8.4.

2.5. Magnitude Estimation. The present study relies onlslibguistic intuitions
regarding the relative acceptability of gaps and resuregiionouns in extraction. As
discussed in section 2, the standard practice of colleatfogmal judgments has yielded
contradictory data for the phenomenon at hand, and is insdedor crosslinguistic
comparisons. To address this situation, we have employeghMale Estimation (ME), an
experimental paradigm, designed to overcome the shortagsraf informal collection of
judgments (Sclitze 1996, Bard et al. 1996, Cowart 1997). In this section wedlpmpresent
the main features of ME.

Magnitude Estimation is a technique developed in psychsipbyto measure judgments
of sensory stimuli (Stevens 1975). In particular, ME wasalieped to determine to which
extent subjects can reliably indicate proportional judgtaeorresponding to degrees of
magnitude in perceived physical stimuli, e.g. whether scisj can reliably indicate not just
that a light ismoreor less bright than a reference stimulus, botv manytimes brighter. The
key feature of ME is that it makes it possible to investigatapprtional judgments by
employing a continuous numerical scale. This allows subjecindicate as many sensory
distinctions as they perceive; in this respect it overcopreblems associated with 5- or
7-pointordinal scales conventionally used to measure humanionsitME studies have
yielded highly reliable judgments for a whole range of sepsoodalities, such as brightness,
loudness, or tactile stimulation, demonstrating that gaheequal ratios on the physical
dimensions give rise to equal ratios of judgments; for edamip judgments of brightness,
every time the stimulus energy doubles, the subjectivehbmigss becomes 1.5 times larger; in
judgments of line length, doubling physical line length bims subjective line length
(psychophysical relationships can then be viewed as a seatifematical functions). The ME
paradigm has been extended successfully to the psychbdoaomain (Lodge 1981), e.g. for
investigating notions like social prestige. Bard et al.9@Pand Cowart (1997) have shown

that ME can also be applied to linguistic judgments, andith@bvides fine-grained
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measurements of acceptability, which are robust enougketd gtatistically significant
results, while being highly replicable both within and e&g@peakers.

In linguistic ME, subjects are asked to assign numbers teoiassef linguistic stimuli
proportional to the acceptability they perceive, accogdimthe following procedure. First,
they see a set of instructions that explain the concept ofemigiad ME using line length.
Several example lines and corresponding numerical estgraae provided to illustrate the
concept of proportionality. After reading the instructsyisubjects take part in a training phase
designed to familiarize them with the task. In the trainitgge, subjects are asked to use ME
to judge the length of a set of lines. In particular, they seefarence line and are told to give
it an arbitrary number; then, they are asked to assign a nutaleach following line
representing how long the line is in proportion to the refeeeline; if the line is twice as long
as or half the reference line, the number they assign shautdiice or half the number of the
reference line, etc. Subjects are told that linguistic ptadaility can be judged in the same way
as line length. A set of practice items involving exampleseritences of varying acceptability
is used to illustrate the task. Finally, subjects judge ttpeemental items. Subjects first see a
modulus (reference item), to which they assign an arbitrampber. Then, all other stimuli are
rated proportional to the modulus, i.e. if a sentence istthiraes as acceptable as the
modulus, it gets three times the modulus number, etc. Stsgee randomly assigned to
stimulus sets, and the stimuli in a given stimulus set arseuted in random order (a new
order is generated for each subject).

All ME data presented here were normalized and log-transéorbefore being graphed
or subjected to statistical tests. Normalization is nemmgsas experimental subjects can freely
choose the number they assign to the modulus sentenceii@jadch numeric judgment by
the modulus judgment therefore creates a common scalel sulgkects. Then the data are
transformed by taking the decadic logarithm. This transtation ensures that the judgments
are normally distributed and is standard practice for MEad8&ard et al. 1996).

Normalized, log-transformed data can be interpreted dgvist the modulus sentence
receives a judgment of zero. Sentences with a positive jethg@re more acceptable than the

modulus, while sentences with a negative judgment are tEsp#able than the modulus. Note
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that the modulus (in line with recommendations in the ME #tare) was selected to be a
sentence of intermediate acceptability.

It is important to note that the absolute judgments obtainedME experiment are not
meaningful. All judgments have to be interpreted relatvéhte modulus (or relative to the
judgments for another sentence in the same experiment).€Bsen for this is that a range of
irrelevant factors can vary between experiments (e.g. timber and acceptability of filler
sentences). It follows that it is not possible to compare enicrjudgments across experiments,
or to assign labels such as ‘grammatical’ or ‘ungrammdttoadentences based on the
absolute judgments obtained in a magnitude estimationrempet.

In the experiments here, we deal with this by including calitonditions in all our
experiments. These conditions consist of sentences of kiaoeeptability status (e.g. fully
acceptable or fully unacceptable items). We then comparettier sentences in the
experiment to the controls and hence indirectly draw casiohs about their acceptability

status.

3. Experiment 1: resumptives and object extraction in Eigli The first experiment
investigated how embedding and island constraints int&vele resumption in English. Four
different configurations were used: complement clauseowitthat (non-island), non-factive
complement clause wittinat (non-island), complement clause withether (weak island),
relative clause (strong island). Two levels of embeddingawested: single embedding (one
complement clause or relative clause) and double embeddieghat-complement clause

intervening between theh-phrase and théhat- orwhether-complement clause or a relative

clause). To have a standard of comparison, we also incluelgesces without embedding
(control condition, zero embedding). Example sentencegien in 11-14.
(11) Non-islandcondition (bare clause)
a.  Who will we fire@/him? (zeroembedding)
b. Who does Mary claim we will fir@/him?(single)
c. Who does Jane think Mary claims we will fiénhim? (double)
(12) Non-islandcondition ¢hat-clause)
a. Who does Mary claim that we will filhim? (single)
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b.  Who does Jane think that Mary claims that we will i¥teim? (double)
(13) Weakislandcondition (vhether-clause)

a. Who does Mary wonder whether we will figghim? (single)

b. Who does Jane think that Mary wonders whether we willéilem? (double)
(14) Strongislandcondition (relative clause)

a. Who does Mary meet the people that will fid@im? (single)

b.  Who does Jane think that Mary meets the people that wildfiven? (double)

3.1. Method.

Subjects. Fifty-five subjects were recruited over the im¢by postings to newsgroups and
mailing lists. All subjects were self-reported native dgera of English. Linguists and

students of linguistics were excluded from the sample.

Materials. The design crossed the following fact@mbedding (single or double
embedding)lsland (complement clause withatliat, complement clause withat,

complement clause witwhether, relative clause), aftesumption (gap or resumptive). This

resulted inEmbeddingx Islandx Resumption= 2 x 4 x 2 = 16 cells. As controls, we
included stimuli without embedding (gap or resumptivegra@asing the number of cells to 18.
Nine lexicalizations were used for each cell, yielding atof 162 stimuli.

The stimulus set was divided into nine subsets of 18 stimufilacing the items in a

Latin square. A set of 18 fillers was used, covering the whoé=ptability range.

Procedure. The method used was Magnitude Estimation asgedy Bard et al. (1996)
and Cowart (1997) and described in section 2.5.

After reading the instructions and before proceeding tditi@ing phase, subjects had to
fill in a short demographic questionnaire, which included,a&gx, handedness, and language
region, which was defined as the place where the subjectdddms or her first language.
After the training and practice phase, each subject judgedset of 18 experimental stimuli
and all 18 fillers, i.e. a total of 36 items. Subjects were manly assigned to stimulus sets; this

assignment was slightly unbalanced, as the number of d8lyes not a multiple of the
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number of stimulus sets. The stimuli in a given stimulus setenpresented in random order; a
new order was generated for each subject.

Keller and Alexopoulou (2001) present a detailed discussidhe safeguards that
WebExp puts in place to ensure the authenticity and valwhityhe data collected, and also
present a validation study comparing web-based and labejagdgment data (for other

validation studies, see Keller and Asudeh 2001, Corley ah@&uers 2002).

3.2. Results. All data were normalized and log-transform&described in section 2.5.
Figure 1 graphs the mean judgments with standard errordlffne configurations. In the
following, we only report the qualitative results for thisgeriment (i.e. the significant

differences obtained). The details of the statistical ysed can be found in Appendix A.

[Figure 1 about here.]

An Analysis of VarianceAnova) was carried out to determine which of the experimenta
factors had a significant effect on acceptability, and taldgh any significant interactions

between the factors. Thenova yielded significant main effects Binbedding]sland, and

Resumption. The interaction ¢dland andResumption was also significant. This is the most
relevant interaction in this study, as it indicates thatdbeeptability of resumptives is
sensitive to island violations. We also found a significateiaction ofEmbedding and
Resumption; the other interactions were only significansilyjects.

A Tukey post-hoc test was conducted to further investigagdriteraction ofsland and
Resumption. This test allows us to determine in which of #fend conditions a gap is more
acceptable than a resumptive. The results show that gagggarécantly more acceptable
than resumptives for bare claust#gt-clauses, andhether-clauses. For relative clauses, no
significant difference was found.

As a next step, a series of Dunnett tests was carried out ¢ordete if the single and
double embedding conditions were significantly differeoti the unembedded control

condition. Table 1 lists the results of the Dunnett tests.

[Table 1 about here.]
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3.3. Discussion. The firstimportant finding is that embedgar se has an effect on the
acceptability ofwh-questions even in the non-island condition (extractionof that-clauses).
This effect is only a tendency in the first level of embeddimgf, reaches statistical
significance in the case of doubly embedded questions. Jhisexpected from a grammar
point of view, since no grammatical violation is associatgith these structures. However, this
finding is consistent with results in the psycholinguistierbture. For example, Frazier and
Clifton (1989) report results from a self-paced reading w@isgimilar sentences indicating
processing difficulty; similar findings have been reporteat@recently by Dickey (1996) and
Kluender (1998). We discuss these studies in section 8.2.

As expected, extraction from weak islan@ggther-clauses) was less acceptable than
extraction from non-islands (bare clauses #mat-clauses): we found a significant difference

between zero embedding and single embeddingvfaether-clauses, but not for bare clauses

andthat-clauses. For all three types of extraction, we alsadahat double embedding was
significantly worse than zero embedding. For relative adayusn the other hand, we found
that single embedding was seriously unacceptable, on aiffaresumptive pronouns; double
embedding did not reduce acceptability further.

Turning finally to the issue of resumption, pronominals wiexend to be significantly
worse than gaps in all conditions (with the exception ofaotion from relative clauses).
However, we found that resumption appears to reverse teetedf embedding: in bare
clauses doubly embedded resumptives were significantlg mcceptable than the
unembedded control (by subjects only)ifmat-clauses, singly embedded resumptives were
significantly more acceptable than the control (by subjentg). As we see in subsequent

sections, this effect is also present in Greek and German.

4. Experiment 2: resumptives and object extraction in Gredke purpose of the present
experiment was to test the crosslinguistic validity of ondfngs for English and the potential
influence of some structural differences between EnglishGreek. In particular, Greek
differs from English in the following ways: (i) indirect getons in Greek are not considered
islands (see section 2.1); (ii) a pronominal is acceptableh-questions when embedded at

least ondghat-clause away from the matrix (see section 2.3) or in abegided question (see
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section 2.2); (iii) unlike English, Greek exhibits produetresumption in Clitic Left
Dislocation €lld) as in 15.
(15) to Mani to sinadisamestin ayora
theacclianiacchimmetlpl at-themarket
‘We metrlianis at the market.
The stimuli used were analogous to the ones in Experiment Eriglish. However, there was
no bare clause condition, as the complementizer is obligatdGreek complement clauses of
this type The following are example materials that illustrate theetypf sentences used. (In
Greek the pronominal is a clitic, attached to the left of theov Gaps, marked b below, are
indicated preverbally only for convenience. No claims asdmfor the position of the trace
corresponding to the gap.)
(16) Non-islandcondition ¢hat-clause)
a. Pion 6a 0/ton apolisumeZzeroembedding)
whoaccwill 0/him fire 1pl
‘Who will we fire?’
b. Pion isxirizetei Annaoti Ba 0/ton apolisume®single)
whoaccclaim 3sgthenomAnnathatwill 0/him fire 1pl
‘Who does Anna claim that we will fire?’
c. Pion nomizi o Petros oti isxirizete i Elenioti 6a
whoaccthink.3sgthe nom Petrosnomthatclaim.3sgthenomEleni thatwill
O/ton apolisume?double)
O/him fire 1pl
‘Who does Petros think that Eleni claims that we will fire?’
(17) Weakislandcondition (vhether-clause)
a. Pion anarotiete i Mariaan Ba 0/ton apolisume?single)
whoaccwonder3sgthe nomMariawhethemwill @/him fire 1pl
‘Who does Maria wonder whether we will fire?’
b. Pion nomizi o Petros oti anarotiete i Mariaan

whoaccthink.3sgthe nom Petrosnomthatwonder3sgthe nom Maria whether
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Ba 0/ton apolisumeZdouble)
will @/him fire 3pl
‘Who does Petros think that Maria wonder whether we will fire?’
(18) Strongislandcondition (relative clause)
a. Pion sinadai i Elenitus  tipus pu 6a 0/ton

whoaccmeet3sgthenomElenitheaccguysaccthatwill 0/him

apolisunqsingle)

fire 3pl

‘Who does Eleni meet the guys that will fire?’

b. Pion nomizi o Petros oti sinadai i Elenitus

whoaccthink.3sgthe nomPetrosnomthatmeet3sgthenomElenitheacc

tipus pu Ba O/ton apolisunqdouble)

guysaccthatwill @/him fire 3pl

‘Who does Petros think that Eleni meets the guys that will fire?
Our focus here is on intrusive resumption. However, giveamagles like 15, it's worth asking
whether intrusive and non-intrusive resumpfi@an be reliably distinguished in Greek, since
d-linking can improve the acceptability of resumption ireartbedded questiort8 We discuss
this issue in more detail in section 8.2. For the moment wegmeour basic assumptions:
(i) simple unembedded questions with a pronominal involvgrammatical cases of putative
true resumption; the main reason for this assumption is tAmmaticality contrast between
examples 15 and 16a,; crucially, resumption is acceptati#idnin non-embedded contexts;
(i) examples like 16b—17 involve intrusive resumptionasgdue to the contrast with
unembedded questions, which is absent faiiah, i.e. at least under standard assumptions,
there is no acceptability contrast between embedded andhedded examples ofld as
in 19a and 19b. If anything, acceptability degrades whenakwsdand is involved as in 19c.
Unlike clld, pronominals embedded in questions are better thambadded ones according
to the theoretical literature and the results to be repdsddw??
(19) a. to ani to sinadisametin ayora

theaccrlianiacchimmetlpl  at-themarket
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‘We metrlianis at the market.

b. to Fani ipame sti  Mariaoti to sinadisamestin ayora
theaccliani.accsaidlpl to-theMariathathim metlpl  at-themarket
‘We told Maria that we mefianis at the market.’

c. to lNani  masrotise i Maria anto sinadisamestin ayora
theacclianiaccus asked3sgtheMarianomif himmetlpl at-themarket

‘Maria asked us whether we mEtanis at the market.’

4.1. Method. Fifty-nine subjects were recruited over thtermet by postings to newsgroups
and mailing lists. All subjects were self-reported natipeakers of Greek. Linguists and
students of linguistics were excluded from the sample.

The design mirrored the one for English, but left out thetimat-clause condition (the
complementizer is obligatory in Greek). This resulted in

Embeddingx Islandx Resumption= 2 x 3 x 2= 12 cells. As controls, we included stimuli

without embedding (gap or resumptive), increasing the remobcells to 14. Seven
lexicalizations were used for each cell, yielding a tota®8fstimuli. The stimulus set was
divided into seven subsets of 14 stimuli by placing the itémes Latin square. A set of

14 fillers was used, covering the whole acceptability range.

The same procedure as in Experiment 1 was used. Instrustierespresented in Greek.

4.2. Results. The data were normalized and log-transformsed Experiment 1. Figure 2
graphs the mean judgments for all three configurations. Etaild of the statistical analyses,

see Appendix A.
[Figure 2 about here.]

An Anova yielded significant main effects Bimbedding]sland, andResumption. The
interaction oflsland andResumption was also significant, which indicates that the
acceptability of resumptives is sensitive to island violas. The interactions

IslandEmbedding EmbeddingResumption, antslandEmbeddingResumption were only

significant by subjects.
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A post-hoc Tukey test was conducted to further investigagdriteraction ofsland and
Resumption. Its results show that gaps are significantlyeraoceptable than resumptives for

that-clauses, but not favhether- and relative clauses. A series of Dunnett teste wer

conducted to compare the single and double embedding camglivith unembedded control

conditions; see Table 2.
[Table 2 about here.]

4.3. Discussion. As in English, we found that embedding Inesffect inthat-clauses,
which in the case of Greek is significant for both levels of eniting (see Figure 2(a)).

Furthermore, as in English, weak island violations (extaacout ofwhether-clauses) led to a

significant drop in acceptability (see Figure 2(b)). Grerl &nglish are not different in this
respect, a finding contrasting with the theoretical literatwhere weak island violations such
as 3 are considered fully acceptable. In particular, gapgysembedded in whether-clause
are worse than gaps singly embedded that-clause (as in English). Strong island violations
(extraction out of a relative clause) were found to lead torgj unacceptability (as expected,
and like in English). No effect of double embedding was deigm relative clauses.

As in English, pronominals are unacceptable in simple Grpedstions. However, this
violation appears to be less serious in Greek. Greek unedeaoronominals, while
significantly worse than gaps, are still significantly betten strong island violations (see
Figure 2(c)). By contrast, unembedded pronominals in Bhgjuestions are as unacceptable
as strong island violations (see Figure 1(d)). Under tharagsion that extraction out of
relative clauses is equally unacceptable in both English@Gmeek, the higher acceptability of
Greek unembedded pronominals compared to relative clales&lis indicates that
pronominals are more tolerated in Greek than English.

For Greekthat-clauses, we failed to find a significant difference leewsingly or doubly
embedded resumptives and the unembedded control con@isgom embedding). However, for

whether-clauses, pronominals were significantly more pted@e in the embedded conditions

(single and double) compared to the control condition. VEe &und (as in English), that
resumption fails to interact with (i.e. reverse the effejtstrong island violations; unlike

embedded pronominals that- andwhether-clauses, pronominals in relative clauses were
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worse than in the control condition.
Finally, it is worth noting that doubly embedded pronomsialthat-clauses and singly

and doubly embedded pronominalsshether-clauses are as acceptable as gaps. This

optionality between the gap and the pronominal has beer mothe theoretical literature on
Greek, which, however, fails to note their degraded statuw®mparison to unembedded
controls (see sections 2.2 and 2'3Note finally that Greek differs from English in that
pronominals remain significantly worse than gaps in thefatt all conditions (except strong

island violations).

5. Experiment 3: resumptives and object extraction in Germdhe aim of the present
experiment was to test the crosslinguistic validity of Exipents 1 and 2 by investigating the
interaction of the factors embedding, resumption, anchdhaolation in German. In 20-22,
we list an example stimulus for each experimental condifidrese stimuli are closely parallel
to the English ones in 11-14.
(20) Non-islandcondition ¢hat-clause)
a. Wen entlassenvir 0/ihn?(zeroembedding)
whoaccfirelpl we 0/him
‘Who will we fire?’
b. Wen behauptePetradasswir 0/ihn entlassengsingle)
whoaccclaim 3sgPetra that we 0/him fire 1pl
‘Who does Petra claim that we will fire?’
c. Wen denkt BarbaradassPetrabehauptetdasswir 0/ihn entlassen?

who accthink 3sgBarbarathat Petraclaim3sg that we 0/him fire 1pl
(double)

‘Who does Barbara think that Petra claims that we will fire?’
(21) Weakislandcondition (vhether-clause)
a. Wen Uberlegt Petra,ob wir 0/ihn entlassengsingle)
whoaccponder3sgPetra whetherwe 0/him fire.1pl

‘Who does Petra ponder whether we will fire?’
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b. Wen denkt BarbaradassPetraiberlegt, ob wir 0/ihn
whoaccthink.3sgBarbarathat Petraponder3sgwhetherwe 0/him

entlassenfdouble)
fire.1pl
‘Who does Barbara think that Petra ponders whether we wilPfire
(22) Strongislandcondition (relative clause)
a. Wen trifft Petradie Leute, die 0/ihn entlassengsingle)
whoaccmeet3sgPetrathe peoplethat®/him fire 3pl
‘Who does Petra meet the people that will fire?’
b. Wen denkt BarbaradassPetradieLeute trifft, die 0/ihn

whoaccthink.3sgBarbarathat Petrathe peoplemeet3sgthat®/him

entlassenfdouble)
fire 3pl
‘Who does Barbara think that Petra meets the people that vaRfi

5.1. Method. Thirty-seven subjects were recruited ovetniernet by postings to
newsgroups and mailing lists. All subjects were self-régnative speakers of German.
Linguists and students of linguistics were excluded fromgample.

The experimental design and distribution of materials wasiical to that in
Experiment 2. The same procedure as in Experiments 1 and Aseals Instructions were

presented in German.

5.2. Results. The data were normalized and log-transfogsed Experiments 1 and 2.
Figure 3 graphs the mean judgments for all three configuratiBor details of the statistical

analyses, see Appendix A.
[Figure 3 about here.]

An Anova yielded a significant main effect dland, but the main effects &mbedding,
andResumption were not significant. The interactiorisdind andResumption was also

significant, which indicates that the acceptability of raptives is sensitive to island
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violations. The interactiotslandEmbedding was also significant; all other interactionsefail
to reach significance.

A post-hoc Tukey test was conducted to further investigagdriteraction ofsland and

Resumption. No significant difference between the accdjadf gaps and resumptives was

found for any of the three clause typékdt-clausewhether-clause, relative clauses).

Furthermore, we carried out a series of Dunnett tests to evenghe single and double

embedding conditions with unembedded control conditises; Table 3.
[Table 3 about here.]

5.3. Discussion. The experimental results for Gerlahow that embedding reduces the
acceptability of gapped clauses. This is true for all thleese types, i.e. even for
that-clauses. We also found that resumption can reverseffgwe of embedding; ithat- and
whether-clauses, embedded resumptives were more acteefitab the unembedded control.
No such effect was found for relative clauses. Crucially, &éegv, resumptives were never
more acceptable than gaps; they were at most equally atdeptd! these experimental
findings replicate what we have found for English and Greeképrevious two experiments.
There are some crosslinguistic differences, however. igligimand Greek, we found that

extraction fromthat-clauses was more acceptable than extraction wbether-clauses. For

German, the two clause types are similar in acceptabilég (Sgure 3(a) and 3(b)).
Furthermore, we found that gaps and resumptives can belg@ueakptable. German seems to
behave like Greek (and unlike English) in this respect (thiservation has not been made in
the theoretical literature on German, as far as we are awanether crosslinguistic

difference concerns unembedded resumptives: in Germey aife as unacceptable as strong
island violations. This is like English, but differs from &k, where unembedded resumptives
were more acceptable than strong island violations.

Taking Experiments 1-3 together, the most interestingalvénding is that the
acceptability patterns are basically the same acrossrak thnguages, which indicates that
the principles underlying these phenomena are crossktigaily constant. This result
demonstrates the importance of employing an experimergthodology for identifying

crosslinguistic universals and the locus of crosslingiigriation. For example, in English,
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the effect of resumption ithat- andwhether-clauses is of the same nature as in Greek and

German, but manifests itself in a smaller reduction in upptability (compared to the
unembedded control). It is unlikely that this fact would @deen revealed by the standard
informal collection of judgments, given that the accegdtgbof resumptives remains worse

than the acceptability of gaps.

6. Experiment 4: case violation and object extraction ingBre Experiments 1-3
demonstrated that resumption reverses the effect of enmggddd weak islands, but it cannot
restore the affected structures to full acceptability. Vg® dound a crosslinguistic effect of
embedding; in all three languages, doubly and singly eméeddntences are less acceptable
than unembedded ones. This effect was modulated by the fyhe embedded clause
(non-island, weak island, strong island).

The present experiment has three aims. First, we wantedtteefustudy the embedding
effect by including a triple embedding condition and idBmtig whether it induces a further
reduction in acceptability, compared with the double endiagl condition studied in
Experiments 1-3. Second, we wanted to establish whethee@ualitig can lead to a reduction
in acceptability outside the context wh-extraction. We therefore tested the acceptability of
multiply embedded sentences in declaratives.

Third, this experiment investigates possible interacibatween embedding and a core
morpho-syntactic violation like case mismatch. Experiteeir-3 established an interaction
between resumption and embeddinghat-clauses, raising the hypothesis that resumption
interacts with a processing constraint on embedding. Tasgnt experiment studies the
interaction between embedding, resumption, and case ribmath the aim of testing the
possibility that case mismatch will be less noticed in mardedded positions.

The materials in the present experiment are an extensidreddttmuli for Experiment 2.
Examples for the zero, single, and double embedding camditare given in 16-18. 23 and 24
provide examples for triple embedding in the non-island twedweak island condition,
respectively. Note that no strong island condition wasudel; it was considered redundant,

as no variation was found in this condition in the previougezknents.
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(23) Pion nomizi o Petros oti pistevi o] Kostas oti

who accthink.3sgthenom Petrosnomthatbelieve3sgthenomKostasnomthat

Beori [ Elenioti Ba 0/ton apolisume?

speculatgsgthenom Elenithatwill 0/him fire.1pl

‘Who does Petros think that Kostas believes that Eleni spéesithat we will fire?’

(24) Pion nomizi o Petros oti pistevi i Sofiaoti anarotiete
whoaccthink.3sgthe nom Petrosnomthatbelieve3sgthe nom Sofiathatwonder3sg

i Mariaan Ba 0/ton apolisume?

thenomMaria whetherwill @/him fire. 1pl

‘Who does Petros think that Sofia believes that Maria wondéestiaer we will fire?’

For the declarative control condition, we used declaratessions of examples like 16-18, 23,
and 24, as illustrated in 25-27.
(25) Declarative that-clause)

a. Oa apolisumeo Fani. (zeroembedding)
will firelpl theaccliannisacc
‘We will fire Tiannis.’

b. | Annabeori oti Ba apolisumeon  Petro.(single)
thenomAnnaspeculatgsgthatwill fire.lpl theaccPetrosacc
‘Anna speculates that we will fire Petros.’

c. O Petros nomizi oti i EleniBeori oti Ba
thenom Petrosnomthink.3sgthatthenom Eleni speculat&sgthatwill
apolisumdi Maria. (double)
firelpl theaccMaria
‘Petros thinks that Anna speculates that we will fire Maria.’

d O Takis nomizi ofti i Annapistevi oti i Eleni
thenom Takisnomthink.3sgthatthenom Annabelieve3sgthatthe nomEleni
Beori oti Ba apolisumei Maria.(triple)
speculatgsgthatwill fire.lpl theMaria

‘Takis thinks that Anna believes that Eleni speculatesweawill fire Maria.’
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(26) Declarative (vhether-clause)

a.

I Mariaanarotiete an Ba apolisumeon  Taki.  (single)
thenomMaria speculat8sgwhethemwill firelpl theaccTakisacc

‘Maria speculates whether we will fire Takis.

O Petros nomizi ot i Mariaanarotiete an Ba
thenom Petrosnomthink.3sgthatthenomMaria speculat&sgwhetherwill
apolisumeo l"oryo. (double)

fire.lpl theacclioryosacc

‘Petros thinks that Maria speculates whether we will fireryos.’

O Petros nomizi ot i Sofiapistevi oti i Maria
thenom Petrosnomthink.3sgthatthenom Sofiabelieve3sgthatthenomMaria
anarotiete an Ba apolisumeo MNoryo.  (triple)
speculatg8sgwhethemwill firelpl theacclioryosacc

‘Petros thinks that Sofia believes that Maria speculategivenave will fire

ioryos.

(27) Declarative (relative clause)

a.

[ Elenisinadai tus  tipus. (zero)

thenomEleni meet3sgtheaccguysacc

‘Eleni meets the guys.

i Elenisinadai tus tipus pu Ba apolisunto loryo. (single)
thenomEleni meet3sgtheaccguysaccthatwill fire 3pl theacclioryosacc
‘Eleni meets the guys who will fir€ioryos.’

@] Petros nomizi oti i Elenisinadai tus  tipus pu
thenom Petrosnomthink.3sgthatthenom Eleni meet3sgtheaccguysaccthat
Ba apolisunton Taki. (double)

will fire3pl the Takisacc

‘Petros thinks that Eleni meets the guys who will fire Takis.’

@) Petros nomizi oti i Sofiapistevi oti i Eleni

thenomPetrosnomthink 3sgthatthenom Sofiabelieve3sgthatthenom Eleni
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sinadai tus tipus pu Ba apolisunton  Taki. (triple)
meet3sgtheaccguysaccthatwill fire.3pl theaccTakisacc
‘Petros thinks that Sofia believes that Eleni meets the guyswill fire Takis.
Furthermore, this experiment included materials for theeaaismatch condition, where the
case marking of thevh-phrase fails to match the accusative case required by its
subcategorizing verb. Two conditions were included: onehich thewh-phrase bears
genitive (instead of accusative) case marking, and one iohwhconsists of a prepositional
phrase. The following examples illustrate this (we listyotile single embedding condition):
(28) Non-islandcondition ¢hat-clause, case mismatch)
a. Pianu Beori [ Annaoti 6a 0/ton apolisume?
whogenspeculatg8sgthenomAnnathatwill 0/him fire 1pl
‘Who does Anna speculate that we will fire?’
b. Sepion  Beori [ Annaoti 8a 0/ton apolisume?
to whoaccspeculat&sgthenomAnnathatwill @/him fire 1pl
‘“To who does Anna speculate that we will fire?’
(29) Weakislandcondition (vhether-clause, case mismatch)
a. Pianu anarotiete i Mariaan Ba 0/ton apolisume?
who genwonder3sgthenomMariawhethemwill @/him fire 1pl
‘Who does Maria wonder whether we will fire?’
b. Sepion anarotiete i Mariaan Ba 0/ton apolisume?

to whoaccwonderdsgthenomMariawhethemwill 0/him fire 1pl

‘To who does Maria wonder whether we will fire?”’

6.1. Method. Thirty-three subjects from the same poputedi® in Experiment 2
participated in the experiment. None of the subjects haetaart in the earlier study.

The experiment included three subexperiments. The firsteplecated Experiment 2,
but with up to three levels of embedding, and with declaeationtrols. The design crossed the
factorsEmbedding (single, double, tripldsland that-clausewhether-clause Resumption

(gap, resumptive, declarative). This resulted in
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Embeddingx Islandx Resumption= 3 x 2 x 3 = 18 cells. In addition, unembedded control

conditions were included, which added three cells (gaumgdive, declarative).

The second subexperiment augmented the first subexperby@mtluding declarative
versions of the relative clause stimuli from Experiment Be$e additional controls allow us
to test if declarative relative clauses behave differefidyn declarativehat- and

whether-clauses. This subexperiment had four cells (z&ngly, doubly, triply embedded

relative clauses).

The third subexperiment tested the effect of a case misntetvieen the gap or
resumptive and thevh-phrase antecedent. The correct case for the antecedsrtusative;
we tested two mismatch conditions: genitive antecedenpagybsitional phrase antecedent
(see 28 and 29 for examples). The design crossed the faatuoedding (single, double),
Island ¢hat-clausewhether-clauseResumption (gap, resumptive), a@dse (genitive,
prepositional), resulting in

Embeddingx Islandx Resumption< Antecedent= 2 x 2 x 2 x 2 = 16 cells. Again,

unembedded controls were included, which ad@edumption Antecedent= 2 x 2 = 4 cells
to the design.

Taken together, the three subdesigns had a total of 45 blfis.lexicalizations were
used for each cell, yielding a total of 405 stimuli. The stiosuset was divided into nine
subsets of 45 stimuli by placing the items in a Latin squareeof 45 fillers was used,
covering the whole acceptability range.

The same procedure as in Experiments 1-3 was used. Instigatiere presented in

Greek.

6.2. Results. The data were normalized and log-transfoigsed Experiments 1-3. For

details of the statistical analyses, see Appendix A.

Subexperiment 1. Figure 4 graphs the mean judgments fostitiexperiment. Arnova
yielded significant main effects ddland (by subjects onlyEmbedding, anéResumption.
The interaction ofsland andResumption was significant, indicating that the acceptgluf
resumption is sensitive to island violations. The intamacEmbeddingResumption was also
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significant, but all other interactions failed to reach #igance.

A post-hoc Tukey test was conducted to further investigagdriteraction ofsland and
Resumption. Its results show that gaps are more acceptaigésumptives, and that
declaratives are more acceptable than gaps and resumgithese results hold for bothat-

andwhether-clauses. We also carried out a series of Dunnéstttesompare the single,

double, and triple embedding conditions with unembeddedirots; see Table 4.

[Figure 4 about here.]

[Table 4 about here.]

Subexperiment 2. Figure 5 graphs the mean judgments fostifiexperiment. We

conducted a\nova that included the declarative stimuli from the firdbexperiment, so as to

be able to determine if different types of declaratives shatifferential effect of embedding.
TheAnova therefore crossed the fact@mbedding (single, double, triple) aigpe

(that-clausewhether-clause, relative clauses). A significant mainatié Embedding was

found, but there was no main effect Bfpe, and no interaction between the two factors.
A post-hoc Tukey test on the main effectEihbedding demonstrated that single
embedding was significantly more acceptable than doublesddibg and triple embedding,

while the difference between double and triple embeddidghdt reach significance.
[Figure 5 about here.]

Subexperiment 3. Figure 6 graphs the mean judgments fostiiexperiment. Arnova
revealed a significant main effect Ahtecedent: genitive antecedents were more acceptable
than prepositional antecedents. The main effectslahd, Embedding, anResumption were
not significant. No significant interactions were found eith

Again, a Dunnett test was conducted to compare the singlelampole embedded case

violation conditions to an unembedded control; see Tabta Fie results.
[Figure 6 about here.]

[Table 5 about here.]
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6.3. Discussion. Subexperiment 1 replicated the effeectsdan Experiment 2 for Greek.
Again, we found that resumptives improve with embedding jgarad to an unembedded
control condition; this was found for doubly embedded regtives inthat-clauses, and for
singly embedded resumptiveswhether-clauses; see Figure 4. We failed to find a
corresponding effect for triple embedding; it seems thaiitaazhal levels of embedding do not
improve resumptives further (in fact there seems to be agieeydin the opposite direction).
The present experiment also confirmed the finding that reuespare never more acceptable
than gaps; we found that they were less acceptable thangafisonditions.

Declarative controls were included in this experiment 81 teembedding per se (even in
the absence of extraction) leads to a reduction in accdgpyabhe results of the first
subexperiment confirm this; we found that doubly and triplyoedded declarativihat- and

whether-clauses were less acceptable than unembeddedamgie embedding seems to have

a much weaker effect on acceptability; singly embediiad-clauses were less acceptable than
unembedded ones; however, this effect was only significastibjects and did not extend to
whether-clauses.

We also found that extraction incurs a further reductionawfegtability, on top of the one
incurred by embedding. The post-hoc analysis ofifti@ndResumption interaction showed
that declaratives were more acceptable than gaps, whichnniere more acceptable than
resumptives.

Subexperiment 2 investigated declarative clauses fugthéifound that there is no

interaction between clause type and embeddimagt-, whether-, and relative clauses all

behave in the same way when it comes to embedding (see Figurarthermore, we found
that single embedding was more acceptable than double ehmggdvhile double embedding
was not significantly different from triple embedding.

Subexperiment 3 included stimuli in which the case of the @ajgsumptive (accusative)
mismatched the case of tish-phrase (genitive or prepositional). The aim was to test t
hypothesis that this case mismatch is less noticeable ie oeeply embedded sentences, due
to the distance between the gap/resumptive and its anteicddeese results provide only a

weak confirmation for this hypothesis: we found a signifigargrovement in acceptability for
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doubly embedded resumptives with a genitive antecedenteMer, this effect was small (see
Figure 6), and did not extend to prepositional antecedasts;ould be expected if this was
purely an effect of embedding on case mismatch in resungptiNete also that the case
mismatch always triggers serious unacceptability, eveddobly embedded resumptives,
compared to the non-mismatch condition (see Figure 4). indisates that the case mismatch
does not go undetected in the case of double embedding;ithenéy a small improvement

over the unembedded case.

7. Summary of results. The experimental results estabtisfesrobust crosslinguistic
patterns but also some interesting crosslinguistic difiees. In what follows, we summarize
the main results of our experiments on island constrainisrasumption in object extraction

for wh-questions.
7.1. Crosslinguistic similarities.

Pronominals and gaps. The first important crosslinguiststlt is that resumptives are at
most as acceptable as gaps (but not more acceptable), wkehsthat resumptives cannot
‘save’ island violations in questions (in the sense of mgkirem fully acceptable) contrary to
what has been suggested in the literattrEurthermore, our experimental results showed that
a resumptive can reverse the effect of embedding in extra¢tom non-islands and weak
islands: doubly or singly embedded structures with promaisi are more acceptable than
unembedded ones. While this effect has been noticed in tioectieal literature

(Erteschik-Shir 1992, Tsimpli 1999), the degradation obended gaps has gone unnoticed.

Embedding. We consistently found that a structure withlsindouble, or triple embedding
is less acceptable than an unembedded control structuiefiiting holds for bare clauses
andthat-clauses (no islands) as well aswdrether-clauses (weak islands). An effect of
embedding was detected even in declarative clauses, thbwglk weaker than for questions.
Embedding does not seem to have an effect on extraction fetative clauses (strong

islands), which are already highly unacceptable.
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Non-islands/weak islands vs. strong islands. Non-islamdsweak islands pattern together
and contrast with strong islands. Extraction out of noassls and weak islands gives rise to a
mild reduction in acceptability; embedding reduces acapty, but resumption can
compensate for the effect of embedding. By contrast, etxtraout of relative clauses always
induces strong unacceptability and is immune to embeddidg@sumption.

The non-island condition is broadly similar to the weaknslaondition, i.e. both
conditions show the same interaction with embedding anghnesion. There are some
quantitative differences (in English and Greek, extracbat ofwhether-clauses is less
acceptable than extraction outtbft-clauses), but the real contrast is with extractionadut

strong islands.

7.2. Crosslinguistic variation. The experimental resuéimdnstrate a consistency across
all three languages in the overall pattern of interactiotwieen the tested factors.
Crosslinguistic variation appears confined to quantitadifferences associated with violation
of principles that are crosslinguistically identical. Weranarize the main crosslinguistic

differences:

(i) Resumption in questions is more acceptable in Greek itn&erman and English.
While pronominals in Greek simple questions induce stroraraaptability, they are
still significantly more acceptable than strong island aimns. By contrast, in German
and English, pronominals induce severe unacceptabiliaketg strong island

violations.

(i) Extraction out ofthat-clauses is worse in German than in English and Greekaltmost

as unacceptable as extraction outvifether-clauses.

(i) In all three languages the acceptability of pronontgnanproves with embedding (for

boththat- andwhether-clauses). However, gaps in English remain sigmflg better

than pronominals in all conditions. This contrasts with @an and Greek, where

intrusive pronouns can be as acceptable as gaps.

In section 8.3, we attribute these differences to variaitiathe structural properties of the

languages in question.



32

8. Analysis.

8.1. Locality conditions on movement.

Non-islands/weak islands vs. strong islands. Let us begimane of the central

experimental results, viz. the contrast between extradtam that- andwhether-clauses on

the one hand, and extraction from relative clauses on ther.othis contrast is not surprising;
proposals like Rizzi’'s (1990) treat strong island violagqsuch as extraction from relative
clauses) as Empty Category Principée) violations, while weak islands violations (such as

extraction fromwhether-clauses) are subject to Relativized Minimality.atMs less expected

is the parallel between the non-island condititraf-clauses) and the weak island condition
(whether-clauses) in object questidiis.

Let us consider the syntax of the structures in question. 88arae that, in all three
languages, the element introducing indirect questionsaaplementizer occupying &.

Further, in all three languageghether-clauses are CP complements, on a par with

that-clauses’ The contrast betweehat- andwhether-clauses and relative clauses is the

familiar contrast between selected and unselected phrasesmplements and adjuncts. We
take this as a primitive and assume that the relevant opesathat license extraction
(e.g.agree) do not have access to adjunct phr&$&se contrast then betwednat- and

whether-clauses and strong islands is that the latter,diuttie former, violate this condition.

We now turn briefly to recent theoretical proposals for wesftnds.

Relativized Minimality and weak islands. The basic intuitiof Rizzi's (1990) Relativized
Minimality underlies most recent formulations of localignditions in relation to weak
islands. According to Relativized Minimality, certain@mvenors may interrupt otherwise
well-formed chains. Thus, in an example like 8ho in the Spec of intermediate C acts as an
intervenor blocking the (government) chain betwegty and its trace?
(30) a. *WhM, do you know [whi)they firedgi Il]?

b. ??thtdo you know [Wh?gi read;i 1?
An immediate problem for this analysis arises with struesuike 31, where the specifier

position of intermediate C is not occupied by any operél®izzi’'s response was to assume a
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covert operator at the specifier ibfwhich induces the same intervening effect as the overt
specifier in 30. However, as has been noted in the literaRirzj’s solution is stipulative.
(31) a. Why do you wonder [if they fired hint;]?

b. Whq do you wonder [if they fired;]?
Szabolcsi and Zwarts (1993) and Manzini (1998) developyseal of weak islands which,
among other consequences, eliminate the need for assurnowgd operator in indirect
questions introduced by a complementiZeBoth analyses abandon Rizzi’'s (1990)
assumption that minimality effects are associated withafAdpecifiers and associate
minimality directly with the scope domains of interactingesators, the matrix and
intermediate C in examples like 31.

Manzini (1998) presents a syntactic account based on tleioly definition of

minimality (which assumes a minimalist framework):
(32) Minimality

Given an attractor featurfé and an attractee featubg-, F attractsAg only down to the

next attractoF for Af.
In an example like 33, both matrix and embedded C are spediidte feature Q (Question)
and act as attractors of an element bearing such a featenehtiphrase. According to 32, the
scope of matrix C is closed off by the occurrence of the inetiate C. The reduced
acceptability of examples like 33 reflects a violation of Miality. By contrast, standard
declarative C in 34 is not specified for a Q-feature and tleeeefloes not interfere with the
scope of the matrix Q-operator.
(33) ??Who do you wonder whether we will fire?
(34) Who do you think we will fire?
Szabolcsi and Zwarts (1993) present a semantic accountaK iskand effects. In particular,

they assume that unlikbat-complements of ‘volunteer stance’ verbs ldkaim, think or say,

complements of a ‘non-stance’ verb lilnder introduce a Scope Element, the question

operator, that interacts with the scope of ile-element.

The main feature of these two proposals then is that C ofectijuestionsvhether) is

‘richer’ than declarative Cthat) in that it realizes an operator that takes scope ovenzath;
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crucially, weak islands arise due to the interaction of twope domains, that of matrix C and
that of the embedded/‘intervening’ C. The analysis we preisetiie next section builds on

this view.
8.2. Processing cost, cyclicity and resumption.

Embedding anavh-questions. A main finding was that questions extractech that-clauses
are less acceptable than unembedded ones. The obsenadeafdo be due to processing,
since there is no obvious grammatical principle explainira;d the acceptability of such
questions is relatively high. Sineghether-clauses pattern withat-clauses in a number of

ways, the effects imwhether-clauses should also be accommodated by whatexergsing

explanation is invoked faihat-clauses. Note also that the effect of embedding islgnain
pronounced in questions; though present in declarativebedded declaratives were more
acceptable than embedded questions.

Related studies in the psycholinguistic literature havaldshed increased processing
difficulty in wh-questions extracted from clausal complements, antedf&ibuted to the
involvement of a filler-gap dependency. Thus, Frazier antta@li(1989) report that
measurements of reading times in a self-paced readingridstated thatvh-questions
involving embedding were more difficult to process than esponding yes/no questions,
where no filler-gap dependency is involved. The contrasteehwh-questions and
declaratives found in our data parallels the contrast betwsn-questions and
yes/no-questions, in that, no filler-gap dependency islwegbin declaratives. Contrasts
betweernwh-questions and yes/no questions are also reported bynHér€1998) and
Kluender and Kutas (1993). Interestingly, the relevantiasts were obtained through a
grammaticality judgment task but also in Event Related faik(erp) experiments using the
same materials. These studies therefore establish agldretiveen acceptability judgments
and processing measures suckegss. Given that processing effects detected by online
paradigms manifest themselves also in acceptability jlelgs) it seems legitimate to assume
that the same factors underly the drop in acceptabilitysorquestions in our experiments,

the increased reading times in Frazier and Clifton’s (1982)ys and Kluender’s (1998) and
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Kluender and Kutas’s (1993) acceptability judgment anuidata.

Note that our results do not unambiguously indicate an eieembedding distinct from
string length. However, Frazier and Clifton (1989) have added this problem by obtaining
reading times for pairs like 35; the two sentences are mdttdrdength but only 35b involves
embedding. Longer reading times for 35b indicated an etitetnbedding distinct from
string length.

(35) a. Whatdid Katie and Tom mail to New York?

b. What did Sue think Tom mailed to New York?
Frazier and Clifton (1989) assume that the processing difyicf 35b relates to ‘carrying a
filler across a clause boundary’, in technical terms, to thermediate trace in a C (A-bar)
position??

The question of the processing difficulty associated withquestions involving
embedding is also investigated by Dickey (1996) and Klue(@98) who present proposals
that attempt to provide a unified explanation for center eshdibey data and the effect of
embedding irwh-questions.

Dickey (1996)—nbuilding on Kimball (1973)—proposes that tiuman parser can retain
information associated with at most two domains in immedraemory, where a domain is
roughly a clause (IP/CP). Thus, when faced with a third clatehuman parser has to shunt
one of the previous two from immediate memory; in 36, one efftrst two CPs has to be
shunted away. In doing so, the parser chooses the most cien@ffewhere completeness
amounts to saturation of subcategorization frames anduteso of fillers with gaps. In 36,
the matrix CP is complete because the filler is ‘resolved’sihes associated with an
intermediate trace at the specifier of C of the embedded elddsreover, the matrix filler is
specified forp-features (agreement features). This is not the case watintermediate trace at
Spec,CP of the second clause, which is assumed tapgieatures, a fact that makes the
second CP less complete than the matrix one; the parser thatsgshe matrix CP. By the time
then the gap is encountered in the third clause, laakfefatures leads to processing difficulty.
(36) Who do you think Mary claims Bill invited to the party?

Dickey’s (1996) hypothesis associates the processinguliffi of three-clause questions with
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the number of clauses involved and the lackpdéatures for traces. The main weakness of his
analysis is that he predicts increased processing costfantliree-clause questions, but not
for two. As indicated by our results, a clear effect is degddclready in two-clause questions
(though the effect is more dramatic in three-clause ques}idn two-clause questions, no
domain is shunted and so there is no obvious source of priogedifficulty. Moreover, it is

not obvious how this analysis can be extendedlether-clauses, where the effect is present

already with one embedded clause. Finally, shunting shoot@ffect declaratives, since no
important information is lost through shunting. However edfect of embedding was detected
in declaratives at the second and third level.
Kluender (1998) focuses on weak islands like 37.

(37) *What did you ask which man was reading?
Following Just and Carpenter (1992) he assumes memory tianitafor the human parser and
that activation levels of fillers that remain unresolvedrdeager periods keep decreasing.
Embedding, thus, induces a straightforward strain on mgmesources. Computational
resources may be further exhausted by a number of factoes titan embedding, such as the
number and type of fillers. For instance, 37 involves two]ehe first of which has to be
carried across a clause boundary. Further, a less refar@tiar as in 38b may improve the
acceptability of examples like 37, as demonstrated by ttietfieat 38a is more acceptable
than 38b (Kluender 1998 uses relative acceptability judgs)evhere >’ means ‘is more
acceptable than33
(38) a. What did you wonder who react?

b. What did you wonder which man read?
In the acceptability study reported by Kluender (1998) hapares the following types of
guestions and finds 39a to be better than 39b which in turntisrddan 39c.
(39) a. Whatdid he think that we should consider?

b. What did he wonder if we should consider?

c. What did he wonder who should consider?
His analysis focuses on examples like 39c. He attributesffeet obtained for sentences

like 39a to the processing cost associated with carryindea eicross a clause boundary but
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offers no explanation for the contrast between 39a and 3Blghwparallel the contrast

between outhat andwhether-clauses.

Hawkins (2005) offers an account of processing complexitycty, building on Hawkins
(1994, 1999), makes reference to the size of the processimgith of a structure and general
efficiency principles for the processing of a given domaig.(ginimize domainsmaximize
onlineprocessing). His theory offers an account of the interadbietween resumption and
processing complexity in filler gap dependenciggl]. The main aspect of the account relates
to the Proximity Hypothesis: the more relations of comborabr dependency are involved
between the filler and the predicate ifigal, the higher the complexity of the structure. For
Hawkins (2005) the crucial difference between gaps andgronals is that the latter only
involve a relation of co-indexation between the locallylisd pronominal argument and the
antecedent. By contrast, gaps, in addition to the co-indaxaelation between the gap and
the filler, also involve lexical co-occurrence (of the filemnd the gap) within the lexical
domain of the predicate. The main consequence of this differ is that while co-indexation
is marked only once on a chain, information relating to lakm-occurrence involves every
single node intervening between the filler and the gap, thesgasing the processing load of
embedded structures, by increasing the size of the pramedsimain. Hawkins’ main
prediction is that in more embedded positions pronouns @eped over gaps, since the size
of the processing domain of gaps keeps increasing with edibgdBy contrast,
non-embedded gaps are slightly preferred over pronomihktidspredictions are borne out for
Hebrew relative clauses, on the basis of data Hawkins barfosm Ariel (1990). However,
our data do not conform to his predictions. Pronominals ierabedded positions are much
worse than gaps, while embedded pronominals are (at beastcaptable as gaps and never
better than gaps, as Hawkins (2005) would predict. It is wadting that, though Hawkins’
analysis cannot be made to work for our data, the analysisffigein section 8 does
incorporate two key aspects of his account: (i) that thetiicbetween the filler and the
pronominal is anaphoric in nature and thus immune to thditgaastrictions of the human
parser and (ii) that the relation between the gap and the ili@ syntactic one, ‘registered’

through the chain and, thus, subject to locality.
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Syntactic Prediction Locality Theory. In the previous sattwe have seen that none of the
existing theories of processingh-dependencies offers a satisfactory account of thetsestil
Experiments 1-4. In this section, we present an accountrafesults based on Gibson'’s
(1998) theory of linguistic complexity, the Syntactic Piettbn Locality Theory §plt). splt is

a model explaining certain aspects of the language compsadremechanism in terms of
available computational resources. Linguistic compleigtassociated with the quantity of
computational resources consumed by two distinct comgen@hamemorycost component
involved in the storage of parts of the input that may be usgqghrsing later parts of an input,
and (ii) integrationcost associated with integrating new input into the stmest@already built
at a given stage in the computation. These costs are definedi@sand 42.

(40) SyntacticPredictionMemory Cost

a. The prediction of the matrix predicateg,\f's associated with no memory cost.

b.  For each required syntactic heagddther than \4, associate a memory cost M(n)
memory units where M(n) is a monotone increasing functichars the number
of new discourse referents that have been processed sjneasdnitially
predicted. (Gibson 1998:15)

The first clause 40a of the memory cost definition ensureghieanatrix predicate with its
immediate arguments are not costly. The main part of the itiefirdOb basically says that
once a syntactic prediction is made, the more discourseamfethat intervene between the
point at which the prediction is made and the point at whigh #atisfied, the higher the
memory costs associated with this prediction. Thus locaditgions are always less costly
than non-local ones. Consider 41:

(41) a. The reporter who the senator attacked admitted toe er

b. The reporter who attacked the senator admitted the error.

In both examplesyho introduces a prediction for a gap. Assuming that thisljoteon is
satisfied when the verb (with its associated gap) is encoeshtéhe memory cost associated
with satisfying this prediction in 41a is M(1), since onedatiarse referenthe senator,

intervenes betweawho andattacked. The memory cost of satisfying the same prediction

in 41b is M(0) since no discourse referent intervenes batwde andattacked. This contrast
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explains the finding that subject relative clauses are etsjgrocess that object relative
clauses.
(42) Linguistic IntegrationCost
The integration cost associated with integrating a newtihpad h with a head h that
is part of the current structure for the input consists of pats: (1) a cost dependent
on the complexity of the integration (e.g. constructing @ éscourse referent); plus
(2) a distance-based cost: a monotone increasing fundmyrehergy units (EUs) of the
number of new discourse referents that have been processeds was last highly
activated. For simplicity, it is assumed that I(n) = n EUs. ib&dn 1998:12-13)
The linguistic integration cost is dependent on two factbsst, the type of element to be
integrated matters: new discourse referents (e.g. indef\iPs) are assumed to involve a
higher integration cost than old/established discourieeats, identified by pronominafé.
Second, like the memory cost, the integration cost is seasi the distance between the head
being integrated and the head it attaches to, where distaaggin calculated in terms of
intervening discourse referents. Note that arguments batlean integration and memory

cost whereas adjuncts have integration but no memory costse they are not predicted.

splt and successive cyclicity. Let us now turn to our data@ntsider how thgplt can

provide an account. The main facts to be accounted for arellas/s:
(i) Embeddedvh-questions are less acceptable thdmquestions without embedding.
(i) A similar effect of embedding is also present in dectasaclauses.

(iii) Wh-questions with embedding are less acceptable than déesentences with

embedding.

(vi) Wh-questions extracted frothat-clauses are more acceptable thdmquestions

extracted fromwhether-clauses.

(v) There is no such effect for declarative clauses.

We adopt here the main assumptiongplt in our account of these facts. However, we argue

that locality is sensitive to syntactic heads and hieramdhstructure rather than discourse
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referents.

We begin with the contrast between singly and doubly embetddequestions,
exemplified by 35, repeated below as 43. As shown by FrazeClifton (1989), 43b is
associated with higher reading times and is therefore miffreudt to process. Following
Frazier and Clifton (1989), we interpret this as an indicatizat embedding rather than mere
string length accounts for the increased processing coditylef 43b. However, this is not a
necessary assumption from the point of viewsplt. According tosplt, what is at issue in both
examples is the number of discourse referents interveragtgden the fillekvhat and the
predicatemail with which an appropriate gap is associated. Note thias@h assumes that
verbs can also count as discourse referents, since theylide discourse events. Given this
assumption, the distance between the filler and the gap ims4B3avhile in 43b it is 3. Since
memory and integration costs associated with these exaraptecalculated on the basis of
these distance numbers, it follows that 43a has lower memaayintegration costs than 43b.
Hence 43a is predicted to involve less processing difficihién 43b, exactly as found by
Frazier and Clifton (1989).

(43) a. What did Katie and Tom mail to New York?

b. What did Sue think Tom mailed to New York?
However, the fact thaplt can account for the contrast in 43 by associating digtavith
discourse referents does not prove that discourse refeagatthe relevant unit for locality.
Since one of the three discourse referents in 43b is a k], it is impossible to know
whether what makes the difference between 43a and 43b isuthber of discourse referents,
irrespective of category (V, N), or the presence of a claosalplement in 43b.

Recent data by Gibson and Warren (2004) shed light on thig isg investigating
reading times for sentences such as 44.

(44) a. The managgwho; the consultant claimegl that the new proposal had pleaggd
will hire five ;/vork(;rs tomorrow. 7 7
b. The managemwhg; the consultant’s claim about the new proposal had plegsed

will hire five workers tomorrow.
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The two structures in 44 are matched for length, and theylacei@entical in the number of
discourse referents intervening between the filler and #pe Blowever, they differ in the type
of intervening syntactic structure: in 44a, the intervgnatructure contains a functional
head C, while in 44b, a complex NP including a PP modifier irdres. The experimental
results show that 44a is easier to process than 44b, whiateited that the number of
discourse referents as such is not sufficient to explain tbegssing cost for embedded
structures. Instead, Gibson and Warren (2004) make th¢i@olai assumption thaplt
distance is calculated relative to intermediate traceisdtia intervene between the filler and
the gap. Such a trace is present in 44a, assuming succegsivensovement, resulting in a
shorter distance between the filler and the gap, but not inwWibre a complex NP, but no
intermediate trace intervenes, resulting in increasedgasing cost for this structure.

Our results go one step further by showing that the type efmning functional head
also plays a role. In Experiment 1 (see Figures 1(b) and , M@ )established a contrast
between extraction frorthat-clauses and fromvhether-clauses, using examples like 45:
(45) a. Who does Mary claim that we will fire?

b. Who does Mary wonder whether we will fire?
Both examples in 45 involve the same number of discourseeetfe intervening between the
filler and the gap, hencplt predicts that they have identical integration and mmgmoosts,
contrary to fact. The acceptability difference cannot bgl&xed by the presence of an
intermediate trace either (as suggested by Gibson and Wag@4), as both structures in 45
involve such a trace. Evidently, the difference betweerniltetypes of clauses has to be
associated with the complementizer. But note that, acegrdisplt, complexity is associated
with discourse referents rather than syntactic headsclesr that the definition of ‘discourse
referent’ cannot be extended to include functional elesienth as C. Such examples
therefore necessitate the assumption that syntactic hpredsal nodes are included in the
calculation of integration/processing costs. We adost éissumption, which allows us to
explain facts (i)—(iv) as listed above.

We start with point (i), the contrast between embedded aednneddedvh-questions,

present in all four experiments. If syntactic heads and rsmtalirse referents are important for
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calculating integration and memory costs, then 43b in®bideast one extra head (C)
compared to 43& Further, we assume an extra source of processing compfexisych
examples, viz. the cost of carrying the filler across a cldagendary. This cost is related to a
specific prediction associated with C for a gap later in tlaeisé. In technical terms, this
prediction amounts to an intermediate trace associatdtd@yit standard syntactic assumption
capturing the cyclic nature of movement. We should note tieag strictly speaking, this
assumption is not necessary for accounting for the contragiestion. Since an independent
effect of embedding was detected in declaratives and sinestipns with fillers are harder to
process than yes/no questions, it could well be that thegsgieg cost is a cumulative cost of
these two independent effects. That is, there might not bedependent cost of carrying a
filler across a clause boundary. However, we favor this apsiombecause it is in line with

the syntactic literature and because, as seen below, suassamption is necessary for
understanding the role of resumption in these structuresxamples like 43b, the integration
of intermediate Cthat, involves not only the integration of a new syntactiadhebut also that
of the intermediate trace. Intermediate C then involvesgyadti integration cost than other
lexical heads, since its integration involves the intagrabf a head and the associated
gap/trace (i.e. a head and a specifféThis intermediate trace ‘resolves’ the matrix filler, and
is thus associated with a higher distance-sensitive iategr cost. At the same time, it carries
the prediction of the gap to the next clause, and is therefsseciated with a specific memory
cost. The processing difficulty associated with embeddieg is due to the higher integration
and memory costs incurred by intermediate C, i.e. C licenammtermediate trace. Thus we
predict that examples like 43b involve higher complexitsriii3a.

The examples in 44a and 44b present an interesting caseitsindda, i.e. the example
involving intermediate traces that is easier to process@Gtoson and Warren (2004) the
intermediate trace in 44a reduces the number of intervegliements, and hence integration
and memory cost, which are both sensitive to locality. Tligspite two integrations of
intermediate traces that increase complexity locally ah€ averall processing cost of 44a is
reduced in comparison with 44b, where there is no compersédr the intervening complex

DP.
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Let us now turn to point (ii), the effect of embedding in deaté&ves (see Figure 5). This
effect can be explained by assuming that the integrationaf@CP complement is higher
than the integration cost of a DP, i.e. C has a higher comigleglated integration cost (see
clause 1 of 42¥7 While the additional cost of integrating a CP is present botiestions and
in declaratives, the additional cost of integrating annmiediate trace only occurs in
questions; no such trace is present in declaratives, whoatotlinclude avh-element. This
explains fact (iii), i.e. that questions with embedding las acceptable than declaratives with
embedding (see Figure 4).

Fact (iv) refers to the contrast betwettiat- andwhether-clauses in questions. Building

on the theoretical literature reviewed in section 8.1, wauate that the presence of a
Q-operator in 45b (Manzini 1998) (or a Scope Element (SE@@ling to Szabolcsi and
Zwarts 1993), is associated with a higher complexity relaméegration cost, as specified in
clause 1 of the Linguistic Integration Cost definition in 42 ¥hould note here that the
integration of such a Q-feature is costly exactly becausmehts of the matrix clause bearing
similar features are still not integrated, and thus havebeen assigned scope. In other words,
the integration cost is due to the interaction of two scopmaias. Experimental confirmation
for this assumption comes from Anderson’s (2004) work omdéiar scope. She presents
reading time data that shows that sentences with invergeesae harder to process than
sentences with surface scope.

At the same time our Q-operator analysis also explains fg¢ctiz. that the difference

betweerthat-clauses an@hether-clauses is present for questions, but not for dztolas.

Declaratives do not include a scope-beamvigelement, so no scope interaction between the
Q-operator and thevh-element can arise, and no increased processing cogtdgt®d. This
is what we found experimentally: As Figure 5 illustrategrthis no difference in the

acceptability othat- andwhether-declaratives.

Processing complexity and resumption. Let us now conslderdle of resumption, in

particular with regard to the following three questions:

() Why is resumption unacceptable in simple unembeddedtigunss
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(i) (a) How do intrusive pronominals interact with the igtation costs associated with
embedding and indirect questions? (b) Why are intrusiveésidbd pronominals better

than unembedded ones (modulo strong islands)?

(i) Why do intrusive pronominals fail to fully compensaterfthe processing costs
associated with embedding/indirect questions and re#iteracceptability of such

structures?

The unacceptability of pronominals wh-questions can be accounted for by the fairly
standard assumption that these structures are specifietbf@ment §gree/move) which
yields a phonologically empty element in sf®iThis is the case for all three languages.
However, for Greek, the existencedfd presents the possibility of a further derivation, viz.
one of aclld-edwh-phrase. We assume that standard caseBbés in 46a involve movement
of a ‘clitic doubled’ phrase as in 46b (on this see Alexopoud®99, Alexopoulou and
Kolliakou 2002).
(46) a. to ani to sinadisametin ayora

theacclianiacchimmetlpl at-themarket

‘We metlianis at the market.’

b. stin ayora to sinadisaméo ani

at-themarkethim metlpl theaccliani.acc

Why is thenclld of awh-phrase like 47 unacceptable? We attribute the conteiatden 46a
and 47 to the type of operator involved in each structurestjoles involve a quantificational
operator whileclld, on a par with English topicalization, involves an ahapc/referential
operator (Lasnik and Stowell 1991, Rizzi 1997, Tsimpli 1999
(47) *pion  ton sinadisatestin ayora

whoacchimmet2pl at-themarket

‘Who did you meet at the market?’
A crucial point here is that the contrast between 47 and 4@a dot relate to the properties of

the pronominal. Thus, Greek pronominals can be (A-bar) Hdynquantificational operators

as the one involved in relative clauses (Lasnik and Stov@4ll} as indicated by the examples
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below from relative clauses, where the pronominal is olttiga(see Alexopoulou 2006 for a
detailed discussior?)®
(48) a. k&ekopelapu tis lei ta mistikatu 0 anis kataliyi

eachgirl  thathergensay3sgthesecretshisgenthenomrlianisnomreach3sg

sto siberasmaoti inetrelos

to-theconclusiorthatis insane

‘Every girl thatlianis tells his secrets to reaches the conclusion he is mad.’

b. kamiakopelapu tis lei ta mistikatu 0 Fanis denton

no girl thathergensay3sgthesecretshisgenthenomlianisnomnot him

perni sta sovara

take3sgat-theseriously

‘No girl that Iianis tells his secrets to takes him seriously.’
Let us now turn to the second question, viz. how resumptiqears to revert processing costs
associated with embedding. In the analysis assumed henaaimeculprit is the cost incurred
by the intermediate C and its associated trace. We spec¢hkitéhe presence of a resumptive
makes the parser abandon the syntactic/cyclic resolufitheadependency and revert to an
anaphoric dependency. That is, the pronominal searchés fantecedent, theh-phrase, not
through the cyclic syntactic route, but in the previous disse, as in cases of intrasentential
anaphora (for similar ideas see Erteschik-Shir 1992 an#dyid 996, the discussion of long
movement by Cinque 1990 and Hawkins 2005). In other wordgantiegration cost associated
with a pronominal is not sensitive to the locality restiicts that are associated with a
syntactic resolution of a filler-gap dependency, as expkftiediscourse anaphora.

That intrusive resumption is anaphoric in nature has be&bkshed since Chao and
Sells (1983) and Sells (1984)—see also Cinque (1990). Fongbea Sells (1984) notes the
impossibility of a bound interpretation for the pronomima#9b. Such examples parallel
examples of intrasentential anaphora like 49c.

(49) a. Idlike to meet the linguist that Mary couldn’t rembaer if she had seebrhim
before.

b. I'd like to meet every linguist that Mary couldn’t remenmliieshe had seefi/*him
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before.
c. We met every linguist. *We met him at the conference.
Similarly, the functional answer in 84 is an acceptable response to 50a but not to%0b.
(50) a. Which woman does no Englishman believe will make a gatef
b.  Which woman does no Englishman even wonder whether shenakk a good
wife?
(51) The one his mother likes best.
Similarly Greek 52b does not allow a bound interpretatiothef pronominal and, as a result,
cannot accept a functional answer like 52b or a pair-listld@52c. By contrast, functional
and pair-list answers are possible for a gap question asan 53
(52) a. Pion ipes oti Ba ton eksetasi kabe yiatros
whoaccsaid2sgthatwill him examine3sgeachdoctornom
‘Who did you say each doctor will examine?’

b. *To diefoidi tu.

theaccmanagehis

‘His manager.’

c. *Ton Petro i Ikonomu,ti Mariao
theaccmscPetrosaccthe nomfem lkonomu,theaccfem Mariathenom
ABanasiu ...

ABanasiu ...

‘Petros, Ikonomu (will examine), Maria, @anasiu (will examine) ...’
(53) a. Pion ipes oti Ba eksetasi kabeyiatros
who accsaid2sgthatwill examine3sgeachdoctornom
‘Who did you say each doctor will examine?’
b. To diewdidi tu.
theaccmanagehis
‘His manager.’
c. Ton Petro i Ikonomu,ti Mariao

theaccmscPetrosthenomfem Ikonomu,theaccfem Mariathenom
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ABanasiu ...

ABanasiu ...

‘Petros, Ikonomu (will examine), Maria,@anasiu (will examine) ...’
Intrusive pronominals therefore are not variables; rattey are linked to their antecedent
anaphorically?? In this respect, they differ from the pronominals in the Gresdative clauses
in 48 where the pronominal is bound by a quantifier.

Let us now turn to the third question, viz. why intrusive poomnals cannot restore
embedded/weak island violating questions to full accaliyabrhe question is all the more
important since one of the well-known properties of resumepthains crosslinguistically is
exactly that they do not obey island restrictions (Borer4, %ells 1984, McCloskey 1990).
Our tentative answer is thisth-questions in English, Greek, and German are specified for
movement (e.g. by a specific feature on matrix C) and theref@erocessed as such up to
the point of encountering the pronominal. Once encountehedpronominal gives rise to a
different interpretation/processing of the whole sengiy which the syntactic/cyclic
resolution of the dependency is abandoned and an anaphedlution is pursued, which, by
hypothesis, is less cost}.But, crucially, the processing costs (memory and integrati
incurred thus far cannot be undone. As a result, intrusigsamgtion cannot restore the
offending structures to full acceptabili®y.This situation is therefore different from cases
which are not associated with movement (e.g. if C lacks avaglefeature, as proposed for
Irish by McCloskey 2002). In such cases, there is no predidoo a gap and the parser does
not enter into a cyclic derivation. No island sensitivitytherefore observed and resumption is
the consequence of the absence of movement (see Alexop20g).

Before we close this section, there are two remaining isggdgdow is the main finding
of Experiment 4, viz. that case mismatches were not toldnatth intrusive pronominals, to
be accommodated in the current account? (i) What is theioel@etween intrusive
resumption anglld? We now turn to these issues, starting with (ii).

Intrusive resumption andld share an number of important properties. First, on a par
with intrusive resumptiorglld involves an anaphoric relation between the dislocated

antecedent and the pronominal reminiscent of intra-séiatemaphora. For instancelld-ed
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indefinites standardly take wide scdpever the universal quantifidaBe ‘every’ in 54a,
numerals and intensional predicates lig@xno ‘look for’ in 54b,c (Philippaki-Warburton
1985, Anagnostopoulou 1994, Alexopoulou and Kolliakou20Thus, examples 54 are
parallel to example 52a.

(54) a. Ena aroro tu Chomskyto diavase kaPe fititis

an/onearticlethegenChomskyit read3sgeachstudentaom

‘There is an article of Chomsky every student read.” (Widepgctor the indefinite)
b. Ena doro vyiato ani (*to) Yaxno edo ki enamina ke de
a/onepresenfor theacclianisaccit  look-for.lsghereandonemonthandnot
boro navro tipota pu nam’aresi
canlsgto find.lsgnothingthatto me-like 3sg
‘A present forl"ianis I've been looking for for a month, but | cannot find angthl
like.
c. Enapukamisoya to Tiani (pu tu toixa paristin Aryedini) to
a shirt for thelianisacc(thathim.genit hadlsggot in Argentina)it
Yaxno edo ke mereske de boro natovro me tipota
look-for.1sghereanddays andnotcanlsgit to find.lsgwith nothing
‘A shirt for the Miani (that | had got for him in Argentina) I've been looking fior
some days but | cannot find it.’
Second, as with intrusive resumption, case mismatchesm@onmatical irclld, a property
that distinguisheslld from Left Dislocation where case mismatches are pdsgfor
diagnostics distinguishindld from left dislocation, see Cinque 1990, Tsimpli 1995,
Alexopoulou et al. 2003, Alexopoulou 1999).
Third, though the issue has been the matter of some debast researchers agree that
clid obeys islands in Greék (Anagnostopoulou 1994, latridou 1995, Tsimpli 1995,
Alexopoulou and Kolliakou 2002).
These shared properties between intrusive resumptiol&thdive rise to the hypothesis
that intrusive resumption in Greek involves nothing elseunacceptablelld, where the

antecedent is just of the wrong type, i.e. quantificatioatler than referential.
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Our answer is the following. First, the contrast betweermuinedded questions with
pronominals and embedded ones indicates that intrusivemetson is independent frowlld;
the status of the antecedenth-phrase/quantificational as opposed to referentialy choe
change with embedding; no improvement therefore shoulkpeated in the embedded
condition. This improvement can only be understood if isiva resumption is admitted as
distinct fromclld. But of course, the two are more similar than differétbw are their
similarities to be understood? We viald as a grammaticized version of anaphoric
dependencies relevant for intra-sentential anaphora. d8$8umption explains the
interpretational properties alld; the ‘grammaticization’ of this dependency relatesite
requirement for case agreement between the dislocatedghral the pronominal and its
sensitivity to islands? It is possible that there is a continuum of such anaphoratiais,
depending on how loosely/closely the antecedent is intednaith the syntactic structure of
the following sentence, ranging from intrasentential drmap (no syntax relevant), to Left
Dislocation (no cyclicity, case mismatches acceptablesland sensitivity, root phenomenon)
to clld (cyclicity, no case mismatches, island sensitivimsroot phenomenon). In this
continuumglld and intrusive resumption are distinct, the latter plolgscloser to
intra-sentential anaphora.

Let us finally consider the fact that case mismatches weréolerated with intrusive
pronominals in Experiment 4. At first sight, this finding appeinconsistent with the view
that intrusive resumption involves a process resemblitrgisentential anaphora, since case is
irrelevant in intra-sentential anaphora. However, nos while similar to intrasentential
anaphora, cases of intrusive resumption are differentanttie antecedent has not been
properly syntactically integrated with previous discauins a sentence. In more syntactic
terms, its case features have not been licensed/check#natdly, when the dependency is
resolved (whichever way, syntactically or anaphoricaltiwh-phrase is integrated with
some predicate in the question, not with some other sentamrevious discourse. This then
is what accounts for the case requirement. Note cruciadlyttiis does not—at least not
necessarily—undermine the hypothesis that some anapbradess is involved, since

intrasentential processes may preserve case as indicatad hnacceptability of 55c¢ in the
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context of 55a.
(55) a. Pios kendiseto laxio?
whonomwon thelottery
‘Who won the lottery?’
b. o lanis

thenomTlianis

c. *to Iiani

theaccliani

8.3. Crosslinguistic variation. As mentioned earlier, trerall pattern in the results we
obtained is crosslinguistically identical, indicatingthhe principles underlying these effects
are crosslinguistically constant. However, some crogsitic variation arises, prima facie
due to quantitative differences in the seriousness of thiattons under investigation. In this
section, we reduce such quantitative variation to the siratproperties of the languages in
guestion.

The first striking difference relates to the acceptabilityi® pronominal in simple
guestions like 56. While in all three languages such exameéasto strong unacceptability,
the Greek example in 56b is more acceptable than its EnghdiGerman counterparts since
it is significantly better than the strong island violati@eé Figure 2(c)). By contrast, English
and German questions with (unembedded) pronominals asrsbaGe are as unacceptable as
strong island violations (see Figures 1(d) and 3(c)). Asbdeen established in the previous
section, Greek differs from English and German in that unesaled resumptive sentences are
not necessarily analyzed as movement chains with an giromominal in place of a gap/trace.
Rather, they can be analyzed as casedldf under such a derivation, the problem is not the
presence of a pronominal in a movement chain, but rathenttempatibility between the
wh-phrase as a non-referential/quantificational antetesied the pronominal in an anaphoric
chain. This violation lies at the syntax-semantics intefand, as such, can be assumed to
lead to a milder reduction in acceptability (Sorace and é&e2005).

(56) a. Who will we fire him?
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b. Pion 6a ton apolisume

whoaccwill him fire 1pl

c. Wen entlassemvir ihn?
whoaccfirelpl we him
The second main contrast is the stronger effect of embeddiGgrmandass-clauses, which

parallels the weak island violation imhether-clauses (see Figure 3(a)). We relate this

difference to the fact that, unlike Greek and English, theplement CP is extraposed to the
rightin German (Keller 1995). In particular, we assume thatintegration of an extraposed
CP is associated with higher cost.

Let us finally consider why gaps remain significantly bettert pronominals in English,
while intrusive pronominals are as acceptable as gaps iekaaed German (compare
Figure 1(c) and Figures 2(b) and 3(b)). We interpret thisrag@phenomenon of the absence
of clld and CP extraposition in English. The unavailabilityctifl makes pronominals in
English less tolerated than in Greek. In German on the otiwed hCP extraposition makes
embedded gaps worse than any of the three languages. Albsfegiitband CP extraposition
leaves English with relatively acceptable embedded gagsiaacceptable pronominals; as a

result, gaps are always more acceptable than pronominals.

8.4. Questions vs. relative clauses. As explained in setid, we have here focused on
object questions and have ignored relative clauses as selllgiect questions. In the
following, we briefly review relevant experimental results

McDaniel and Cowart (1999) present an experimental studytéisés the acceptability of
gaps and pronouns in subject relative clauses and invessigjze interaction between
resumption, C-trace effect and subjacency (weak islandgatticular, they compare the
acceptability of pronominals and gaps in the following stawes3® Both 57 and 58 involve a
weak island violation. However, 57, on top of the weak islaindiation, it involves ahat-trace
violation.
(57) a. *That's the girl that | wonder when met you.

b. That’s the girl that | wonder when she met you.
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(58) a. ?That's the girl that | wonder when you met.
b. [judgment?] That's the girl that | wonder when you met her.

Their results differ from ours with respect to the accegighbof resumption. First, in the
object position in 58, the pronominal is as acceptable agdipe Second, in the subject
position in 57, the pronominal improves the C-trace viola@md is better than the gap.
Hence 58b is as acceptable as 58a, while 57b is better thafr&itaermore, the weak island
violation in 58a is more acceptable than the combinatiomefG-trace and weak island
violation in 57a. But, more interestingly 58, involving aakeisland but no trace violation, is
as acceptable as 57b which involves both a weak island anacg&-tiolation.

These results contrast with our results from English qoestiwhere gaps were better

than resumptives in object extractions frevhether-clauses. We believe that this contrast

relates to a more general contrast between questions ativestlauses with respect to the
acceptability of resumptioff As already mentioned in section 2.4, a number of corpus
studies indicate that resumption is productive, not onlg dast resort’ device, but also as a
general strategy of relative clause formation (Prince 199@7, Cann et al. 2005). If
resumption is independently available in relative claye it is not surprising that
pronominals and gaps are equally acceptable in the objsdiqoo while gap structures

like 57a are worse than all other structures; only 57a ire®la grammatical violation. The
remaining three structures just involve a weak island wiofg which, as shown in our results
on questions, is a less serious violation. The contrastdstvour results and the results of
McDaniel and Cowart (1999) therefore relates to the unaliiila of the resumptive strategy

in questions as opposed to relative clauSes.

9. Conclusion. This article has presented a systematic mpetal investigation of the
interaction between locality and resumptionnh-questions. Resumptives have traditionally
been claimed to save island violations, i.e. to improve tteeptability of extraction out of
weak and strong islands, though such claims have predotiynavolved resumption in
relative clauses. We tested this claim using a series of Magm Estimation experiments that
investigated object extraction in various syntactic camnfigions: complement clauses with

and withoutthat (non-islands), complement clauses witiether (weak islands), and relative
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clauses (strong islands). We also tested multiple levedsrdfedding (single, double, and
triple) and included two control conditions: unembeddedgstions and declarative clauses. In
order to be able to differentiate language specific effacimfcrosslinguistically constant
ones, we conducted identical experiments in three langu&gelish, Greek, and German.
The Greek data is particularly relevant as Greek (in cohtcaEnglish and German) allows
resumptive pronouns in certain syntactic configurationsstmmportantlyclid.

Experiments 1-4 established a robust pattern of result$itiids across all three
languages. The most striking finding was the absence of agatfect of resumption in
guestions: we found that a resumptive pronoun is at most@epéable as a gap in the same
construction, but never more acceptable. This means teatmgtives do not remedy island
violations in questions, and hence cannot be viewed astadagsrt’ strategy. This highly
surprising result is at variance with claims in the theaadtliterature. However, we also found
that resumption in questions can compensate for embeddliogriain cases: resumptives with
one or two levels of embedding were more acceptable than beéded resumptives. This
effect was limited to extraction in the non-island and wesliind conditions, and was
strongest in German.

Another surprising finding was a general effect of embeddewven in structures that are
considered fully grammatical, suchwh-questions extracted out of bare clauses or
that-clauses (which are not islands). We even found thaeeihg reduces acceptability in
declarative sentences, also considered fully grammaBzeded on experimental results in the
literature, we argued that this is a genuine effect of embgrjénd not one of sentence length
(see section 8.2).

The third major finding was that the non-islands and weak@gaattern together: in
both cases extraction led to a mild reduction in acceptglaid resumption in questions
compensated for embedding. This contrasts with the strslagd (relative clause) condition,
in which extraction led to strong unacceptability, and reption and embedding had no
effect.

The experimental results demonstrate a remarkable censisacross the three

languages in the overall pattern of interactions betweeriabtors we studied. Crosslinguistic
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variation is confined to quantitative differences assedatith universal grammatical
principles: We found that (a) resumption in questions iseramceptable in Greek than in
German and English, compared to strong island violatidmsexXtraction out ofhat-clauses is
worse in German than in English and Greek (in German it is atras unacceptable as

extraction out ofwhether-clauses); (c) gaps in English are significantlydoehan

pronominals in all conditions; in Greek and German, resuvaptcan reach the same
acceptability as gaps.

Based on our experimental results, we presented an an#igsiexplains the gradient
nature of the acceptability judgments in terms of the irdeoa of different cognitive
modules. We argued that strong islands involve grammatio#dtions, which, on a par with
violations of core syntactic principles like case, giveerie strong unacceptability. Such
violations cannot be remedied by resumption (at least imifreuestions investigated here).
By contrast, weak island violations, on a par with extratsieromthat-clauses, give rise to
mild unacceptability. We argued that this is caused by araation of the syntactic properties
of these structures with the demands they impose on the heerdance processor. In
particular, we built on Gibson’s (1998) theory of human sece processing to develop an
account of the processing complexity of A-bar dependentiethis account, locality
conditions associated with the Relativized Minimalityeetfs for weak islands can be viewed
as a grammaticization of the resource limitations of the &aparser, i.e. a response of the
grammar to processing pressures. Resumption can compdasé#tie processing difficulty
associated with these structures, as pronominals can sésteaents anaphorically (as in
discourse). This means they do not necessarily have to relgaal, cyclic movement (which
is obligatory for the resolution of traces), and therefarlass sensitive to the locality effects
associated with movement.

On more general level, we have demonstrated that there ik touze gained from the
crosslinguistic experimental study of gradient acceitsgbBy eliciting English, Greek, and
German data in parallel, we were able to show that resumpisressentially the same effect
in all three languages. Crucially, this was true for casesrevtiee theoretical literature

suggests crosslinguistic variation. As an example, tagekiim that Greek (unlike English
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and German) allows resumptives in embedded clauses. Oarimgntal data showed that the
empirical basis for this claim is simply that embedded regtives are more acceptable than
unembedded ones, a finding that holds for all three langu&ydyg the absolute acceptability
of resumptives (independent of embedding) differs betwamrek and English or German. A
result of this type cannot be obtained based on informalijtimé acceptability judgments; it
requires experimental data such as the Magnitude Estimdtta presented here.

According to the current analysis, the effect of resumpisonnderstood in terms of
lesser costs induced by resolving a long distance depep@gaphorically rather than
syntactically. This approach can be extended to accomradaiaiwn interactions between
d-linking, weak islands and resumption, which await a prapg@erimental investigation.
Moreover, interesting questions arise with respect to idrethere is a range of anaphoric
relations or factors that can contribute to a structure dpégss or more anaphoric (e.g.
referential/quantificational antecedent, resumptiop)gehich accordingly may induce
weaker or stronger effects with islands. A systematic ingason and comparison between
types of structures (questions, topicalization ald) and types of antecedents
(d-linked/referential) can illuminate such questions.

Finally, none of the languages tested here allows resumpfithe type attested in
Semitic and Celtic languages, where pronominals are intbemnd islands. A comparison
with such languages is important in order to understandiogla between intrusive and true
resumption. Data reported and discussed by Erteschik(E882) and Dickey (1996) indicate
that, at least, intrusive resumption in Hebrew is not théiedgnt from intrusive resumption in
English, Greek and German. The question is whether truamptan will prove to be distinct
from intrusive resumption in such languages or is betteewstdod as the end point of a
continuum?? The question is all the more important given that true resionps attested
predominantly in relative clauses which also appear torfémoat least tolerate) resumption in

Greek and English.
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A. Detalils of statistical analyses.

A.1. Experiment1l. ArAnova yielded significant main effects Binbedding

(F,(1,54) = 14.330,p < .0005;F,(1,8) = 15.704,p = .004),Island ,(3,162) = 55.772,

p < .0005;F,(3,24) = 45.811,p < .0005), andResumptionk; (1,54) = 67.807,p < .0005;
F,(1,8) =81.794,p < .0005). The interactionslandResumptionk, (3,162) = 30.101,

p < .0005;F,(3,24) = 35.977,p < .0005) andEmbeddingResumption k, (1,54) = 15.381,

p < .0005;F,(1,8) = 5.976,p = .040) were also significant. The other interactions were only
significant by subjectdslandEmbedding F,(3,162) = 4.217,p = .007;F,(3,24) = .877,
p=.467), andslandEmbeddingResumptionf, (3,162) = 6.878,p < .0005;

F,(3,24) = 2.395,p = .093).

A further series of tests was carried out to compare the siagtl double embedding
conditions to the control condition (no embedding). Therappate statistic is Dunnett’s test
for comparing multiple conditions to a control. We first refie results of comparing the
gapped stimuli to the gapped control condition. For both-rstend conditions, there was no
significant difference between control and the single erdimggdcondition, while the double
embedding was significantly less acceptable than the dc(@@()SS, 9) =5.734,p < .01;
;Q(S, 9)=5.110,p< .01 and[gl(SS, 9) =6.886,p < .01;;$(8, 9) =5.536,p < .01). Inthe
weak island condition, we found that both the single and thébte embedding condition
were less acceptable than the cont[gl (65,9) =5.710,p < .01;192(87 9) =3.891,p< .05
and;g1(55, 9) =8.8184p< .01;;92(8, 9) = 6.350,p < .01). Also in the relative clause
condition, singly and doubly embedded stimuli were leseptable than the control
(tg, (55.9) = 10.825,p < .01;tq (8,9) = 6.209,p < .01 andty (55,9) = 11.799,p < .0L;
;%(8, 9) =9.382,p< .01).

In a separate test, we compared the resumptive stimuli teewemptive control
condition. In the non-island condition, there was no sigatiit difference between the singly
embedded resumptive and the control, while the doubly enxdesumptive was
significantly more acceptable than the control, by subjentg (;91(55, 9) =2.752,p < .05;

;92(8, 9) = 1.377,p > .05). In thethat-clause condition, the singly embedded resumptive was
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more acceptable than the control (by subjects qGI13(55, 9) =3.034,p < .05;
;92(8, 9) = 1.165,p > .05), while the doubly embedded resumptive was not diffefremb the
control. No significant differences with the control wereiha for the weak and strong island

conditions.

A.2. Experiment 2. ArAnova yielded significant main effects Binbedding

(F,(1,58) = 26.509,p < .0005;F,(1,6) = 19.933,p = .004),Island ,(2,116) = 82.828,

p < .0005;F,(2,12) = 137.211,p < .0005), andResumption; (1,58) = 22.875,p < .0005;
F,(1,6) = 12.006,p = .013). The interaction dfsland andResumption was also significant
(F1(2,116) = 10.005,p < .0005;F,(2,12) = 4.016,p = .046). All the other interactions were
only significant by subjectdslandEmbedding ;(1,116) = 15.072,p < .0005;

F,(2,12) = 3.409,p = .067), EmbeddingResumptionf, (1,58) = 7.705,p = .007;

F,(1,6) = 4.494,p = .078), andslandEmbeddingResumption, (2,116) = 5.888,
p=.004;F,(2,12) = 3.872,p = .050).

Dunnett’s test was used to compare the embedded conditidhe tontrol conditions.
We first report the results for the gapped stimuli. For the-rsteind condition, both the single
and the double embedding condition were less acceptabiditeacontrol @1(59, 7) =5.641,
p< 0Lty (6,7)=4.472,p < .05 andty (59.7) =8.695,p < .0L;ty (6,7) = 9.562,

p < .01). Also in the weak island condition, both levels of embaddvere significantly less
acceptable than the contr@ﬂl((SQ, 7)=8.619,p< .01;192(6, 7) =14.428,p < .01 and
191(59, 7)=7532,p< .01;192(6, 7) = 6.005,p < .01). The same picture emerged in the
strong island conditions, again both levels of embeddingewserse than the control
(tg,(59.7) = 12323,p < .01;tq (6,7) = 12017,p < .01 andty (59,7) = 12470,p < .0L;
;92(6, 7) =17.066,p < .01).

A separate test compared the resumptive stimuli to the rpBuencontrols. In the
non-island condition, neither the single nor the double edading were significantly different
from the control. In the weak island condition, the singlebewiding condition was
significantly more acceptable than the control, by subjenty (;91(59, 7) =3.034,p < .05;
;92(6, 7) = 2.930,p > .05). There was no difference between the double embeddimgjtaan

and the control. In the strong island condition, both thgleimnd the double embedding
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condition were significantly less acceptable than the od)@(gl(SQ, 7) =4.955,p < .01,
192(6, 7)=7.058,p< .01 and[gl(59, 7)=4284,p< .Ol;[dJ(G, 7) =6.107,p < .01).

A.3. Experiment 3. ArAnova yielded a significant main effect tsland

(F1(2,72) = 34.415,p < .0005;F,(2,12) = 51.787,p < .0005), but the main effects of
Embedding anéResumption were not significant. The interactiésiandResumption
(F1(2,72) =5.774,p = .005;F,(2,12) = 4.614,p = .033) andslandEmbedding were also
significant £,(2,72) = 6.766,p = .002;F,(2,12) = 3.917,p = .049). All other interactions
failed to reach significance.

We also compared the conditions with single and double edibgdo the control (no
embedding) using Dunnett’s test. We first report the reqfltomparing the gapped stimuli to
the gapped control condition. For theat-clause condition, the control was significantly more
acceptable than the single embedding conditﬁglr(%, 7) =6.527,p < .01;

192(6, 7) = 3.494,p < .05) and the double embedding conditi@§1(36, 7) =6.900,p < .01,

;92(6, 7) = 6.033,p < .01). The same pattern was obtained inwiether-clause condition,
where the control was more acceptable than both the singléh@ndouble embedding
condition ggl(ss, 7)=8.848,p< .01;;92(6, 7) =5.695,p< .01 and;gl(36, 7) =8.493,

p< .01;;92(6, 7) =5.636,p < .01). Also, in the relative clause condition, the control was
more acceptable than both levels of embeddjglg(BG, 7) =11.283,p < .01;

tg (6,7) =13923,p < .01 andty (36,7) = 10.247,p < .01;tq (6,7) = 7.907,p < .01).

A separate test was used to compare the resumptive stinthiei@sumptive control
condition. In thethat-clause condition, we found that the single embeddomglition was
more acceptable than the control, by subjects 0@436, 7) =3.037,p < .05;

;92(6, 7) = 2.854,p > .05). Also the double embedding condition was more accepthiain
the control ggl(sa, 7)=3.839,p< .01;;92(6, 7) =3.701,p < .05). In thewhether-clause
condition, we found that both the single embedding and thid&oembedding conditions
were significantly more acceptable than the control, byestbjonly

([gl(36, 7)=4.623 p< .01;;92(6, 7) =3.314,p> .05 and;gl(%, 7) =2.715,p < .05;

gg(& 7) = 2.293,p > .05). In the relative clause condition, there was no significifference

between the control and the single and double embeddingtemmsi
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A.4. Experiment 4.

Subexperiment 1. AAnova yielded significant main effects tsland (by subjects only,
F,(1,32) = 8.727,p = .006;F,(1,8) = 5.289,p = .050),Embedding k, (2, 64) = 19.180,

p < .0005;F,(2,16) = 17.902,p < .0005), andResumptionk; (2, 64) = 24.132,p < .0005;
F,(2,16) = 70.939,p < .0005). The interactionslandResumptionk, (2,64) = 5.703,
p=.005;F,(2,16) = 4.676,p = .025) andEmbeddingResumption k, (4,128) = 5.588,

p < .0005;F,(4,32) = 2.900,p = .037) were also significant. All other interactions failed to
reach significance.

A Dunnett test was conducted to further investigate thecetitembedding. For the gap
condition, singly embeddeithat-clauses were less acceptable than the unembeddedlcont
(by subjects only,;§1(32, 7)=3.147,p< .05;;g2(8, 7) =1.995,p > .05); also double and
triple embedding was less acceptable than the cor;quII{Z, 7) =5.356,p < .01,

@(8, 7) =6.660,p < .01 and;gl(32, 7) =5.300,p < .05;;dj(8, 7) =5.781,p < .01). The

same pattern was found for gapsawhether-clauses: single, double, and triple embedding was
less acceptable than the contrgl(BZ, 7) =4.833,p< .Ol;;dJ(B, 7) =5.240,p < .01 and
tq,(327) =6.474,p < .01;tq (8,7) = 5.687,p < .0l andty (32.7) = 7.383,p < .0L;

tq (8,7)=5.879,p < .01)

A separate Dunnett test for the resumptive condition shawatforthat-clauses, doubly
embedded resumptives were more acceptable than the undetbeantrol (by items only,
;91(32, 7) =1.940,p > .05;192(8, 7) = 3.497,p < .05); for whether-clauses, singly embedded
resumptives were more acceptable than the control (by slmjmly,;gl(sz, 7) =2.221,
p< .05;;$(8, 7) =1.187,p > .05).

A Dunnett test for the declarative condition showed thahbjot that-clauses and for
whether-clauses, double and triple embedding was lesptdite than the control
(tg,(32.7) = 4.654,p < .0L;ty (8,7) =8.438,p < .01 andty (32,7) = 5.198,p < .01;

@(8, 7) =4.809,p< .01 and;gl(32, 7)=4.837,p< .Ol;;dJ(S, 7) =4.389,p < .01 and
191(32, 7)=5.597,p< .01;;92(8, 7) =5.110,p < .01). Forthat-clauses, the single embedding

was also less acceptable than the control (by subjectsya?a%, 7)=2.787,p < .05;
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tq,(8,7) = 0.720,p > .05).

Subexperiment 2. For this subexperiment, we conducteinawva that included the
declarative stimuli from the first subexperiment, so as talde to determine if different types

of declaratives show a differential effect of embeddinge Amova therefore crossed the

factorsEmbedding (single, double, triple) afigpe ¢hat-clausewhether-clause, relative

clauses). A significant main effect Binbedding was found=((2,64) = 22.216,p < .0005;
F,(2,16) = 29.78,p < .0005), but there was no main effectbipe, and no interaction

between the two factors.

Subexperiment 3.  AAnova revealed a significant main effectAfitecedent
(F1(1,32) = 4.563,p = .040;F,(1,8) = 6.362,p = .036): genitive antecedents were more
acceptable than prepositional antecedents. The mairtgtiéisland, Embedding, and
Resumption were not significant. No significant interactiere found either.

A Dunnett test was conducted to compare the singly and darlyedded case violation
conditions to an unembedded control. The only significaifédince that were found was for
doubly embedded clauses with genitive antecedents. Hegemptives were more acceptable

than the control both f@-clauseg&l(SZ, 5)=3.272,p< .Ol;ggz(& 5) =3.335,p< .05)

and forwhether-clauses (by subjects or’ggl,(BZ, 5) =3.494,p < .01; ;gz (8,5) = 1.024,
p > .05).
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B. Experimental materials.

B.1. Practice and filler items. In each experiments, six{agtems were used. All of
them werewh-question of varying complexity. Half of the items wereugrmatical, the other
half contained grammatical violations of varying serioess (e.g. agreement,
subcategorization, word order violations). None of thengancluded resumptive pronouns.

The filler items were designed in the same way as the praténssi

B.2. Experimentl. Modulus:
(59) With who do you want to know whether Bill will go out?
Templates for questions:
(60) a. Who will we $1 (him)?
b. Who does $2 claim (that) we will $1 (him)?
c. Who does $3 think that $2 claims (that) we will $1 (him)?
(61) a. Who does $2 wonder whether we will $1 (him)?
b. Who does $3 think that $2 wonders whether we will $1 (him)?
(62) a. Who does $2 meet the people that will $1 (him)?
b. Who does $3 think that $2 meets the people that will $1 (him)?
Lexicalizations:
(63) a. $1:fire, phone, evict, hire, punish, support, elewite, arrest
b. $2: Mary, Ann, Elizabeth, Ruth, Lucy, Laura, Rachel, Sugamily
c. $3:Jane, Margaret, Sarah, Jean, Helen, Alice, Dianae QTaroline

B.3. Experiment2. Modulus:

(64) Me pion iBeles namabis  anvyike i Maria?
with whoaccwanted2sgto know2sgif went-out3sgthenomMaria

Templates for questions:

(65) a. Pion 6a (ton) $1?

whoaccwill (him) $1



(66) a.

(67) a.

68

Pion isxirizete $20ti B6a (ton) $17?

who.accclaim 3sg$2 thatwill (him) $1

Pion nomizi $3oti isxirizete $20ti 6a (ton) $17?

whoaccthink.3sg$3 thatclaim 3sg$2 thatwill (him) $17?

Pion anarotiete $2an fa (ton) $17?

whoaccwonder3sg$2 whetherwill (him) $1

Pion nomizi $3oti anarotiete $2an Ba (ton) $27?

whoaccthink.3sg$3 thatwonder3sg$2 whetherwill (him) $2

Pion sinadai $2tus tipus pu 6a (ton) $17?

whoaccmeet3sg$2 theaccguysaccthatwill (him) $1

Pion nomizi $3oti sinadai $2tus tipus pu Ba (ton) $1?

who accthink 3sg$3 thatmeet3sg$2 theaccguysaccthatwill (him) $1

Lexicalizations:

(68) a.

$1: apolisumeéalesumedioksume,  proslavumeyravefsumeijpostiriksume,

firelpl, invitelpl, send-awaypl, hirelpl, rewardlpl, supportlpl,

Yifisume

vote-forlpl

$2: i Maria, i Natasaj Anna,i
thenomfem Maria, thenomfem Natasathenomfem Anna,thenomfem

Aliki, i Dina, i Mirela, i Sofia

Aliki, thenomfem Dina, thenomfem Mirela, thenomfem Sofia

$3:0 Petros, 0 Nikos, 0 lanis,
thenommscPetrosnom,thenommscNikosnom,thenommscrl ianisno

0] Kostas, 0 Panos, 0 Takis,

theno scKostasnom,thenommscPanosaom,thenommscTakisnom,




0 Moryos

thenommscrlioryoshom

B.4. Experiment3. Modulus:

(69) Mit wem willst du wissenob Peterausgeht?

with whomwant youknow if Petergo-out

Templates for questions:

(70) a.

(71) a.

(72) a.

Wers1 wir (ihn)?

who we him

Wenbehaupte$2, dasswir (ihn) $1?

who claims that we him

Wendenkt $3, dass$$2 behauptetjasswir (ihn) $17?

who thinks that claims that we him

Weniiberlegt$2, obwir (ihn) $1?

who ponders if we him

Wendenkt $3, dass$2 tiberlegt,ob wir (ihn) $17?

who thinks  that pondersif we him

Wertrifft $2 dieLeute, die (ihn) $17?

who meets thepeoplewhohim

Wendenkt $3, dass$2 dieLeute trifft, die (ihn)$1?

who thinks  that thepeoplemeetswho him

Lexicalizations:

(73) a.

b.

C.

69

$1: entlassemformieren,vertreiben, bestrafenunterstitzen,wahlen,verhaften

fire inform chase awaypunish  support
$2: Petra, Maria, Sabine, Jutta, Heike, Christine, Andrea

$3: Barbara, Monika, Ursula, Brigitte, Renate, Helgasdteth
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B.5. Experiment4. Modulus:

(74) Me poion iBeles namabis  anvyike i Maria?
with whomwanted2sgto know2sgif entered3sgthe Maria

Templates for questions:

(75) a. Pion 6a (ton) $1?

whoaccwill (him) $1

b. Pion 6eori $2o0ti Ga ton $1?

who accspeculate8sg$2 thatwill (him) $1

c. Pion nomizi $3oti Beori $2o0ti Ba ton $1?

whoaccthink 3sg$3 thatspeculatgsg$2 thatwill (him) $1?

d. Pion nomizi $4oti pistevi $30ti Beori $3oti Ba ton $1°?

who accthink.3sg$4 thatbelieve$3 thatspeculatsg$3 thatwill (him) $1?

(76) a. Pianu 6a ton $1?

whogenwill him $1

b. Pianu 6eori $20ti Ba ton $17?

who genspeculate&sg$2 thatwill (him) $1

c. Pianu nomizi $3oti Beori $2o0ti Ba ton $1?

who accthink 3sg$3 thatspeculatgsg$2 thatwill him $1

(77) a. Sepion BHa ton $17?

to whoaccwill him $1

b. Sepion  6eori $2o0ti 6a ton $1?

to whoaccspeculatg8sg$2 thatwill him $1

c. Sepion nomizi $3oti Beori  $4oti Ba ton $1?

to whoaccthink.3sg$3thatspeculateb4 thatwill him $1



(78) a.

(79) a.

(80) a.

Pion anarotiete $2an fa ton $1?

whoaccponder3sg$2 whetherwill him $1

Pion nomizi $3oti anarotiete $2an fa ton $1?

whoaccthink.3sg$3 thatponder3sg$2 whethemwill him $1

Pion nomizi $4oti pistevi $3oti anarotiete $2an fa ton $17?

who accthink 3sg$4 thatbelieve$3 thatponderdsg$2 whetherwill him $1

Pianu anarotiete $2 an fa ton $1?

whogenponder3sg$2 whetherwill him $1

Pianu nomizi $3oti anarotiete $2an fa ton $1?

whogenthink.3sg$3 thatponder3sg$2 whetherwill him $1

Sepion  anarotiete $2an fa ton $17?

to whoaccponder3sg$2 whetherwill him $1

Sepion  nomizi $3oti anarotiete $2an fa ton $17?

to whoaccthink.3sg$3thatponder3sg$2 whetherwill him $1

Templates for declaratives:

(81) a.

(82) a.

fa $1ton $5
will $1 him $5

$20eori oti Ba $1%5
$2 speculat@sgthatwill $1$5

$3nomizi oti $20eori oti Ba $1%$5

$3think 3sgthat$2 speculatgsgthatwill $1$5

$4nomizi oti $3pistevi oti $20Beori oti Ba $1$5
$4 think 3sgthat$3 believe3sgthat $2 speculat@sgthatwill $1$5

$2anarotiete an fa $1%$5
$2 ponder3sgwhethemwill $1$5

71



(83) a.

$3nomizioti $2 anarotiete an fa $1%$5

$3think that$2 ponderBsgwhethemwill $1$5

$4nomizi oti $3pistevi oti $2anarotiete an Ba $1%$5

$4 think 3sgthat$3 believe3sgthat$2 ponder3sgwhethermwill $1$5

$2sinadai tus  tipus

$2 meet3sgtheaccguysacc

$2sinadai tus tipus pu Ba $1$5
$2 meet3sgtheaccguysaccthatwill $1$5

$3nomizi oti $2sinadai tus tipus pu Ba $1$5
$3think 3sgthat$2 meet3sgtheaccguysaccthatwill $1$5

$4nomizi oti $3pistevioti $2sinadai tus tipus pu Ba $1$5
$4 think 3sgthat$3 believethat$2 meet3sgtheaccguysaccthatwill $1$5

Lexicalizations:

(84) a.

72

$1: apolisumealesumegdioxume, proslavumeyravefsumeipostiriksume,

firelpl, invitelpl, send-awaypl, hirelpl, rewardlpl, supportlpl,
Yifisume, dialexume,kratisume

vote-forlpl, chooselpl, keeplpl

$2: 1 Maria, i Natasaj Anna, i
thenomfem Maria, thenomfem Natasathenomfem Anna,thenomfem

Aliki, i Dina, i Mirela, i Sofia,i

Aliki, thenomfem Dina, thenomfem Mirela, thenomfem Sofia,thenomfe

Marina,i Aleka

Marina,thenomfem Aleka
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$3:0 Petros, 0 Nikos, 0] lanis,

—+

henommscPetrosnom,thenommscNikosnom,thenommscr ianis-non,

0 Kostas, 0 Panos, o Takis,
thenommscKostasnom,thenommscPanosiom,thenommscTakisnom,
0 riorgos, Vasilis, 0 Manos
thenommscrliorgosnom,thenommscVasilisnom,thenommsc Manogiom

$4: o Nikos, d"ianis, o Kostas, o Panos, o Takid; imrgos, Vasilis, 0 Manos, o

Petros

$5: to Fani,  ton Kosta, ton Pano,
theaccmscrl iani.acc,theaccmscKostasacc,theaccmscPanosacc,

ton Taki, to Norgo, ton Vasili,

theaccmscTakisacc,theaccmscrl iorgosacc,theaccmscVasilis acc,

to Mano, ton Petro, to Niko

the

H’”

cmscManosacc,theaccmscPetrosacc,theaccmscNikos acc
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1The diacritic ?* is used by Haegeman (1994) for the examp8&5ifibid, p. 492), which,
for current purposes we take as equivalent to 1b. (If angthit ought to be even worse
than 85, since d-linking is often assumed to improve weanidhiolations. We ignore this
issue here.)
(85)?*Which man do you wonder when John will meet?

°The apparent discrepancy in judgments does not relate typleeof complementizer

usedwhether vsif. Chung and McCloskey (1983) make the same assumptionstfether-

andif-clauses. Moreover, as discussed in section 8.2, Kluefid98) reports experimental
results on extraction froni-clauses that are parallel to those reported here foilaextins
from whether-clauses.

3D-linking has been argued to improve the acceptability sfiraptives in questions (Sells
1984, latridou 1995, Anagnostopoulou 1994, Giannakiddi7).9

4Shlonsky (1992) analyzes true resumption in Semitic negatlauses as an instance of
‘last resort’ resumption.

5This number excludes relative clauses involving resummgtidsland environments.

60ne might note that d-linking in questions may improve theeptability of
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pronominals; however, while it is relatively straightfaavd to abstract away from d-linking in
guestions and initially study non-d-linked questionssihot obvious how to neutralize the
definite/indefinite contrast in relative clauses. Moregdeinking has been argued to interact
with resumption in relative clauses as well (Stavrou 198¥r&it 1999).

’Such facts have led to the hypothesis that, in addition tstiedard syntax of A-bar
dependencies, there is a syntactic relatiagrée) betweepu and the nominal/case features of
the relativized phrase (Alexopoulou 2006; see also Merchad4).

8As pointed out to us by the editor, complement clauses intred byna are, according to
many analyses, instances of complementizer-less complestaeises in Greek
(Philippaki-Warburton and Veloudis 1985). While it would inéeresting to compare
oti-complement clauses witha-complement clauses with regard to the phenomena address
here, such an investigation goes beyond the scope of titeart

SUnder Sells’s (1984) definition, true resumption involvesoperator bound pronominal;
it is not obvious thatlld is a case of true resumption under this definition, sinceler
standard assumptions, no (quantificational) operatov@wed inclld (Cinque 1990, Lasnik
and Stowell 1991, Rizzi 1997, Tsimpli 1999).

10we owe this point to an anonymous reviewer.

Greek has a further resumptive structure involved in Nule@or Structures (Joseph
1978, 1980a, Tsimpli 1999). The examples in 86, from Tsir{i®99), involve a pronominal,
while the corresponding English structures involve a gags(lik and Stowell 1991).

(86) a. i Mariaine omorfiop na*(tin) kitas

thenomMariais pretty opto cl.acclook-at2sg

‘Maria is pretty to look at.’

b. i filosofia inevareti opna*(ti) diavazis

thephilosophyis boringopto cl.accread2sg

‘Philosophy is boring to read.’
Parodi and Tsimpli (2005) analyze such cases as instanaetsusive resumption due to an
opaque/weak-island like domain created by a rich T in theeena-clause which blocks the

identification of the empty category. Understanding thatreh between this type of
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resumption and resumption in questions is beyond the sdajpésarticle.

12The pronominal is argued to be as acceptable as the gap irpteslike 87 from Tsimpli
(21999). In our results, singly embedded pronominals resshsignificantly worse than
corresponding gaps. It is possible that this contrast is\eoessarily one between informal
judgments and experimentally collected data. It could la¢ e embedding predicate in 87,

suspectipoptevome) is more ‘opaque’ than the one used in the exgertah stimuli,claim

(isxirizome), thus, making 87 behaving more like a weak idlamhere singly embedded
pronominals and gaps are equally acceptable.
(87) Pion ipopteBike i Mariaoti 6a ton kalesume?

who accsuspecte@sgthe nomMaria thatwill him invite 1pl

‘Who did Maria suspect we will invite?’

3Following the suggestion of an anonymous reviewer we tesiegossibility that

speakers of Southern dialects of German would give loweresdo our data due to preference
for the so-calledvh-expletive construction 88, widely available in Southdralects
(Fanselow and Mahajan 2000).
(88) WasbehauptePetrawenwir entlassen?

whatclaims  Petrawhowe sack

‘Who does Petra claim that we will sack?’
We thus divided the experimental data into two classes,dasé¢he language region subjects
reported in the demographic questionnaire that precededxperiment. Speakers from
Austria, Switzerland, Baden-Wttemberg, and Bavaria were classified as speakers of
Southern German, while all others were classified as spsak&torthern German. There
were ten Southern speakers and 22 Northern speakers; thefdate subjects had to be
excluded from the analysis as they stated Germany as timguéae region. We re-ran the

Anova, now withDialect as an additional, between-subjects factor. Asémpifevious

analysis, we found a significant main effectisiand and significant interactions ksland and

Resumption andsland ancEmbedding. There was no main effect@ilect and all

interactions involvingDialect were also not significant.

AnotherAnova was conducted for the unembedded control condititvclhwevealed a
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main effect ofResumption, but no main effect Bialect. However a significant interaction of

Resumption an@®ialect was foundK; (1,30) = 5.172,p = .03; not enough data fd,).
While Northern and Southern speakers gave comparable judigrteeunembedded sentences
without resumptivesniean= .5109 andnean= .4796, respectively), they differed in their
assessment of unembedded resumptiremaf= —.2399 andnean= —.6671, respectively).
4admittedly, such claims predominately involve examplesirelative clauses; however,
on the basis of the theoretical literature, no contrast eeted between relative clauses and
guestions.
15But note that authors like Chung and McCloskey (1983) regatiéetion out of

whether-clauses as grammatical.

16This analysis is an oversimplification of the English faétayne (1991) provides
evidence that Englistvhether is avh-phrase occupying Spec,CP rather than C. For
simplicity, we continue to assume that Englishether is a head. The analysis presented in
the following sections is compatible with either hypotisesn a system of multiple specifiers,
cyclic movement is not blocked by an element at Spec,CP. Netetlaat extraction out of

whether-clause is of the same acceptability as extractan if-clauses in English, indicating

that whether the complementizer is analyzed as a specifeehead is not crucial for the
islandhood of these structures.

"\We thus depart from Cinque’s (1990) assumption that in Englisether-clauses are not
directly selected.

18Recent minimalist analyses lack an (at least explicit) théar strong islands (but see
Boeckx 2003 for a recent discussion of adjunct islands)ahhex versions of the theory, the
distinction was captured on the basis of antecedent govanrh(see also Roussou 2002).

Bt is standardly assumed that examples like 30b are moretatale than 30a. The
contrast was originally thought to be one between argumemdsadjuncts (Cinque 1990).
However, more recently, it has been acknowledged thatlediradjuncts like 89
(from Manzini 1998) are more acceptable than 30a.

(89) Forwhich of these reasons do you know [who they ftjggl,

Yor-which-of-these-reasoh®
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20As observed by Manzini (1998), the problem is inherited ere reformulations of
Relativized Minimality, such as Chomsky’s (1995) MinimahkiCondition.

21Both analyses naturally account for similar problems icisg extraction out of factive
complements, which are also viewed as weak islands. Weatestir discussion here to
indirect questions.

22Frazier and Clifton (1989) did not control for the number cfaburse referents
intervening between the filler and the gap, an issue addidss&ibson and Warren (2004)
(see section 42).

23Kluender (1998) further assumes that identical factorsediedthe unacceptability of
strong island violations like 90. However, this approadlsfi explain why extractions out of
relative clauses are generally worse than extractionsfantloect questions:
(90) *What did you meet the man who was reading?

24In this respect, Gibson (1998) disagrees with Kluender §19fo makes the opposite
assumption, i.e. that indefinite NPs are easier to processdéfinite ones.

25An issue arises with respect to the analysis of the coordiime43a, which could be taken
to involve the same number of phrasal heads as 43b. Howévee, we further assume that
the complexity of intermediate C is increased due to its@asion with an intermediate trace,
43a will always turn out to be less complex than 43b.

26An analysis could be envisaged in which the intermediatetmunts as a distinct
discourse referent associated with a specific predictimrefore incurring higher memory
and integration costs. However, it would still be difficidtdee how such an analysis could

account for the contrast betwethrat andwhether-clauses, which, presumably, involve the

same number and type of discourse referents.

27t is not obvious howsplt can account for the effect of embedding in declaratiireact,
Gibson makes some further assumptions which make the effechbedding in declaratives
rather surprising. He assumes a clause-bound closurelaieses where all dependents are
saturated are shunted from immediate memory. He assuntestiba this happens, then the
complement clause counts as matrix, in which case its paggliwith its arguments are not

associated with any memory costs (see clause (a) of 40).eRaency for a drop in
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acceptability in particular in three-clause English deadi@es may be problematic for this
assumption.

28There is a question as to which criteria suggest an explamati the basis of grammar as
opposed to processing for a given resumptive structure coh&rast between (unembedded)
clld and (unembedded) resumptive questions in Greek iteBdhaat the unacceptability of the
latter ought to follow from some grammatical principle,s#there is no obvious difference in
the processing costs involved in the two structures. Sitgjlao obvious grammatical factor
can explain why the acceptability of embedded resumptiwstons improves.

29The question arises why pronominals appear to be acceptatgative clauses in
examples like 48 but not in questions since, under standawhaptions, both involve
guantificational operators. Indeed, as with questiong)qmanals are dispreferred in
restrictive relative clauses in Greek in argument posgiofpu-relative clauses and generally
in restrictive relative clauses introduced by a relativerfmun. It is in obliquepu-relative
clauses that the pronominal is obligatory due to failuredehtification of thep-features of the
relativized phrase (see Alexopoulou 2006 on this; for rgstion in Greek relative clauses see
also Joseph 1980b, 1983, Stavrou 1984, Tsimpli 1999, Adexiaand Anagnostopoulou 2000,
Tsiplakou 1998, Merchant 2004).

30Answers as in 51 involve functions from Englishmen to theithers to women as
opposed to answers involving an individual (éMary).

31There is an issue with the acceptability status of 50b, whesms to be more acceptable
than our corresponding examples. The contrast might redetee fact that the quantifier and
present tense favor a generic interpretation of 50b, whiokstinguistically is known to
improve the acceptability of pronominals (Tsimpli 1999eRbpoulou 2006).

32There is evidence that, at least in the case of weak islandmaphoric dependency is
involved, irrespective of whether a pronominal is preséot.example, Cinque
(1990)—reporting judgments originally due to Longobat®86)— notes that, while 91a is
ambiguous between a wide scope reading fomthephrase and a wide scope reading for the
universal quantifier, the latter reading is absent from 9dtere thewh-phrase is resumed by

a pronominal. As in 91b, a wide scope reading for the univessanavailable also in 92, even
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though a gap is involved.
(91) a. Quanti pazientiritieni che debbavisitaret ogni medico?
how-manypatientsdo-you-thinkthatshouldvisit  t eachdoctor
‘How many patients do you think each doctor should visit?’
b. ?Quanti pazientiritieni cheli  debbavisitaret ogni medico
how-manypatientsdo-you-thinkthatthemshouldvisit  t eachdoctor
‘How many patients do you think each doctor should visit?’
(92) Quanti pazientite neseiandatoprima che ogni medicopotessevisitare?
how-manypatientsyou cl be go beforethateverydoctor could visit
‘How many patients did you go away before each doctor cowdd¥i
33Note that pronominals in oblique positions of relative slesiintroduced by
complementizers are, by and large, considered ‘last resernents, exactly like intrusive
pronominals in our data (Shlonsky 1992 ifen 1998, Alexopoulou 2006). But the two types
of ‘last resort’ pronominals appear to behave differentl{hwegard to whether they are
anaphorically linked to their antecedents.
34We here assume that the local integration costs of gaps ambminals are identical,
since we have no direct evidence to the contrary. If they ateand, for instance pronominals
have a higher integration cost, Gregld should always be less acceptable than a gap structure
like wh-question or focus movement, which, according to infdgudgments, is not the case.
35There is also the possibility, as suggested to us by an anmnyneviewer, that
‘reverting’ to a different strategy is itself costly. We leathis possibility open for further
research.
36At least in episodic sentences.
37But note that according to the intuitions of the first autliglgnd-violating questions are
worse than island-violatinglld.
38In the current analysis, sensitivity to islands is the hallkof cyclicity, and, therefore
movement. In this respect we deviate from the dominant vietheé Greek literature which is
thatclld does not involve movement, even though it is sensitivelands. Note that the source

of island sensitivity in questions involving intrusive uesption is different fronctlld, and due
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to the fact that resumption cannot undo costs associatédanayclic structure. Admittedly,
until a thorough comparison of island effects in questiomdald is undertaken, the
distinction betweelld and intrusive resumption remains not at all straigiviiard.

39The asterisks and question marks indicate the informalgabdity judgments they give
for these examples before conducting the experiment. Rigjjuent?] in 58b the authors
indicate their uncertainty about the appropriate judgrugsdcritic.

4ONote that the materials used by McDaniel and Cowart (1999)étexiwhether-clauses

as well as indirect questions introducedwlyy, when,how andwhere. It is therefore unlikely

that the contrast relates to the nature of the element intiod the indirect question (head vs.
specifier).

4IA proper corpus study should of course verify this. Howeasrfar as we are aware,
there have been no claims regarding the underreported usswhption in English questions.
Moreover, the contrast between questions and relativeseiawith respect to the availability
of resumption is not specific to English. Crosslinguistigaksumption is more widely
available and often obligatory in relative clauses, andiggribution is generally more
restricted in questions, often subject to pragmatic comastsuch as d-linking.

42Comparisons between questions and relative clauses in Welbrieebanese Arabic
would illuminate the issue, since resumption in questisrgeinerally dispreferred in the
absence of discourse linking in both languages; by contrestimption in relative clauses is
acceptable irrespective of d-linking in Hebrew and obliggtn Lebanese Arabic (Borer

1984, Shlonsky 1992, Aoun and Choueiri 1997).
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Gap Resumptive
Single Double Single Double
Clause type Embedding Embedding Embedding Embedding

Bare clause * ™
That-clause * *
Whether-clause * *

Relative clause * *

*: significant by subjects and items; (*): significant by sedds only

Table 1: Result of Dunnett tests comparing embedded clavusieshe unembedded control in

Experiment 1
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Gap Resumptive
Single Double Single Double
Clause type Embedding Embedding Embedding Embedding

That-clause * *
Whether-clause * * *)
* * * *

Relative clause
*: significant by subjects and items; (*): significant by sedds only

Table 2: Result of Dunnett tests comparing embedded clausieshe unembedded control in

Experiment 2
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Gap Resumptive
Single Double Single Double
Clause type Embedding Embedding Embedding Embedding
That-clause * * *) *
Whether-clause * * *) *)

Relative clause
*: significant by subjects and items; (*): significant by sedds only

Table 3: Result of Dunnett tests comparing embedded clausieshe unembedded control in

Experiment 3
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Gap Resumptive Declarative
Single Double Triple Single Double Triple Single Double ple

Clause type Embd. Embd. Embd. Embd. Embd. Embd. Embd. EmbddEm

That-clause ™* * * [*] *) * *
Whether-clause * * * *) * * *
*: significant by subjects and items; (*): significant by sedds only; [*]: significant by items

only

Table 4: Result of Dunnett tests comparing embedded clausieshe unembedded control in

Experiment 4, Subexperiment 1
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Genitive antecedent Prepositional antecedent
Gap Resumptive Gap Resumptive
Single Double Single Double Single Double Single Double
Clause type Embd. Embd. Embd. Embd. Embd. Embd. Embd. Embd.

*

That-clause

Whether-clause *)
*: significant by subjects and items; (*): significant by sedds only

Table 5: Result of Dunnett tests comparing embedded clausieshe unembedded control in

Experiment 4, Subexperiment 3
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English: object extraction from non-island (bare clause) English: object extraction from non-island (that-clause)
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Figure 1: Effect of embedding and resumption on object extva in English in Experiment 1
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Greek: object extraction from non-island (that-clause) Greek: object extraction from weak island (whether-clause)
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Figure 2: Effect of embedding and resumption on object eXtva in Greek in Experiment 2
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German: object extraction from non-island (that-clause) ~ German: object extraction from weak island (whether-clause)
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Figure 3: Effect of embedding and resumption on object ettva in German in Experiment 3
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Greek: object extraction from non-island (that-clause) Greek: object extraction from weak island (whether-clause)
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Figure 4. Effect of embedding and resumption on object ettra in Greek in Experiment 4,
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Greek: declarative controls
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