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2The main purpose of this paper is to develop a lattice point of view for the studyof the relation schemes. The rest of the paper is organized in six parts.In the second section some necessary de�nitions and facts about relational databasesand lattice theory are given.Section 3 deals with the semilattice of closed sets. It is shown how to construct thesemilattice if a relation scheme is given. This construction is applied to �nd the latticetheoretic form of such concepts as cover, FD-implication, nonredundancy etc. It is alsoused to estimate the number of non-equivalent relation schemes.It was proposed in [11] to study the poset of all closures on an attributes' set as amodel of changing databases. In the section 4 we show that this poset is in fact a lattice(moreover, the lattice of subsemilattices of a semilattice). The properties of this latticeare used to establish the new properties of relation schemes. For instance, it is shownhow to implement the lattice operations for closures and how to construct arbitraryrelation schemes from the simple ones.Section 5 deals with a lattice theoretic characterization of normal form relationschemes. In fact we characterize the semilattices of closed sets if a relation schemeis in the second, third or Boyce-Codd normal form [44]. This characterization haspractical applications. It is well-known that the recognizing the third and Boyce-Coddnormal forms are NP-complete problems for relation schemes [8,32]. More precisely, itis NP-complete to �nd out if a proper subset of attributes' set is in Boyce-Codd normalform. However, the new characterization being used, it is easy to construct algorithmsrecognizing these normal forms in polynomial time if we are given a relation instead ofa relation scheme. Besides, we give a new characterization of relation schemes whichare uniquely determined by their candidate keys.In the section 6 we study the relation schemes with restrictions on functional de-pendencies. These restrictions are of two types: either the size of lefthand sides offunctional dependencies is limited or a relation scheme has to provide the closure be-long to a given class of closures. It is shown that relation schemes with restrictionshave some nice properties. For instance, for some schemes it is easy to �nd a compactrepresentation of closures or to construct an Armstrong relation with small number oftuples. Some problems which are generally NP-complete can be solved in polynomialtime for special schemes. Sometimes the structure of candidate keys can be describedvery clearly. Moreover, the database concepts being studied for known types of closures,we obtain some new results about these closures and related mathematical objects.In the last section we briey recall the main results of the paper and outline someideas of the further development.The extended abstract of this paper was published in [19].2. Basic de�nitionsIn this section we present briey the main concepts of the relational design theorywhich will be needed in sequel. The main concepts of a relation [14] and a functionaldependency [2] are given. The other concepts and facts given in this section can befound in [8-10, 19-22, 25, 43-47, 50, 51].Let U be a �nite set of attributes (e.g. name, age etc.). The elements of U willbe denoted by a; b; c; : : : x; y; z or, if an ordering on U is needed, by a1; : : : an. A map



3dom associates with each a 2 U its domain dom(a): A relation R over U is a subset ofCartesian product Qa2A dom(a):We can think of a relation R over U as being a set of tuples : R = fh1; : : : ; hmg,hi : U ! [a2Udom(a); hi(a) 2 dom(a); i = 1; : : : ;m:A functional dependency (FD for short) is an expression of form X ! Y , whereX;Y � U . We say that FD X ! Y holds for a relation R = fh1; : : : ; hmg (or Robeys X ! Y ) if hi(a) = hj(a) for all a 2 X implies hi(a) = hj(a) for all a 2 Y ,8hi; hj 2 R; i 6= j:Let FR be a family of all FDs that hold for R.Then F = FR satis�es(F1) X ! X 2 F ;(F2) (X ! Y 2 F; Y ! Z 2 F ) =) (X ! Z 2 F );(F3) (X ! Y 2 F;X � V;W � Y ) =) (V !W 2 F );(F4) (X ! Y 2 F; V !W 2 F ) =) (X [ V ! Y [W 2 F ):A family of FDs satisfying (F1) � (F4) is called a full family. FR is a full familyand for every full family F there is a relation R with F = FR.Given a family F of FDs, there is unique minimal full family F+ that contains F .In fact, F+ consists of all FDs that can be derived from FDs of F by using (F1)� (F4):A family G of FDs is called a cover of F if G+ = F+:A pair < U ; F > consisting of an attributes' set U and a family F of FDs on U iscalled a relation scheme. A relation R over U is called an instance of < U ; F > if Robeys F and does not obeys any FD not from F+. Clearly, R is an instance of < U ; F >i� it is an instance of < U ; G > for G a cover of F .Further we will not distinguish an element a 2 U and one-element set fag. We willwrite simply a instead of fag:Let F be a family of FDs. De�ne the mapping CF : P (U)! P (U); where P (U) isthe set of all subsets of U, as follows:CF (X) = fa 2 XjX ! a 2 F+g;X � U :CF thus constructed satis�es the properties:(C1) X � CF (X);(C2) X � Y =) CF (X) � CF (Y );(C3) CF (CF (X)) = CF (X);i.e. CF is a closure operation closure on U (or simply closure for short). Conversely,given a closure C on U, there is a family F of FDs with C = CF : Clearly, CF = CG i�G is a cover of F .De�ne SF = fX � UjCF (X) = Xg: SF satis�es the properties:(S1) U 2 SF ;(S2) X;Y 2 SF =) X \ Y 2 SF ;i.e. SF is a meet-semilattice (SL for short) with the greatest element. Conversely, if Ssatis�es (S1) � (S2); there is F such that S = SF .An element X 2 SF is called (meet)-irreducible if X = Y \Z; and Y;Z 2 SF implyY = X or Z = X:



4The set of all irreducible elements is denoted byM(SF ): Every element of SF is anintersection of elements from M(SF ):Thus, closures and SLs satisfying (S1) are the models of full families of FDs, thatis, of families of FDs holding for relations over U :Let C be a closure on U. A subsetX � U is called closed if C(X) = X: The family ofclosed sets is denoted SC. If S is a SL containing U , de�ne CS(X) = \(Y jX � Y; Y 2 S):Then C ! SC and S ! CS are mutually inverse one-to-one correspondences betweenclosures on U and SLs containing U :If we are given a relation scheme < U ; F > (or, equivalently, if we are given aclosure or a SL); a set K � U is called a key if K ! U 2 F+ (CF (K) = U). Minimalkeys are called candidate keys. The candidate keys of a relation R are the candidatekeys of < U ; FR > :The candidate keys obviously form an antichain. Conversely, given an antichainof subsets of U , there is a relation scheme (and, of course, a relation) whose candidatekeys are exactly the elements of this antichain.Maximal non-key is called an antikey. Maximal element of a SL SF �fUg is calledits coatom. The antikeys of < U ; F > are exactly the coatoms of SF .An attribute a 2 U is prime if for some candidate key K of < U ; F > one has a 2 K;and nonprime otherwise. The sets of prime and nonprime attributes are denoted by Upand Un respectively (Up(F ) and Un(F ) if F is not understood). The following holds:Un(F ) is the intersection of all antikeys.A relation scheme < U ; F > is in1) second normal form (2NF for short) if for every candidate key K and a 2 Un;K 0 ! a 2 F+ for no proper subset K 0 � K;2) third normal form (3NF for short) if X ! a 2 F+; a 2 Un; a 62 X imply that X isa key;3) Boyce-Codd normal form (BCNF for short) if X ! a 2 F+; a 62 X imply that Xis a key.Now recall some basic facts about lattices and SLs. A SL is an algebra < S; � >with one binary idempotent commutative associative operation. A partial order on S isde�ned as follows: x � y i� x � y = y: S0 � S is called a subsemilattice (SSL for short)of S if S0 is closed under � . A �nite SL is free if it is isomorphic to < P (U)� fUg;\ >for some U .An algebra < L;_;^ > with two semilattice operations _ and ^ satisfying x_ (x^y) = x; x ^ (x _ y) = x is called a lattice. _ and ^ sometimes are called supremum andin�mum. A partial order on L is de�ned as follows: x � y () x_y = y () x^y = x:The lattices are isomorphic as algebras i� they are isomorphic as posets.A lattice is called distributive i� x_(y^z) = (x_y)^(x_z) for all x; y; z 2 L: Finitedistributive lattices and only they can be represented as sublattices of < P (U);[;\ >;where U is �nite.An element x 2 L is said to be join- (meet-) irreducible if x = y _ z (x = y ^ z)implies x = y or x = z. The sets of join- (meet) irreducible elements are denoted byJ(L) and M(L).The last concept to be used is that of an interval. If X;Y � U and X � Y; then[X;Y ] = fZ � Uj X � Z and Z � Y g:



5Finally, recall the main abbreviations. FD stands for functional dependency, SL forsemilattice, SSL for subsemilattice, 2NF , 3NF , BCNF for the second, third and Boyce-Codd normal forms respectively. Remind also that all the sets are �nite throughout thepaper.3. The semilattice of closed sets.In this section we �nd the formula that gives us an immediate representation of theSL of closed sets by FDs. As it was mentioned in the previous section, closure operatorsand SLs give the equivalent descriptions of the families of FDs. However, if we are givena family of FDs, the closure operator corresponding to this family can be constructed.That is, given a family of FDs and a set X � U ; we can �nd the closure of X (notethat it can be done in polynomial time [8]). On the other hand, to �nd the SL of closedsets we must check up all the sets in order to �nd out if they are closed or not. Thusthe closure is used as an intermediate step to construct SL. In order to avoid this stepwe �nd the direct representation of SL by FDs.This representation will show us that the use of lattice theoretic concepts is notpoorer than that of closure operators in order to describe FDs on a given set of at-tributes. For instance, we will give the structural representation of FD implication andsome problems related to covers of FDs. It also will be shown how to �nd a relationrepresenting given SL.Making use of the semilattice terminology also allows us to transfer some resultsof lattice theory to relational databases. E.g., some di�erent algebras has been studiedon the set of SSLs of a SL, cf. [41], [49]. The results obtained in these works will beapplied in the next section. The other idea is to consider some known classes of latticesand SLs in order to study special families of FDs. A part of this program of researchwill be carried out in the section 6.Now we are ready to formulate the main result of this section.Theorem 3.1. Let F be a family of FDs on U and SF the SL of closed subsets ofU . Then(3:1) SF = P (U)� [X!Y2Fa2Y�X [X;U � a]:Proof. First prove that(3:2) SF = P (U)� [X!Y2F+a2Y�X [X;U � a]:Denote S([X;U � a]jX ! Y 2 F; a 2 Y � X) by DF . Let Z 2 DF+ : ThenZ 2 [X;U � a] for X ! a 2 F+ and Z ! a 2 F+; i.e. Z 62 SF : If Z 62 SF , there isnontrivial FD Z ! a 2 F+ and Z 2 [Z;U � a] � DF+ : This proves (3.2).Now we must prove DF = DF+ : Because of F � F+; DF � DF+ is obvious. Inorder to prove DF+ � DF we must show that for F1 obtained from F by a single FD



6being derived according to one of the rules (F1)�(F4) it holds: DF1 � DF : Let X ! Ybe this single FD and a 2 Y � X: If it is obtained by (F1); the inclusion is evident.Suppose it is obtained by (F2): Then for a set Z we have X ! Z 2 F and Z ! Y 2 F:If a 2 Z then [X;U � a] � DF : If a 62 Z; suppose V 2 [X;U � a]: Suppose there isb 2 Z � V: Then V 2 [X;U � b] � DF : If Z � V; then V 2 [Z;U � a] � DF : Hence inall the cases V 2 DF ; and [X;U � a] � DF :Let X ! Y be obtained by (F3), i.e. V ! W 2 F and V � X;Y � W: Thena 2W � V and [X;U � a] � [V;U � a] � DF :Finally, if X ! Y is obtained by (F4), i.e. X = X1[X2; Y = Y1[Y2; Xi ! Yi 2 F;i = 1; 2; suppose a 2 Y1: Then [X;U � a] � [X1;U � a] � DF :Hence DF1 � DF and since (F1) � (F4) is sound and complete system for FDimplication, DF+ � DF : This inclusion together with (3.2) proves (3.1).Remark. Formula (3.1) is the special case of the interval representation of SSLsof distributive SLs which was established �rst for Boolean in [36] and afterwards forarbitrary distributive SLs in [40, 41].Now we are going to give the structural representation of such concepts as cover,FD implication, e.t.c.Corollary 3.2. Let F and G be two families of FDs on U . Then F is a cover ofG i�(3:3) [X!Y 2Fa2Y�X [X;U � a] = [X!Y2Ga2Y�X [X;U � a]:Remind that a family of FDs is called open [26] if every FD has one-element right-hand part. A family F of FDs is called nonredundant [26, 44] if for any FD f 2 F onehas f 62 (F � f)+:Corollary 3.3. An open family F of FDs is nonredundant i�(3:4) [X;U � a] 6� [Y!b2FY!b6=X!a[Y;U � b] 8X ! a 2 F:A single FD f is implied by a family of FDs F (F j= f) if f 2 F+ (cf. [26, 44, 47,51]).Corollary 3.4. F j= X ! Y holds i�(3:5) [a2Y�X[X;U � a] � [Z!W2Fb2W�Z [Z;U � b]:Notice that (3.3) is a weak form of (3.5). The formula (3.3) gives rise to an algorithmfor checking up if two SLs are identical or not. In fact, it was proved in [36, 41] thateach SL of sets can be represented as



7S = P (U) � [[X;U � a]for some collection of pairs (X;a): Then, given two SLs, construct two families of FDsconsisting of FDs X ! a for representing collections of pairs. Then the SLs coincide i�one family of FDs is a cover of the other according to (3.3). Note also that, given twofamilies F1 and F2, we can �nd out if F+1 = F+2 in polynomial time in size of F1 [ F2[8]. Two following corollaries may be valuable for practical purposes because they bothestablish concrete covers for full families of FDs.Remind that a FD X ! a is called primitive and maximal (cf. [10]) for a full familyF+ if X ! a 2 F+; a 62 X and for each proper subset X 0 � X we have X 0 ! a 62 F+:Corollary 3.5. For a full family F+ the subfamily of primitive maximal FDs is acover of F+.Proof follows immediately from (3.1).In [11] it was proposed to describe a family F of FDs by a collection of sets fHj jj 2Jg such that SF [ fHjg is again a SL for all j 2 J and no other set H 2 P (U) � SFsatis�es this condition. It was proved that fHj jj 2 Jg unambiguously determines theclosure and SL. Now we show how to construct the interval representation of a SL byusing the family of H 0js.Proposition 3.6. Let F be a family of FDs. Suppose fHj jj 2 Jg is constructedas above. Then(3:6) SF = P (U) � [([Hj ;U � a]jj 2 J; a 2 CF (Hj )�Hj):Proof. Let X 2 [Hj ;U � a] for j 2 J; a 2 CF (Hj ) � Hj : Then a 2 CF (X) � Xand X 62 SF : Conversely, if X belongs to the right-hand side of (3.6), suppose X 62 SF .According to [8, th.1] for some j 2 J : Hj � X and CF (Hj) 6� X; i.e. there isa 2 CF (Hj )�Hj such that X 2 [Hj ;U � a]: Proposition is proved.The sets Hj ; j 2 J , were called quasiclosed in [52]. A quasiclosed set Hj is calledpseudoclosed if there is no Hi � Hj with CF (Hi) = CF (Hj).It follows immediately from (3.1) and (3.6)Corollary 3.7. Let F be a family of FDs and fHj jj 2 J 0g the family of pseudo-closed sets. Then fHj ! CF (Hj )jj 2 J 0g is a cover of F .In fact, the cover constructed above is a minimum one [52].In the �rst part of the section we have shown that the lattice theoretic languageis equivalent to that of closures in order to describe FDs, and that it is rather clear.Moreover, the use of SLs allows us to construct a relation over U representing a givenfamily F of FDs (so-called Armstrong relation for F [9,27,45]).Armstrong relations are very useful for practical purposes as they reveal concealed(to database designer) FDs. Now we remind the main idea of construction of Armstrongrelations because it will be used further.



8Let M(SF ) be the set of irreducible elements of SF . (It was called GEN(F ) in [9].In [46]M(SF ) was represented as a collection of so-called MAX-sets, which express, infact, the concept of copoints (cf. [25]) for FD terminology).The earliest example of Armstrong relation for F was found in [16] and it contained2 � jM(SF )j tuples. Afterwards, the lower and upper bounds for the size of Armstrongrelation were found in [9] as d(1 +p1 + 8jM(SF )j)=2e + 1 and jM(SF )j; where dxestands for the greatest integer less than x. These bounds show that the number oftuples of an Armstrong relation representing F is polynomial in jUj i� so is jM(SF )j:Mannila and Raiha [45] presented an algorithm to construct an Armstrong relation.Suppose jM(SF )j = fX0; : : : ;Xkg; where X0 = U : With each Xi associate the tuple hihi(a) = � 0; a 2 Xi;i; a 62 Xi:Then R = fh0; : : : ; hkg is an Armstrong relation for F . Notice that in general thesize of R is exponential because so is the size of M(SF ). The example of exponentialM(SF ) was given in [9] and the upper bound was established in [34]:jM(SF )j � ( ndn=2e )(1 + o(1)):We �nish this section by the calculation of lower bound for the number of fullfamilies of FDs on an n-element set which do not contain FDs of type ; ! X; X 6= ;:Denote the number of such families by �(n): Clearly, �(n) is the number of SLs onU ; jUj = n; containing f;g:The following was proved in [12]: �(n) � 2( ndn=2e):Consider �Uk� = fX � UjjXj = kg and the SLs SA = P (U) � [f[X;U � a]ja 2 U ;X 2 A � (�Uk�)g:Clearly, SA is a SL and A1 6= A2 implies SA1 6= SA2 :Let SaA = P (U) � [f[X;U � a]jX 2 A � �U�ak �g:Then SaA is a SL and for each a 2 U A1 6= A2 implies SaA1 6= SaA2: The aboveconstructions immediately lead us toProposition 3.8. For each n � 3�(n) � n�1Xk=1 2(nk) + n n�2Xk=1 2(n�1k ):This lower bound is more precise then one given in [12]. However, it is still unknownif log2�(n) � � ndn=2e�.4. The lattice of subsemilattices as a model of changing databases.Usually databases are constantly changing during their lives. For instance, eachupdate such as insertion, deletion etc. leads to a new state of a database, and, of course,to a new family of FDs. Thus, it is quite natural to describe how the families of FDs canchange. First the e�orts have been carried out in this direction in the paper [11], wherethe partially ordered set (poset for short) of all closure operators on a �xed set wasstudied in some detail. In this section we continue the study of this model of changing



9databases which is based on the fact the poset of closures is a lattice isomorphic to thelattice of SSLs of a free SL.Before giving the formal results we are going to set forth some arguments whythe study of this model seems to be useful for database design theory. There are manyalgorithms related to database design theory which cannot be solved in polynomial time,for instance, testing third and Boyce-Codd normal forms [8, 32], prime attribute andkey cardinality problems [20, 23, 43], problem of G. Gottlob (that is, given a relationscheme < U ; F > and a relation over U , decide whether FR � F+ [27]) and others.However, as it will be shown in section 6, some of these problems can be solved inpolynomial time if a scheme satis�es some additional properties (e.g. if all FDs areunary, testing normal forms can be done in polynomial time in jUj , see [46]). Someadditional conditions being added, the corresponding closures and SLs have to belongto some special classes. Thus, if polynomiality of some algorithms is needed, we canpropose to a database designer to choose families of FDs corresponding to a given class.Moreover, if it is not possible, we can approximate a given scheme in some of "good"classes (for normal forms it has been done in [18]). However, in order to solve theseproblems we must know the structure of the set of all schemes (closures, SLs).To give the other reason, notice that in databases theory the mathematical conceptsare used in the main in order to describe some database problems. Here we proposeanother approach. The poset of closures being well-studied algebraic object, we caninterpret its properties in the context of database problems and get some new propertiesand concepts related to FDs in relational databases.To begin with, we establish the algebraic characterization of poset of closures(schemes, SLs). Let jUj = n: Suppose C1; C2 are two closures on U . According to[11], introduce the partial order on the set of all closures on U as follows:(4:1) C1 � C2 () 8X � U : C1(X) � C2(X)There are two equivalent descriptions of this order.Lemma 4.1 [11]. C1 � C2 i� SC2 � SC1Lemma 4.2 [19]. C1 � C2 i� C1 � C2 = C2:Denote the poset of closures on U by Cln. Consider the SL < P (U) � fUg;\ > :According to [19, 28] it is isomorphic to the free SL with n generators denoted by F (n);and the mapping X ! zi1 � : : : � zik ; where U �X = fai1 ; : : : ; aikg and z1; : : : ; zn are thegenerators of F (n), is the isomorphism.Let S be an arbitrary �nite SL. Then the set Sub S of SSLs of S is a lattice inwhich the inf and sup operations can be expressed as follows (cf. [41, 49]):(4:2) S1 ^ S2 = S1 \ S2;(4:3) S1 _ S2 = S1 [ S2 [ fs1 � s2js1 2 S1; s2 2 S2g:



10Now we are ready to formulate the characterization theorem.Theorem 4.3. The poset Cln of closures on U is a lattice isomorphic to SubF (n):Proof. According to the above remark, we have to prove that Cln is isomorphicto Sub < P (U) � fUg;\ > : Consider the mapping ' : Cln ! Sub < P (U) � fUg;\ >:'(C) = SC � fUg: According to lemma 4.1 C1 � C2 i� '(C1) � '(C2): Moreover, 'is one-to-one because so is C ! SC and each SC contains fUg: Hence, ' is an orderisomorphism and, therefore, a lattice isomorphism. Q.E.D.We are going now to calculate the operations ^ and _ for Cln and also to �nd join-and meet-irreducible elements.Let C1; C2 2 Cln: Let C12(X) = C1(X) [ C2(X), C212(X) = C12(C12(X)); : : : ;Ck+112 (X) = C12(Ck12(X)) for all X � U :Proposition 4.4. For every X � U the following hold:(4:5) C1 _ C2(X) = C1(X) \ C2(X);(4:6) C1 ^ C2(X) = Cn�jXj12 (X):Proof. Let S = SC1 _ SC2: According to theorem 4.3 C1 _ C2 = CS and (4.5)follows immediately from (4.3).Let S = SC1 ^ SC2 = SC1 \ SC2 by (4.2). Then according to theorem 4.3, C1 ^C2 = CS ; i.e.(4:7) C1 ^ C2(X) = \(Y jX � Y; Y 2 SC1; Y 2 SC2):Let Z � C1 ^ C2(X): Since C1 ^ C2(X) 2 SC1 (see (4.7)), C1(Z) � C1(C1 ^C2(X)) = C1 ^ C2(X): Analogously C2(Z) � C1 ^ C2(X): Hence C12 � C1 ^ C2(X):Because of X � C1 ^ C2(X) we have Ck12(X) � C1 ^ C2(X) for all k.Because of the �niteness of U ; Ck+112 (X) = Ck12(X) for some k � n � jXj: ThenCk12(X) � C1 ^ C2(X) and simultaneously C1(Ck12(X)) [ C2(Ck12(X)) = Ck12(X); i.e.Ck12(X) 2 SC1 \ SC2: It means Ck12(X) = C1 ^ C2(X): Since Cm12(X) = Ck12(X) form � k and k � n� jXj; (4.6) is proved.Corollary 4.5. C1 _ C2 = C1 \ C2;C1 ^ C2 = Cn12:Before �nding irreducible elements, let us give the interpretation of formulas (4.5)and (4.6). Formula (4.5) states that if we are given two families F1 and F2 of FDs thereexists unique maximal full family of FDs that is contained in both F+1 and F+2 ; in fact,F+1 \ F+2 :Moreover, there exists unique minimal full family that contains both F+1 and F+2 ;in fact, (F1 [ F2)+ and the closure corresponding to this family can be calculated by(4.6).



11However, we can �nd more clear formula for C1 _ C2 if the families F1 and F2 ofFDs are used to represent the closures. In fact, we �nd a cover of (F1 [ F2)+ if F1 andF2 are given.Remind that sometimes a family F is treated as a binary relation on P (U) :(X;Y ) 2 F i� X ! Y 2 F; cf. [51]. Suppose without loss of generality that F issupplemented by all the pairs (X;X);X � U ; i.e. F is reexive.Proposition 4.6. Let C1 = CF1 ; C2 = CF2 and the binary relations F1 and F2are reexive. Let F = F1 � F2 be superposition of binary relations F1 and F2. ThenC1 ^ C2 = CF ; i.e. F is a cover of (F1 [ F2)+:Proof. According to theorem 3.1,Si = SFi = SCi = P (U) � [X!Y2Fia2Y�X [X;U � a]; i = 1; 2:Family F of FDs contains such FDs X ! Y that for some Z � U we have X !Z 2 F1 and Z ! Y 2 F2: Because of reexivity, F1 [ F2 � F: It shows SF � S1 \ S2:Suppose V 62 SF : Then for someX ! Y 2 F and a 2 Y �X we have V 2 [X;U�a]:If X ! Y 2 Fi then V 62 Si; i = 1; 2: If X ! Y 62 Fi; i = 1; 2; then for some Z we haveX ! Z 2 F1 and Z ! Y 2 F2. If a 2 Z then V 2 [X;U�a] � P (U)�S1: If a 62 Z; thereare two cases. Either V � Z and V 2 [Z;U � a] � P (U)�S2; or there is b 2 Z�V; andthen b 2 Z�X; i.e. V 2 [X;U � b] � P (U)�S1: Hence, V 2 (P (U)�S1)[ (P (U)�S2)and S1 \ S2 � SF : S1 \ S2 = SF having been proved, C1 ^ C2 = CF is valid by (4.3)and (4.7).Thus, in order to �nd C1 ^ C2 (or (F1 [ F2)+) we must �nd the superpositionF1 � F2. Notice that though the superposition is not commutative, both F1 � F2 andF2 � F1 are the covers of (F1 [ F2)+:Propositions 4.4 and 4.6 show the importance of �nding irreducible elements. Re-ally, if F1; :::; Fp represent the join-irreducible elements of Cln (i.e. fCF1 ; : : : ; CFpg= J(Cln)) then each full family of FDs can be represented as Ti2I�f1;:::;pg F+i :If F1; : : : ; Fr represent the meet-irreducible elements of Cln (i.e. fCF1 ; : : : ; CFrg= M(Cln)) and each Fi contains all FDs X ! X; then each full family has a coverwhich is the superposition of some Fis; i.e. for every full family F there is F0 such thatF0 = �i2I�f1;:::;rgFi and F+0 = F:Let X be a subset of U . De�ne CX as follows:(4:8) CX(Y ) = � X; Y � X;U ; Y 6� X:Let X � U and a 2 U . De�ne CaX as follows:(4:9) CaX(Y ) = (Y [ a; ifY 2 [X;U � a];Y; otherwise:



12(If a 2 X; [X;U � a] is empty).Proposition 4.7. Join-irreducible elements of Cln are exactly the closures CX(4.8) and meet-irreducible elements are exactly the closures CaX (4.9).Proof. Clearly, SCX = fX;Ug and SCaX = P (U) � [X;U � a]: Hence, for isomor-phism ' from the proof of theorem 4.1 we have '(CX) = fXg and '(CaX) = P (U) �([X;U � a][fUg). Since the single elements are exactly the join-irreducible elements ofSub < P (U)� fUg;\ > and the SLs of type P (U)� (fUg [ [X;U � a]) are exactly themeet-irreducible elements of Sub < P (U) � fUg;\ > (see [40, 41]), the correspondingclosures are join- and meet-irreducible elements of Cln:We do not study in detail the lattice theoretic properties of Cln here. Some ofthem are common properties of the lattices of SSLs and can be found in [41]. Otherproperties are the properties of so-called meet-distributive lattices and can be found in[24]. Here we only recall some properties given in [19].The dual lattice Cl�n is semimodular. Hence, Cln has a rank function and r(C) =jSCj � 1 (cf. [11]). This rank function satis�es the inequalities r(C1) + r(C2) � r(C1 _C2) + r(C1 ^ C2) � r(C1) + r(C2) + (r(C1) � r(C1 ^ C2)) (r(C2) � r(C1 ^ C2)): Also,r(C) is the number of join-irreducible elements under C. Every semimodular sublatticeof Cln is distributive. If an ideal of Cln is a distributive sublattice of Cln, then it isBoolean.Finishing this section, we characterize the subsets of Cln corresponding to thefollowing restriction(4:10) F � F 0;where F is a �xed family of FDs. Let Cln(F ) = fCF 0 jF � F 0g. Suppose C = CF :Then CF 0 � C: Conversely, if C 0 � C; then fX ! Y jY � C 0(X)g contains F andC 0 2 Cln(F ): Hence, Cln(F ) = fC 0jC 0 � Cg, i.e.Cln(F ) is the principal ideal (C] inCln.Proposition 4.8. Let F be a family of FDs. Then Cln(F ) is a lattice isomorphicto Sub < SF � fUg;\ > : Moreover, for arbitrary �nite SL S there is a number n, ann-element set U and a family F of FDs on U such that Cln(F ) is isomorphic to Sub S.Proof. The �rst part follows immediately from the proof of theorem 4.1. Toprove the second part, consider an arbitrary �nite SL S. Suppose without loss ofgenerality that S is meet-SL (because SubS ' SubS�). Then S can be embedded in< P (U)�fUg;\ > [1; 28]: Suppose F = fX ! Y jY � CS[fUg(X)g: Then SF = S[fUgand Cln(F ) ' SubS: Proposition is proved.Remark. The direct product decompositions of the lattices Cln(F ) were com-pletely characterized in [19]. In particular, the lattices Cln are directly indecomposable.5. A lattice theoretic characterization of normal form relation schemes.In this section we study the properties of a SL SF if a relation scheme < U ; F >is in second, third or Boyce-Codd normal form. The subsets of Cln corresponding tothese normal forms will be investigated in the next section.



13The main idea of normalization was proposed by E.F. Codd. That is, to constructthe relations with "good" families of FDs if we are given a relation R over U such that Ris a join of "good" relations which are in fact projections onto some attributes' sets, see[44]. Here we study only the most widely used second, third and Boyce-Codd normalforms (2NF; 3NF and BCNF in sequel) which were introduced in the early 70th.Afterwards these normal forms have been studied both theoretically and practically (cf.[8,9,13,32,44,45,46,47]).There are some stimuli to study the lattice properties of normal forms. First,presenting a lattice theoretic characterization of SF if F is in 2NF; 3NF or BCNF ,we continue the line of research that has been proposed in the section 3. That is, toformulate the main results about FDs using semilattice terminology. In section 3 wegenerally described SF and studied covers, FD implication and some related problems.Here we use the semilattice representation in order to give a new characterization ofnormal form relation schemes.The other result is more close to practical purposes and has to do with the problemof complexity. It was proved that the problems 3NFTEST of testing third normalform and BCNFTEST of testing if a proper subset X � U is in Boyce-Codd normalform are NP -complete [8,32]. One related problem is NP -complete too. It is the primeattribute problem, i.e. given an attribute a 2 U , decide whether a is prime or not (recallthat a is prime if it belongs to a candidate key) [44]. Using the representation of theSL of closed sets by means of an equality set of a relation [22, 23], Demetrovics andThi proved that the prime attribute problem can be solved in polynomial time if we aregiven a relation instead of a relation scheme [20,23]. Here we prove the analogous resultfor normal forms. That is, 3NFTEST and BCNFTEST can be done in polynomialtime if we are given a relation over U . The lattice characterization of normal formsplays an essential role in the construction of these polynomial algorithms.We use the lattice characterization in order to give a new solution of the problem ifthe candidate keys determine closure uniquely [11]. Also, we show that the problem ofG. Gottlob [27] (to �nd out if a relation R is an Armstrong relation of F , i.e. FR = F+)can be solved in polynomial time if a scheme is known to be in BCNF and the number ofcandidate keys or tuples of a relation is bounded by a constant. Note that for arbitraryschemes it is unknown if this problem has polynomial complexity.Now we are going to give the characterization of normal forms. To do this, we needone de�nition. A set X 2 SF is called prime if X = CF (Y ) where Y is a subset of acandidate key.Remind that the sets Up(F ) of prime attributes and Un(F ) of nonprime ones can beobtained as follows: Un(F ) is the intersection of all coatoms of SF ; Up(F ) = U �Un(F )[20,23].Theorem 5.1. Let < U ; F > be a relation scheme. Then < U ; F > is in 1) 2NF2) 3NF 3) BCNF i�1) For every prime X 2 SF ;X 6= U : [X \ Up(F );X] � SF ;2) For every X 2 SF ;X 6= U : [X \ Up(F );X] � SF ;3) For every X 2 SF ;X 6= U : [;;X] � SF :Proof. 1) Let [X \ Up;X] � SF for all prime X 2 SF ;X 6= U (we will write Upinstead of Up(F ) if F is understood). Suppose < U ; F > is not in 2NF; i.e. K 0 ! a 2



14F+; where K 0 � K; K is a candidate key and a 2 Un: Let X = CF (K 0). Clearly, Xis prime and X 6= U : Since a 2 X and a 62 K 0; X � a ! a 2 F+ and X � a 62 SF :Simultaneously X�a 2 [X \Up;X] � SF ; a contradiction. Hence, < U ; F > is in 2NF .Suppose < U ; F > is in 2NF and X = CF (Y ) is prime, Y � K; K is a candidatekey, X 6= U : Let a 2 Un: Then a 62 Y: If X � a ! a 2 F+ then Y ! a 2 F+; acontradiction. Hence X � a 2 SF : Since SF is a SL, [X � Un;X] = [X \ Up;X] � SF :Case 1 is proved.2) Let < U ; F > be in 3NF , X 2 SF ; X 6= U ; a 2 Un: Suppose X � a 62 SF :Since X 2 SF ; CF (X � a) = X and X � a ! a 2 F+: Hence, X ! U 2 F+ andX = CF (X) = U ; a contradiction. It shows X � a 2 SF and therefore [X � Un;X] =[X \ Up;X] � SF :Conversely, let [X \Up;X] � SF for all X 2 SF ;X 6= U : Let X ! a 2 F+; a 2 Un;a 62 X: We must prove CF (X) = U : Suppose CF (X) = Y 6= U :We have X � Y �a � Yand CF (Y � a) = Y: But Y \ Up � Y � a � Y and Y � a 2 SF ; a contradiction. HenceY = U and < U ; F > is in 3NF .3) Let < U ; F > be in BCNF . SupposeX 2 SF ,X 6= U ; a 2 X: If X�a 62 SF thenX � a! a 2 F+ and X � a! U 2 F+; i.e. X = CF (X) = U : Therefore, X � a 2 SFfor all a 2 X and [;;X] � SF because SF is a SL.Conversely, let [;;X] � SF for all X 2 SF ;X 6= U : Suppose X ! a 2 F+; a 62 X:If CF (X) = Y 6= U ; then X 2 [;; Y ] � SF and a 2 X; a contradiction. Hence Y = Uand X ! U 2 F+: Thus, < U ; F > is in BCNF: Theorem is completely proved.The result about BCNF can be expressed in a more clear form.Corollary 5.2. Let < U ; F > be a relation scheme and X1; : : : ;Xt its antikeys.Then < U ; F > is in BCNF i� SF = Sti=1[;;Xi] [ fUg:Of course, this corollary is equivalent to the following one.Corollary 5.3. [5]. Let < U ; F > be a relation scheme and K1; : : : ;Kr its candi-date keys. Then < U ; F > is in BCNF i� P (U) � SF = Sri=1[Ki;U ]� fUg:It is well-known that the problems 3NFTEST andBCNFTEST areNP -completeif we are given a relation scheme [8,32]. Now we are going to prove that these problemscan be solved in polynomial time if we are given a relation instead of a relation scheme.Algorithm 5.4.Input: a relation R = fh1; : : : ; hmg over U ;Output: 3NF (R) 2 f0; 1g:Step 1. Construct the equality set ER = fhij j1 � i < j �mg; hij = fa 2 Ujhi(a) = hj(a)g:Step 2. Find E+R as the family of maximal elements of ER � fUg:Step 3. Find Up = U � \(XjX 2 E+R ):Step 4. Put3NF (R) = ( 1; if for all X 2 ER; a 62 Up; a 62 X we have CR(X � a) = X � a;0; otherwise:Step 5. Stop.



15It is almost obvious that this algorithm requires time 0(m4n2): According to [21,22],M(SR) � ER[fUg � SR and E+R is the set of antikeys of R, and Up = Up(R) by [20,23].Hence, 3NF (R) = 1 i� R is in 3NF according to theorem 5.1 (2). Thus, we haveTheorem 5.5.There exists an algorithm that given a relation R over U , decides ifR is in 3NF or not in polynomial time in the number of attributes and tuples of R.Consider the following algorithm.Algorithm 5.6.Input: a relation R = fh1; : : : ; hmg over U ; a proper subset X � U ;Output: BCNF (R;X) 2 f0; 1g:Step 1. Find the projection R0 of R onto X.Step 2. Construct the equality set ER0 = fh0ijj1 � i < j � ng, h0ij = fa 2 Xjhi(a) =hj(a)g.Step 3. Find E+R0 as the family of maximal elements of ER0 � fXg.Step 4.BCNF (R;X) = ( 1; if for every Y 2 E+R0 ; and a 2 Y we have CR0(Y � a) = Y � a;0; otherwise:Step 4. Stop.Again, this algorithm requires time 0(m4n2). It follows immediately from corollary5.2 that BCNF (R) = 1 i� R is in BCNF: Therefore, we haveTheorem 5.7. There is an algorithm that given a relation R over U and X � U ;decides if the projection RjX is in BCNF in polynomial time in the number of attributesand tuples of R.In the rest of this section we give two applications of the characterization of BCNF:It was proved in [15] that the family of candidate keys of a relation (scheme) is anantichain (sometimes it is called a Sperner family), and for every antichain there existsa scheme the candidate keys of which are exactly the elements of this antichain. Thefollowing problem was formulated in [11]: �nd a condition which guarantees that theantichain of candidate keys uniquely determines the scheme. In other words, when doesa family of candidate keys determine a closure (or SL) uniquely? In this case we saythat a family of candidate keys satis�es the uniqueness condition. We also say that ascheme satis�es the uniqueness condition if its candidate keys satisfy one. That means,a scheme can be unambiguously reconstructed by its keys.Theorem 5.8. A scheme < U ; F > satis�es the uniqueness condition i� it is inBCNF and for every X 2 SF ;X 6= U and a 2 X there is b 62 X such that (X � a) [b 2 SF :Proof. According to [11], < U ; F > satis�es the uniqueness condition i� for everyX lying under an antikey, X is an intersection of antikeys.In this case < U ; F > is in BCNF by corollary 5.2. Let X 2 SF ;X 62 U : ThenX�ais an intersection of antikeys and since < U ; F > is in BCNF we have (X � a)[ b 2 SFfor some b 62 X:



16Conversely, let < U ; F > satisfy the conditions of theorem. Suppose X is anantikey and a 2 X. Then (X � a) [ b 2 SF for some b 62 X. Since (X � a) [ b � Y;Y is an antikey, we have X � a = X \ Y: Therefore, all the sets of form X � a can berepresented as X\Y;X; Y antikeys. It shows that all the elements of SF except fUg arethe intersections of antikeys, i.e. < U ; F > satis�es the uniqueness condition. Theoremis proved.Notice that the corollary 5.2. states exactly that < U ; F > is in BCNF i� SF�fUgis an independence system [1]. One of the most important examples of an independencesystem is a matroid [1].Corollary 5.9. Let SF � fUg be a family of independent sets of a matroid on Ucontaining more than one base. Then < U ; F > satis�es the uniqueness condition.Proof. If SF � fUg is a family of independent sets of a matroid, then antikeysX1; : : : ;Xt of F are exactly the bases of this matroid, t > 1:Consider a 2 Xi. According to [1], (Xi � a) [ b is a base for some b 2 Xj ; j 6= i:Since Xi�a = Xi\ [(Xi�a)[b]; each subset of an antikey is an intersection of antikeysand < U ; F > satis�es the uniqueness condition.Finishing this section, we prove that the problem to decide if F+ = FR for givenscheme < U ; F > and a relation over U can be solved in a polynomial time if we knowthat < U ; F > is in BCNF and the number of keys is bounded by a constant. Really,minimum cover of F can be found in a polynomial time in jF j; see [44]. According to [52]we may construct such a minimum cover which consists of FDs K1 ! U ; : : : ;Kr ! U ;where K1; : : : ;Kr are the candidate keys. If we are given a relation, we can decidewhether R is in BCNF in polynomial time in jRj + n and also �nd its antikeysX1; : : : ;Xt, see algorithm 5.6. Hence, F+ = FR i� fK1; : : : ;Krg�1 = fX1; : : : ;Xtg:Here fK1; : : : ;Krg�1 is the family of all antikeys corresponding to the family of keysfK1; : : : ;Krg, i.e. the family of all maximal nonkeys. According to [50], the last equal-ity can be checked up in a polynomial time in r � t �n if r is bounded by a constant. Thisproves the polynomiality of checking F+ = FR: If the number of tuples of a relationis bounded by a constant and a relation is in BCNF , we can �nd out if FR = F+ inpolynomial time too. See [27] for details.6. Relation schemes with restrictions on functional dependenciesIn this section we study the problem which was mentioned in [19] and, to ourknowledge, has not been studied in detail formerly. That is, to study the schemes< U ; F > such that P(F ) is true, where P is a predicate. For instance, (4.10) representsa predicate P(F ) = 'true' i� F � F 0; F 0 being a �xed family of FDs. Also, Mannilaand R�aih�a [46] established some properties of the schemes in which the left-hand sidesof all the FDs consist of one or two attributes. But we can use another idea as well.Many types of closures have been widely studied. Thus, each class of closures induces apredicate P such that P(F ) is 'true' i� CF belongs to this class. In this section we aregoing to study some types of predicates that appear either by means of the restrictionon the left-hand sides of FDs or by letting CF belong to a given class of closures. Theclasses of closures to be studied in this section are the following: topological, exchange[1], antiexchange [25, 35], and separatory [19, 40]. Of course, these classes do not cover



17all the possibilities to introduce a predicate P, but they demonstrate some typical resultsthat can be obtained in this way.For instance, it will be shown that some problems which are, generally speaking,NP-complete, become polynomial for the special classes of relation schemes. Also, somenew results about keys, antikeys, prime attributes, normal forms e.t.c. can be obtained.Besides, for some classes we can guarantee the existence of an Armstrong relation whosenumber of tuples is polynomial in the number of attributes.It is important to know what the complexity of the problem of recognizing theseproperties is. This is one of the topics of paper [27], and here we pay attention mostlyto the structural properties of the classes of closures to be introduced, and to thecomplexity of known problems in the arising particular cases.Since some classes of FDs have nice properties, one can either choose schemes ofthese classes or approximate a given scheme in one of this classes. In order to solvethe approximation problem, we need to know the structure of the set of all closures CFfrom a given class. In this paper we discuss only the problem if a given class is closedwith respect to one of the operations described in proposition 4.4. That is the mostimportant information to �nd approximation, cf. [18]. Notice that the approximationproblem is completely solved for normal forms [18].Now we are going to give the analysis of database concepts for some special classesof closures. We begin with topological closures.6.1. Topological closures and unary dependenciesA FD is called unary if its left-hand side consists of unique element [46]. A closureC on U is called topological ifC(X [ Y ) = C(X) [ C(Y ) for all X;Y � U :It is almost evident that CF is topological i� there is a cover G of F consisting ofunary dependencies. That is,(6:1) X ! a 2 F+ =) 9b 2 X : b! a 2 F+:It has been shown in [46] that if F consists only of unary FDs then to �nd a relationR with FR = F+ (i.e. an Armstrong relation for F ) requires polynomial time in jUj.Hence, prime attribute problem [43], 3NFTEST and BCNFTEST [8,32,46] can besolved in polynomial time for unary FDs while they are NP-complete in general. Notealso that Gottlob's problem mentioned above can be solved in polynomial time.Given a family F of FDs, CF is topological i� a minimum cover of F consists ofunary FDs. Thus, if we are given a family F of FDs, we can check up if CF is topologicalor not in time polynomial in jF j+ jUj:A closure CF is topological i�(6:2) X;Y 2 SF =) X [ Y 2 SF ;



18i.e. SF is a distributive lattice. Since SF can be embedded in P (U); it means thatjM(SF )j is less than jUj; i.e. the number of tuples of a minimal Armstrong relation isat most jUj:Theorem 3.1. and (6.1) immediately imply the followingProposition 6.1. Let F be a family of FDs. Then CF is topological i�(6:3) SF = P (U) � [a!b2F+[a;U � b]:According to [48] and (6.3), CF is topological i� SF is a distributive lattice and forevery distributive lattice L we can �nd a scheme < U ; F > such that CF is topologicaland L ' SF .The formula (6.3) gives rise to two matrix representations of topological closures.Let F consist of unary FDs only. Suppose without loss of generality that the right-hand sides of FDs of F also consist of single elements. De�ne two n�n� (0; 1)-matricesPF = kpFijk and TF = ktFijk; i; j = 1; : : : ; n; U = fa1; : : : ; ang as follows:pFij = ( 1; ai ! aj 2 F ;0; ai ! aj 62 F ;tFij = ( 1; aj 2 CF (ai);0; aj 62 CF (ai):Assume that pFii = 1 for all i. Thus, every reexive * (0; 1)-matrix represents sometopological closure as a matrix PF . Note that some di�erent matrices may representthe same closure.Matrix TF is transitive and reexive. It is easy to see that each transitive andrelexive matrix induces a topological closure with C(;) = ;; and that di�erent matricesinduce di�erent closures.Now we are going to �nd the relationship between PF and TF .Proposition 6.2. If F consists of unary FDs only, then TF is the transitiveclosure of PF .Proof. Let GF = kgFijk be the transitive closure of PF . Suppose gFij = 1: It meansthat pFii1 = 1; pFi1i2; = 1; : : : ; pFikj = 1 for some ai1 ; : : : ; aik 2 U :Then ai ! ai1 2 F and ai1 2 CF (ai): Further, ai1 ! ai2 and ai2 2 CF (ai1 ) �CF (a1); e.t.c. Finally, aj 2 CF (ai) and tFij = 1:Conversely, let tFij = 1: Then ai ! aj 2 F+; i.e. it can be derived by using(F1)-(F4) from F . Clearly, (F1,F3,F4) do not lead us to new unary FDs. Hence,ai ! aj can be derived only by (F2), i.e. there are such ai1 ; : : : ; aik that ai ! ai1 2 F;ai1 ! ai2 2 F; : : : ; aik ! aj 2 F: That is, pFii1 = 1; : : : ; pFikj = 1 and gFij = 1: Therefore,GF = TF : Proposition is proved.* We say that (0; 1) � (n � n)-matrix is reexive (transitive) if so is binary relationwhose adjancency matrix is the given matrix.



19In the rest of the subsection we discuss the problems related to antikeys andBCNF:Let F consist of unary FDs. Then the antikeys fX1; : : : ;Xtg can be character-ized by the property that Xi [ Xj = U ; i 6= j; due to (6.2) and [50]. Conversely, iffX1; : : : ;Xtg satis�es the above property, consider a SL generated by fX1; : : : ;Xt; ;;Ug.Clearly, it is a distributive lattice (i.e. it satis�es (6.2)) and its antikeys are exactlyfX1; : : : ;Xtg.This fact immediately implies that if all the FDs in F are unary, < U ; F > is inBCNF i� it has unique antikey X and SF = [;;X] [ fUg:Really, 'if' is obvious. To prove 'only if' suppose there are two antikeys X1 andX2. Since X1 [X2 = U and < U ; F > is in BCNF, for every a 2 U we have a 2 SF andSF = P (U); i.e. it has unique antikey U , a contradiction. Hence, < U ; F > has uniqueantikey X and by corollary 5.2 SF = [;;X] [ fUg:6.2. Binary dependenciesA dependency is called binary if its left-hand side is a two-element set. A familyof FDs is called binary if it has a cover consisting only of binary FDs.It was proved in [9] that there exists a binary family F of FDs on jUj such thatevery Armstrong relation for F has at least exponential number of tuples in jUj. Also,it was proved in [46] that the prime attribute problem remains NP-complete for binaryFDs.However, in order to check up if a family F of FDs is binary we only have to �nd aminimum cover G of F , because F is binary i� G consists only of binary FDs. Hence,this checking can be done in polynomial time.In order to characterize the closures CF for binary families F , remind the construc-tion that appeared in [41]. Let C be a closure on U . De�ne C2(X) = [(C(fx; yg)jx; y 2X): Then C is said to have a binary representation i� for every X � U there is k suchthat C(X) = Ck2 (X); and C(x) = x for all x 2 U :Proposition 6.3. A family F of FDs is binary i� CF has a binary representation.Proof. Let F be binary. Suppose without loss of generality that F itself consists ofbinary FDs. Suppose a 2 CF (X): Then a can be derived as follows. At the �rst step, allthe FDs from F being applied to X, we obtain X1. Then, all the FDs being applied toX1, we obtain X2 etc. Finally, a 2 Xk: Clearly, X1 � C2(X);X2 � C2(X1); : : : ;Xk �C2(Xk�1); i.e. a 2 Xk � Ck2 (X): Therefore, C has a binary representation.Conversely, let C have a binary representation. De�ne F as the family of all FDsfx; yg ! a such that a 2 C(fx; yg): Clearly, F is binary and C = CF .There are two interesting classes of closures which are the subclasses of closureshaving binary representation.Remind that SF is in fact a lattice. If F is binary, x 2 SF for all x 2 U and SFis atomistic [28], that is, every element of SF is the join of atoms. An atomistic SF(i.e. x 2 SF 8x 2 U) is called biatomic [3] if a 2 CF (X [ Y ) implies that there arex 2 CF (X); y 2 CF (Y ) such that a 2 CF (fx; yg): (We modi�ed the de�nition from [3]for our purposes). Clearly, if SF is biatomic, CF has a binary representation (cf. [41]).It also can be easily seen that to check up if SF is biatomic requires polynomial time.



20The other example is the following. Suppose CF satis�es the properties: CF (X) =[(CF (fx; yg)jx; y 2 X) and CF (x) = x for all x 2 U : Clearly, CF has a binary repre-sentation, and SF is biatomic. Moreover, the full characterization of SF can be given.In fact, it follows from [38] that CF satis�es the above property i� SF is atomisticand 2-distributive (remind, that a lattice < L;_;^ > is called n-distributive [28,30] i�8x; yo; : : : ; yn 2 L : x ^ Wni=0 yi = Wnj=0(x ^ Wi6=j yi)): It also can be shown that therecognizing of 2-distributivity requires polynomial time.6.3. Exchange closures.The closures satisfying exchange property were widely studied because they giveone of the equivalent descriptions of matroids [1]. Remind, that C satis�es the exchangeproperty (or it is an exchange closure for short) if(6:4) (x; y 62 C(A); x 2 C(A [ y)) =) y 2 C(A [ x) 8A � U ;8x; y 2 U :A pair (U ; C), where C is an exchange closure on U , is called a matroid . Note thatthere are many equivalent de�nitions of matroids [1].In this subsection SF is regarded to as a lattice. The lattices SF for closures CFsatisfying (6.4) are exactly �nite atomistic semimodular lattices [1]. These lattices areknown to have complements.Before presenting the properties of exchange closures, we prove one useful lemmaabout complemented lattices SF .Lemma 6.4. Let F be a family of FDs such that SF is a complemented lattice.Then the set Up of prime attributes is U � CF (;):Proof. If CF is complemented, then the intersection of coatoms of SF is theintersection of all the elements of SF [33], i.e. CF (;): Since coatoms of SF are antikeys[50], and the intersection of antikeys is the set of nonprime attributes [20, 23], the setof prime attributes is U � CF (;):Proposition 6.5. Let F be a family of FDs such that SF is a complemented lattice.Then the following are equivalent:1) < U ; F > is in 2NF;2) < U ; F > is in 3NF;3) CF (;) = ;:Proof. If CF (;) = ; then Up = U and < U ; F > is in 3NF (and in 2NF) bytheorem 5.1. Let CF (;) = X 6= ;: Suppose < U ; F > is in 2NF. Then X is a prime setand by theorem 5.1 ; = (U � CF (;)) \ CF (;) = Up \X 2 SF ; a contradiction. Hence,< U ; F > is neither in 2NF nor in 3NF. Proposition is proved.Corollary 6.6. Let F be a family of FDs such that CF is an exchange closure.Then the following are equivalent: 1) < U ; F > is in 2NF; 2) < U ; F > is in 3NF; 3)CF (;) = ;:In order to characterize BCNF for exchange closures we need some new concepts.If CF is exchange, then candidate keys are called the bases of matroid (cf. [1]).Since the characterization of bases is well-known, it gives another characterization of



21families of FDs generating exchange closures. Antikeys are called copoints for exchangeclosures [1].Let jUj = n: Consider the following closure Ckn [17], where k � n:Ckn(X) = (X; jXj � k;U ; jXj > k:Ckn is called uniform (or k � uniform closure). Ckn is exchange closure whose antikeysare the sets of cardinality k and candidate keys are the sets of cardinality k + 1 [17].If k = dn=2e then there are � ndn=2e� meet-irreducible elements in the SL of closed sets.Hence, if we are given a family F of FDs generating an exchange closure CF , the minimalsize of Armstrong relation for F may be exponential in jUj.Now we can characterize BCNF for exchange closures.Proposition 6.7 Let F be a family of FDs such that CF is an exchange closure.Then < U ; F > is in BCNF i� CF is uniform closure.Proof. Clearly, if CF = Ckn then < U ; F > is in BCNF. Conversely, let jUj = n;CF be an exchange closure and < U ; F > be in BCNF. Let X be an antikey, X =fa1; : : : ; arg: Since ; is an independent set and CF (;) = ; by theorem 5.1 (3), fa1gis independent by [1,6.3]. If fa1; : : : ; as�1g is independent, then CF (fa1; : : : ; as�1g) =fa1; : : : ; as�1g and again by [1,6.3] fa1; : : : ; asg is independent. Hence, X is indepen-dent, and so are the sets X [ a; a 62 X: CF (X [ a) = U because X is an antikey. Sinceevery independent set can be extended to a base, for some a 62 X X [ a is a base. If forb 62 X X [ b is not a base, there is a base Y � X [ b, and jY j 6= jX [ aj; a contradiction.Hence, all the sets X [ a; a 62 X, are the bases, i.e. candidate keys of < U ; F > :Now let there be two antikeys X1 and X2 with jX1j 6= jX2j: Then for some a 62 X1 andb 62 X2 X1 [ a and X2 [ b are two bases of a matroid having di�erent cardinalities, acontradiction. Hence all the antikeys have the same cardinality k.Let X be an antikey, jXj = k: Since antikeys and only they are meet-irreducibleelements of SF because they are copoints [1], for every a 2 X there is an antikey X 0such that X � a = X \X 0: Clearly, X 0 = (X � a) [ b for some b 62 X: If x 62 X; x 6= bthen (X � a) [ fb; xg is a candidate key.Consider X" = (X � a)[ x: If CF (X") 6= X" then CF (X") = Y 6= U since X" is aproper subset of a candidate key and jY j > k, a contradiction. Hence X" 2 SF and X"is an antikey. Therefore, given an antikey X; a 2 X and x 62 X; (X � a) [ x is again anantikey. It shows that all the sets of cardinality k are the antikeys. Hence, CF = Ckn isa uniform closure. Proposition is proved.Mannila and R�aih�a [46] introduced the concept of nonredundant set. A set X � Uis called nonredundant if Y ! X 2 F+ for no proper subset Y � X. Clearly, X isnonredundant i� X � a ! X fails in F+ for all a 2 X; that is, a 62 CF (X � a): If CFis exchange closure, this is the de�nition of independent set of a matroid. Hence, CF isexchange i� for two nonredundant sets X and Y; jXj > jY j; there is a 2 X � Y suchthat Y [ a is nonredundant [1].It was proved in [46] that F is in BCNF i� every meet-irreducible element of SFis nonredundant. A matroid is called uniform i� it is induced by a uniform closure.Combining the above result and proposition 6.6, we obtain



22Corollary 6.8. A matroid is uniform i� every copoint is independent.6.4. Antiexchange closuresA closure is said to satisfy the antiexchange property (or to be antiexchange)[24,25,31,35] if(x; y 62 C(A); x 2 C(A [ y)) =) (y 62 C(A [ x))8A � U 8x; y 2 ULet X � U . A subset Y � X is called a minimal key of X (w.r.t. a family F ofFDs) if CF (Y ) = CF (X) and Y is a minimal set with this property.Proposition 6.9 [24,25]. Let F be a family of FDs. Then CF is antiexchange i�every X � U has unique minimal key.Notice that a minimal key of U is a candidate key. Hence, if CF is antiexchange,it has unique candidate key. According to [24,25], this candidate key K can be foundas follows: a 2 K i� a 62 CF (U � a): Hence, key (and prime attributes) can be found inpolynomial time if we are given a relation scheme.Consider the following example. Let a 2 U : Suppose S = fX � Uja 2 Xg [ fX �Uja 62 X; jXj � kg [fUg: Clearly S is a SL and according to [24,25] CS is antiexchange.Therefore, the minimal size of Armstrong relation for an antiexchange closure may beexponential because jM(S)j � �n�1k �; where n = jUj:Finally, notice that fexF (X) ! XjX 2 SF g is a cover of F if CF is antiexchange,where exF (X) = fa 2 Xja 62 CF (X � a)g:6.5. Separatory closuresThe concept of separatory SSL appeared in [40] in order to study the separationproperties of SLs*. For our purposes, we will call a SL S � P (U) separatory if P (U)�Sis also a SL, i.e. if it is closed under intersection.A closure C on U is called separatory if SC is a separatory SL.Proposition 6.10. Let F be a family of FDs. Then CF is separatory i� F has acover of type fXi ! aiji = 1; : : : ; pg; where X1 � X2 � : : : � Xp:Proof. According to [40], a SL S � P (U); fUg 2 S is separatory i� it can berepresented as(6:5) S = P (U) � p[i=1[Xi;U � ai];where X1 � : : : � Xp: Now the proposition follows from (3.1) and (6.5).Corollary 6.11. Let F be a family of FDs such that CF is separatory. Then everynonredundant cover of F contains at most (n� 1)n2 FDs.Proof. According to proposition 6.10, F has a cover containing at most n2 FDs.Hence, by [26], every nonredundant cover contains at most (n � 1)n2 FDs.* Note that these properties had been studied formely by R.E. Jamison [31].



23Similarly to the topological closures, separatory closures have a matrix representa-tion. Let U = fa1; : : : ; ang: Given a closure C, de�ne (0; 1)�n�n�matrix PC = kpCijkas follows:(6:6) pCij = ( 1; U � fai; ajg 2 SC;0; U � fai; ajg 62 SC:Given a (0; 1) � n� n�matrix P = kpijk; de�ne CP : P (U)! P (U) as follows:(6:7) CP (X) = ( \(U � fai; ajg; ai; aj 62 X; pij = 1) if such ai; aj exist;U ; otherwise:A n� n� matrix A = kaijk is called absolutely determined if every its submatrixhas a saddle-point, i.e. min maxA0 = max minA0 for any submatrix A0 [29].Proposition 6.12 [29]. The mappings (6.6) and (6.7) establish one-to-one mu-tually inverse correspondences between the families of separatory closures on U and(0; 1) � n� n absolutely determined symmetrical matrices, where n = jUj:Using this matrix representation, we obtain two results.First notice that according to [40] every closure is a meet (in the sense of operation(4.6)) of separatory closures. Hence, it is interesting to know how many separatoryclosures exist.Remind that �(n) is the number of all closures on U ; jUj = n, satisfying C(;) = ;:Let �(n) stand for the number of all separatory closures on U . Clearly, �(n) is thenumber of (0; 1) � n � n absolutely determined symmetrical matrices. According to[29], �(n) is the number of (0; 1) � n � n symmetrical matrices which can be reducedto Joung's form by some permutations of rows and columns. And this fact implies (weomit the calculations)Proposition 6.13. �2nn � � �(n) � 2n � n!� 2n � n! + 2n+1 � 2:Using �(n) � 2( ndn=2e) and Stirling's formula, we obtainCorollary 6.14. limn!1 �(n)�(n) = 0:The other corollary of proposition 6.12 is that the problem of recognizing F+ = FRcan be solved in polynomial time if we know that CF is separatory. Really, given arelation R;M(SR) can be found in polynomial time in the number of tuples of R andattributes [21,22]. If CF is separatory, all the elements of M(SF ) have cardinality n�2,n � 1 or n see (6.7). Hence, they also can be found in polynomial time in jF j: SinceF+ = FR i� M(SF ) =M(SR); the �rst equality can be checked up in polynomial time.Notice also that since all the irreducible elements have cardinality n; n�1 or n�2;one can always �nd an Armstrong relation for a separatory closure containing at most1 + (n+ 1)2=4 tuples.Finishing this subsection we show that for separatory closures 3NF implies BCNF,and that every separatory closure has unique minimal key.



24Proposition 6.15. Let F be a family of FDs such that CF is separatory. Then< U ; F > is in 3NF i� it is in BCNF.Proof. Let < U ; F > be in 3NF. We have to prove that it is in BCNF. Supposewithout loss of generality U = fa1; : : : ; ang; W � ai 2 SF i� i � k:According to (6.7), W � ai; i � k are exactly coatoms of SF , i.e. antikeys.Hence, fak+1; : : : ; ang is the set of nonprime attributes. According to theorem 5.1,W � fai; ajg 2 SF for all i � k and all j, i.e. SF = kSi=1[;;W � ai] [ fUg: Therefore,< U ; F > is in BCNF.Corollary 6.16. If C is a separatory closure, it has unique candidate key K whichcan be found as follows: a 2 K i� a 62 C(U � a):Proof. Use the designations of the previous corollary. Let Up = fa1; : : : ; akg bethe set of prime attributes. Since Up � ai �W � ai 2 SC; C(Up� ai) 6= U : Hence, Up isunique candidate key. Clearly, ai 62 C(U � ai) i� i � k:Remarks. 1) The concept of a separatory sublattice had been introduced as well.It can be used if we study topological closures represented as distributive lattices. See[37] for details.2) We have shown that the closures of two types have unique candidate key whichcan be found as follows: a 2 K i� a 62 C(U �a). In fact, a closure has unique candidatekey i� K thus constructed is a key. See [7].We �nish the section by the propositions summing up all the results about subsetsof Cln generated by closures considered above. Let TCn Bin; Exn; AExn; Sepn be thefamily of topological (having binary representation, exchange, antiexchange, separatory)closures in Cln.Propositions 6.17.1) TCn and Bin are closed under ^ but not _.2) Exn and AExn are closed under _ but not ^.3) Sepn is closed under neither _ nor ^.Proof. 1) Let C1; C2 2 TCn: Then C1 = CF1 ; C2 = CF2 where F1 and F2 consistonly of unary FDs. According to (3.1), C1^C2 = CF1[F2 2 TCn: Analogously C1; C2 2Bin implies C1^C2 2 Bin: The contraexamples related to the operation _ can be easilyconstructed for the both cases.2) See [1] for Exn and [24,25] for AExn.3) See [40].Let 2NFn; 3NFn; BCNFn � Cln be the families of closures induced by schemesin 2NF; 3NF and BCNF respectively.Proposition 6.18 [18]. 1) Neither 2NFn nor 3NFn is closed under _ or ^ inCln. 2) BCNFn is a distributive sublattice of Cln.7. ConclusionIn this paper the lattice theoretic approach to the analysis of functional depen-dencies in relational databases has been developed. Formerly in many papers having



25studied formally the functional dependencies, closure operations were mostly used torepresent them. Here we have proposed to make use of semilattices instead of closureoperations. The use of semilattice description is formally equivalent to that of closuresbut sometimes it is more convenient because of the simplicity of the representation ofsemilattice of closed sets by functional dependencies.Partially ordered set of closures on a set of attributes was studied in [11] as a modelof changing databases. The semilattice representation having been used, we proved thatthis partially ordered set is a lattice and characterized it. This characterization givesrise to some application which might be useful for practical purposes. For instance, someways to construct arbitrary families of functional dependencies from given families areproposed.We have given a new lattice theoretic characterization of normal form relationschemes. Using this characterization we got some applications. First, we proved thatrecognizing relation schemes in third and Boyce-Codd normal forms can be done inpolynomial time if we are given a relation instead of a relation scheme. We also havegiven a new characterization of schemes which are unambiguously determined by theirkeys as BCNF schemes satisfying an additional condition.In the last section of the paper we have been studying the relation schemes satisfyingsome special conditions providing the closures to belong to a given class of closures.On this way relationships between functional dependencies and various objects havinglattice representation (such as distributive lattice, matroids [1], antimatroids or convexgeometries [24,25,35], separatory subsemilattices [40]) have been found.In the rest of the paper we are going to outline some problems to be solved. First,notice that all the results related either to the representation of SF (3.1) or to the latticeCln can be interpreted for functional dependencies.Second, third and Boyce-Codd normal forms are the main and the oldest examplesof normal forms. It seems to be quite interesting to obtain a lattice theoretic character-ization of other normal forms, because it may be useful, for instance in order to receivethe results about complexity. Now the characterization of object normal form intro-duced by J. Biskup [6] is also known and this characterization gives rise to a polynomialalgorithm for recognizing this normal form, see [7].We noticed in the paper that SF is, generally speaking, a lattice whose operations^ and _ can be expressed as X ^ Y = X \ Y;X _ Y = CF (X [ Y ): However, SFwas not investigated as being a lattice formerly. On this way we can make use of well-developed lattice theory more profoundly. The closures corresponding to distributive,2-distributive [30,38], geometric [1,28], biatomic [3] lattices were studied in section 6.The last mentioned class of lattices is the generalization of so-called convexity lat-tices [4]. In turn, convexity lattices were introduces to generalize the lattices of convexsets. Consider one of the most important examples of �nite convexity lattice. LetU = fa1; : : : ; ang and F = ffai; ajg ! akj1 � i < k < j � ng: Then SF is so-calledlattice Co(n) [3,4]. It is in fact the lattice of points and segments of n collinear pointsin a vector space.It was mentioned in [4] that many geometric concepts have interpretation in con-vexity lattices. This idea was particularly developed in [39, 42]. Thus the use of �nite



26convexity lattices allows us to interpret some geometric concepts for functional depen-dencies. Notice that the idea to attract geometry to database theory was also proposedin [51].One of the most important constructions in lattice theory is the direct product.In [17] the concepts of direct product and decomposition of closures were introduced.However, there is no one-to-one correspondence between direct product decompositionsof SF regarded to as a lattice and those of CF . Knowing the structure of direct productdecompositions of SF seems to be useful because it might simplify the algorithm ofderivation of FDs if we know a decomposition of SF .We plan to dedicate further research to the problems mentioned above.References1. M. Aigner: Combinatorial Theory. Springer Verlag, New York, 1979.2. W.W. Armstrong: Dependency structures of data base relationships. Inf. Process.74 North-Holland Pub. Co. (1974) 580-583.3. M. K. Bennett: Biatomic lattices. Alg. Univ. 24(1987),60-73.4. M. K. Bennett, G.Birkho�: Convexity lattices. Alg. Univ. 20(1985)1-26.5. J. Biskup: private communication. (August 1989).6. J. Biskup: Boyce-Codd normal form and object normal forms, Inf. Process. Letters32(1989) 29-33.7. J.Biskup, J. Demetrovivcs, L.O. Libkin, I.B. Muchnik: On the relational databaseschemes having unique minimal key. Manuscript, 1990.8. C. Beeri, P.A. Bernstein: Computational problems related to the design of normalform relational schemes. ACM Trans. Database Syst. 4, 1 (1979)30-59.9. C. Beeri, M. Dowd, R. Fagin, R. Statman: On the structure of Armstrong relationsfor functional dependencies. J. ACM 31, 1(1984) 30-46.10. A. B�ek�essy, J. Demetrovics: Contribution to the theory of data base relations.Discrete Mathematics, North-Holland 27(1979) 1-10.11. G. Burosch, J. Demetrovics G.O.H. Katona: The Poset of Closures as a Model ofChanging Databases. Order, D. Reidel Publ. Co. 4(1987)127-142.12. G. Burosch, J. Demetrovics, G.O.H. Katona, D.J. Kleitman, A.A. Sapozhenko: Onthe number of databases and closure operations. Preprint of Math. Inst. of Hung.Acad of Sci., Budapest, 4(1988)1-33.13. S. Ceri, G. Gottlob: Normalization of relations and Prolog. Comm. ACM 29(1986)-524-544.14. E.F. Codd: A relational model for large shared data banks. Comm. ACM 13(1970)377-387.15. J. Demetrovics: On the equivalence of candidate keys with Sperner-systems. ActaCybernetica 4, 3(1979) 247-252.



2716. J. Demetrovics: Candidate keys and antichains. SIAM J. Alg.Disc.Math. 1,1(1980)92.17. J. Demetrovics, Z. F�uredi, G.O.H. Katona: Minimum matrix representation ofclosure operations. Discrete Applied Math. 11(1985) 115-128.18. J. Demetrovics, G. Hencsey, L.O. Libkin, I.B. Muchnik: Normal form relationschemes: a new characterization, paper in preparation.19. J. Demetrovics, L.O. Libkin, I.B. Muchnik: Functional dependencies and the semi-lattice of closed classes. Proceedings of MFDBS 89, Springer LNCS 364(1989),136-147.20. J. Demetrovics, V. D.Thi: Keys, antikeys and prime attributes. Annales Univ.Sci., Sect. Comp., Budapest 8(1987)37-54.21. J. Demetrovics, V. D.Thi: Some results about functional dependencies. Acta Cy-bernetica 8, 3(1988)273-278.22. J. Demetrovics, V.D. Thi: Relations and minimal keys. Acta Cybernetica 8,3(1988) 279-285.23. J. Demetrovics, V. D.Thi: Describing keys and prime attributes by antikeys, toappear.24. P.H. Edelman: Abstract convexities and meet-distributive lattices. Contemp.Math. 57(1986)127-150.25. P.H. Edelman, R.E. Jamison: The theory of convex geometries. Geom. Dedicata19(1985)247-270.26. G. Gottlob: On the size of nonredundant FD-covers. Information Processing Let-ters 24 (1987) 355-360.27. G. Gottlob, L.O. Libkin: Investigations on Armstrong relations, dependency infer-ence, and excluded functional dependencies. To appear in Acta Cybernetica.28. G. Gr�atzer: General Lattice Theory. Springer Verlag, New York, 1978.29. V.A. Gurvich, L.O. Libkin: Absolutely determined matrices. Math. Soc. Sci. 19(1990) ??-??.30. A.P. Huhn: Schwach distributive verb�ande. I, Acta Sci. Math. Szeged 33(1972)297-305.31. R.E. Jamison: A perspective on abstract convexity: classifying alignments by vari-eties, in: Convexity and Related Combinatorial Geometry (eds. D.C. Kay and M.Breen) Dekker, New York (1982)113-150.32. J.H. Jou and P.C. Fischer: The complexity of recognizing 3NF relation schemes.Information Processing Letters 14(1982)187-190.33. J. Kalman: Property of algebraic lattice whose compact elements have comple-ments. Alg. Univ. 22(1986)100-101.



2834. D.J. Kleitman: Extremal properties of collections of subsets containing no two setsand their union. J. Combin. Th. (A) 20(1976)390-392.35. B. Korte, L. Lov�asz: Shelling structures, convexity and a happy end, Graph Theoryand Combinatorics. Proc. Cambridge Combinatorial Conference (B. Bollob�as, ed.)Academic Press, London (1984)217-232.36. L.O. Libkin: Minimal sets of choice functions generating the basic classes. Au-tomation and Remote Control 49(12) (1988), 1662-1665.37. L.O. Libkin: Separation theorems for lattices. MTA SZTAKI K�ozlem�enyek (1988)93-100.38. L.O. Libkin: On the characterization of non-modular n-distributive lattices. Pre-print No. 18. Mathematical Institute of the Hungarian Academy of Sciences, 1989.39. L.O. Libkin: Parallel axiom in convexity lattices. Preprint No 79. MathematicalInstitute of the Hungarian Academy of Sciences, 1989.40. L.O. Libkin, I.B. Muchnik: Separatory subsemilattices and their properties. MTASZTAKI K�ozlem�enyek 39(1988)83-92.41. L.O. Libkin, I.B. Muchnik: On a subsemilattice-lattice of a semilattice. MTASZTAKI K�ozlem�enyek 39(1988)101-110.42. L.O. Libkin, I.B. Muchnik: Halfspaces and hyperplanes in convexity lattices. Pre-print No. 51. Mathematical Institute of the Hungarian Academy of Sciences, 1989.43. C.L. Lucchesi, S.L. Osborn: Candidate keys for relations. J. Comput. Syst. Sci-ences 17, 2(1978) 270-279.44. D. Maier: The Theory of Relational Databases. Comp. Sci. Press, Rockville, MD,1983.45. H. Mannila, K.J. R�aih�a: Design by example: an application of Armstrong relations.J. Comp. Syst. Sci. 33(1986)126-141.46. H. Mannila, K.J. R�aih�a: Practical algorithms for �nding prime attributes and test-ing normal forms. Proc. of the eighth ACM SIGACT-SIGMOD-SIGART Symp. onPrinciples of Database Systems, Philadelphia, Pennsylvania, ACM Press (1989)128-133.47. J. Paradaens, P.De Bra, M. Gyssens, D. Van Gucht: The Structure of the RelationalDatabase Model. Springer Verlag, Berlin, 1989.48. I. Rival: Maximal sublattices of �nite distributive lattices. Proc AMS 44(1974)263-268.49. A.B. Romanowska, J.D.H. Smith: Bisemilattices of subsemilattices. J. Algebra70(1981)78-88.50. V. D. Thi: Minimal keys and antikeys. Acta Cybernetica 7, 4(1986) 361-371.51. M. S. Tsalenko: Modeling of Semantics in Databases. (Russian), Nauka, Moscow,1989.52. M.Wild: Implication bases for �nite closure systems. Preprint No.1210. Darmstadt1989.


