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Abstract

We study relational calculi with support for string operations. While SQL restricts the ability to mix string pattern-matching and relational operations, prior proposals for embedding SQL in a compositional calculus were based on adding the operation of concatenation to first-order logic. These latter proposals yield compositional query languages extending SQL, but are unfortunately computationally complete. The unbounded expressive power in turn implies strong limits on the ability to perform optimization and static analysis of properties such as query safety in these languages.

In contrast, we look at compositional extensions of relational calculi that have nice expressiveness, decidability, and safety properties, while capturing string-matching queries used in SQL. We start with an extension based on the string ordering and LIKE predicates. This extension shares some of the attractive properties of relational calculus (e.g. effective syntax for safe queries, low data complexity), but lacks the full power of regular-expression pattern-matching. When we extend this basic model to include string length comparison, we get a natural string language with great expressiveness, but one which includes queries with high (albeit bounded) data complexity. We thus explore the space between these two languages. We consider two intermediate languages: the first extends our base language with functions that trim/add leading characters, and the other extends it by adding the full power of regular-expression pattern-matching. We show that both these extensions inherit many of the attractive properties of the basic model: they both have corresponding algebras expressing safe queries, and low complexity of query evaluation.

1 Introduction

String manipulation facilities have long been recognized as a critical component of a realistic database query language. In SQL, for example, the WHERE clause can contain string pattern-matching expressions, such as FACULTY.NAME LIKE 'Nyckeln'. These expressions can themselves be seen as queries over string relations: the above clause, for example, can be seen as a selection performed on a projection of the FACULTY relation. While the Relational Calculus gives a satisfactory formal model for SQL queries in the absence of built-in datatypes, there has been thus far no satisfactory model that fully accounts for string queries. The lack of an adequate formal model is related to the fact that SQL restricts the interaction of string operations and relational operations in a number of ad-hoc ways: one cannot apply the LIKE operator to a subquery to build up a new query, nor can one take the product of two string expressions built with LIKE. Our goal here is to present query languages that extend relational calculus to include string pattern-matching in such a way that string queries can be freely composed with relational expressions. The resulting languages can be used as formal tools for analyzing the complexity and expressiveness of SQL, and could also serve as target query languages amenable to the optimizations that result from the interaction of relational and string operations. In this pa-
per we explore several such languages, and study their expressive power, complexity, and static analysis properties.

Some approaches toward unifying string algebras with relational algebra have been developed in the prior literature. [17] studied the consequences of adding pattern-matching features to SQL. [19, 22, 18] proposed an extension of the relational calculus with alignment logics and studied their complexity and expressive power, while [11, 12] considered Datalog extended with appropriate transducers for string operations, proving a number of completeness results. In [14] arbitrary regions (substrings) can be queried; this, when coupled with relational calculus, gives the power of string concatenation. Closer to our approach, [20, 26] study the relational calculus/algebra extended with an operation for concatenating strings. [15] studies first-order logic over term algebras and extends expressive bounds and complexity results from relational calculus to this setting. But SQL-style string pattern-matching cannot be expressed in the language of [15], indeed in this language one cannot even query for strings beginning with a fixed symbol.

One problem faced in any work combining string pattern-matching queries with relational calculus is that pattern-matching expressions may return an infinite number of strings. This is the standard issue of safety. The authors tackle this problem by identifying safe fragments of their languages, using a number of syntactic restrictions, see, e.g., [19, 22, 18, 20, 26] for them not to capture the safe fragment of the language syntactically. A second problem concerns expressive power. Many query languages designed in the prior literature turn out to be Turing complete, a feature that in turn makes many sorts of analysis and optimization impossible. Indeed, as noted in [20], adding just concatenation to the relational calculus already yields a query language which is Turing complete. This immediately implies that there is no effective syntax for the corresponding safe fragment [28].

In contrast to the above, in our work we seek languages that fulfill the following criteria:

1. Query evaluation is efficient;
2. There is effective syntax capturing safe queries;
3. There is an algebra equivalent to the language.

We start with the observation that LIKE pattern-matching and lexicographic ordering. We show that the safe fragment of this model can be effectively captured in a natural way, and prove complexity bounds for queries in this language that match the known bounds for ordinary relational calculus. RC(S) however, is unable to express certain natural queries, e.g., \( \text{SELECT } a \cdot x \text{ FROM } R \), where \( a \) is a fixed character. We thus extend this language to RC(S_{\text{len}}) by introducing string length, more precisely, string length comparisons. This extension has much greater expressiveness: it enables additional operations such as trimming/adding symbols on both left and right of a string, the SIMILAR pattern-matching for checking membership in a regular language [21], and pattern-matching on sets of n-tuples. We show that this language also satisfies criteria 2 and 3 above, but in RC(S_{\text{len}}) one can express NP-complete and coNP-complete problems.

This leads us to the consideration of two intermediate languages, RC(S_{\text{left}}) and RC(S_{\text{reg}}). The first one adds operations for trimming/adding leading characters (that is, characters on the left), and the second one gives us regular expression pattern matching. Both languages satisfy all three of the required criteria, while considerably extending the expressive power of RC(S).

The paper is organized as follows. Section 2 briefly presents the notations. Section 3 presents the sets of string operations considered in the paper. In Section 5 we explore the expressive power and complexity of RC(S) and RC(S_{\text{len}}). Query safety for these languages is investigated in Section 6. In Section 7, we propose and study RC(S_{\text{left}}) and RC(S_{\text{reg}}) and extend the previous results to these languages. Complete proofs of all results can be found in [9].

2 Notations

Strings and operations on them For a finite alphabet \( \Sigma \), we write \( \Sigma^* \) for the set of all finite strings over \( \Sigma \), and \( \Sigma^n \) for the set of all strings of length at most \( n \). The empty string is denoted by \( \epsilon \). We shall consider a number of operations on strings; those used most often are:

- \( x \cdot y \) is the concatenation of two strings \( x \) and \( y \).
- \( x \preceq y \) is true iff \( x \) is a prefix of \( y \). \( x \prec y \) is true iff \( x \) is a strict prefix of \( y \).
- \( l_a(x), a \in \Sigma \), is a function that adds \( a \) as the last symbol: \( l_a(x) = x \cdot a \).
- \( f_a(x), a \in \Sigma \), is a function that adds \( a \) as the first symbol: \( f_a(x) = a \cdot x \).
\begin{itemize}
  \item $|x|$ is the length of string $x$.
  \item $x - y$ is defined to be the relative suffix of $y$ in $x$.
    That is, if $x = y \cdot z$, then $x - y = z$; otherwise $x - y = \epsilon$.
  \item $x \cap y$ is the longest common prefix of $x$ and $y$.
\end{itemize}

We shall consider a number of first-order structures $M = \langle \Sigma^*, \Omega \rangle$, where $\Omega$ is a collection of predicates and functions on $\Sigma^*$. Often it is convenient to have all relational symbols in $\Omega$. For that purpose, we introduce the unary relation $L_\theta$ (last symbol) which is true of $x$ iff the last symbol of $x$ is $a$, and a binary relation $F_{\theta}(x, y)$ which holds iff $y = f_\theta(x) \cdot a \cdot x$.

Note that $|x|$ does not return a string, so it is not an operation of $\Sigma^*$. Instead, we use the binary predicate $d(x, y)$ (equal length) which is true iff $|x| = |y|$.

We write $x < y$ to express that $y$ extends $x$ by exactly one symbol. Let $\text{prefix}(C)$ stand for the $\text{prefix-closure}$ of $C$: $\{ s \mid s' \subseteq s', s' \in C \}$. By $\downarrow(C)$ we denote $\{ s \mid |s| \leq |s'|, s' \in C \}$. Given $C \subseteq \Sigma^*$ and $x \in \Sigma^*$, by $x \cap C$ we denote the longest string among $x \cap c, c \in C$. Note that this is well-defined, since all the strings $x \cap c$ are prefixes of $x$.

**Databases and query languages**

A database schema $\text{SC}$ is a collection of relation names $R_1, \ldots, R_l$, $R_i$ being of arity $p_i > 0$. In an instance of $\text{SC}$ over a set $U$, each $R_i$ is interpreted as a finite subset of $U^{p_i}$. The active domain of a database $D$, $\text{adm}(D)$, is the set of elements from $U$ that appear in $D$.

The general setting for query languages is that of a finite database and an infinite underlying structure $M = \langle \Omega, \Omega \rangle$, where $\Omega$ is a set of operations (functions and predicates) on $U$. As our basic language we consider relational calculus, or first-order logic, over the schema $\text{SC}$ and $M$, denoted by $\text{RC}(\text{SC}, M)$. We often omit $\text{SC}$ when it is understood, or irrelevant. Here we will focus exclusively on the string datatype, hence we will always have $U = \Sigma^*$. For example, if $M = \langle \Sigma^*, \prec, (L_\theta)_{\theta \in \Sigma} \rangle$, the query

$$\exists x \, R(x) \land L_0(x) \land \exists y \, (y < x \land L_1(y) \land (\neg \exists z \, y < z < x))$$

tests if there is a string in the relation $R$ which ends with 10. Indeed, it asks if the last symbol of $x$ is 0, and if there exists a prefix $y$, which is the largest prefix of $x$ (as there is no $z$ with $y < z < x$) such that the last symbol of $y$ is 1.

Given a query $\varphi(x_1, \ldots, x_n)$ in $\text{RC}(\text{SC}, M)$ and $\bar{a} \in U^n$, we write $D \models \varphi(\bar{a})$ when $\varphi(\bar{a})$ is true in $(D, M)$. We write $\varphi(D)$ for the output of $\varphi$ on $D$, that is, $\{ \bar{a} \in U^n \mid D \models \varphi(\bar{a}) \}$. We say that $\varphi$ is safe on $D$ if $\varphi(D)$ is finite, and that $\varphi$ is safe if it is safe on every $D$. The safety problem is to determine whether a query is safe, and it is known to be undecidable even for the pure relational calculus [1]. The state-safety problem is to decide, for a given $\varphi$ and $D$, if $\varphi$ is safe on $D$.

We say that safe queries in $\text{RC}(M)$ have effective syntax if there exists a recursively enumerable set $\psi_i, i < \omega$, of safe queries in $\text{RC}(M)$ such that, for every SC, every safe $\text{RC}(\text{SC}, M)$ query is equivalent to one of $\psi_i$s. Effective syntax is a first step towards an algebraic language expressing all safe queries. Indeed if such a language exists, safe queries must have effective syntax. That effective syntax exists for safe queries in the pure relational calculus is a classical relational theory result. Other both positive or negative results have been proved recently [7, 28].

An important restriction of queries is that to quantification over the active domain. We use quantifiers $\exists x, \forall x \in \text{dom}_a(x, \cdot)$ if $D \equiv \varphi(a, \cdot)$ for some $a \in \text{dom}_a(D)$ (as opposed to for some $a \in U$ in the case of the usual $\exists x$ quantifier), and similarly for the universal quantifier. These restricted quantifiers are definable in relational calculus, but it is often helpful to have them available separately.

A relational calculus formula is called an active-domain formula if all quantifiers in it are of the form $\forall x \in \text{dom}_a(x, \cdot)$ and $\exists x \in \text{dom}_a(x, \cdot)$. We say that $\text{RC}(M)$ admits natural-active collapse [6] if every $\text{RC}(M)$ formula is equivalent to an active-domain formula. We say that $\text{RC}(M)$ admits restricted quantifier collapse if every $\text{RC}(M)$ formula is equivalent to one in which SC-relations appear only under the scope of quantifiers $\exists x \in \text{dom}_a$ and $\forall x \in \text{dom}_a$. Note that if $M$ admits quantifier-elimination, these two notions coincide.

**Complexity classes**

Some complexity results in this paper refer to parallel complexity classes $\text{AC}^0$, $\text{TC}^0$, and $\text{NC}^1$. $\text{AC}^0$ is constant parallel time; more precisely, the class of languages accepted by polynomial-size constant-depth unbounded fan-in circuits. $\text{TC}^0$ additionally has majority gates of unbounded fan-in. In $\text{NC}^1$, there are no majority gates, the depth is allowed to be logarithmic, but fan-in is bounded. It is known that $\text{AC}^0 \subseteq \text{TC}^0 \subseteq \text{NC}^1$ (parity separates $\text{TC}^0$ from $\text{AC}^0$). We consider uniform versions of these classes [4]: uniform $\text{AC}^0$ over finite structures can be characterized via definability in FO(BIT, $<$): first-order logic with linear order and the BIT predicate (BIT($i,j$) is true iff the $j$th bit in the binary representation of $i$ is one.) To capture uniform $\text{TC}^0$ it suffices to add counting quantifiers to FO(BIT, $<$) [4].
PH is the polynomial hierarchy, which contains, e.g., NP and coNP and is itself included in PSPACE [24].

As usual, for data complexity, one fixes a query \( Q \) and considers the complexity of \( \{ \text{enc}(D) \neq \text{enc}(t) \mid t \in Q(D) \} \). Normally in pure relational calculus the encoding is such that the active domain is considered to be \( \{1, \ldots, k\} \), and each number \( i \) is represented in binary. When we deal with interpreted elements stored in a database, such an encoding is not appropriate, as one needs to take into account operations on those interpreted elements. In particular, in the case of strings over a finite alphabet, we consider the encoding of a string to be itself (in the case of an alphabet different from \( \{0,1\} \) we may have to code letters in \( \{0,1\} \) first).

### 3 Problematic concatenation

As we said before, most earlier papers considered relational calculus with concatenation \( \text{RC}_{\text{concat}} \), that is, \( \text{RC}(\text{SC}, (\Sigma^*, \Omega)) \) where \( \Omega \) has one operation of concatenation, and constant symbols for each \( a \in \Sigma \). This language is extremely attractive in terms of compositionality: given queries \( Q \) and \( Q' \) returning sets of strings, one can substitute \( Q \) and \( Q' \) within regular expressions to form new LIKE queries. However, as noticed in [20], for \( \Sigma = \{0,1,\ldots\} \), \( \text{RC}_{\text{concat}} \) expresses all computable queries on databases containing strings from \( \{0,1\}^* \) (see [27] for a proof). In fact, it is easy to show a more general result:

**Proposition 1** Let \( \Sigma \) contain at least two letters. Then \( \text{RC}_{\text{concat}} \) expresses all computable queries on databases over \( \Sigma^* \).

In databases, we are accustomed to relational calculus having limited expressiveness; then the queries can be analyzed and often good optimizations can be discovered. This is certainly not the case here; moreover, there is no hope of finding a syntax for safe queries.

**Corollary 1** Let \( \Sigma \) contain at least two letters. Then there is no effective syntax for safe queries in \( \text{RC}_{\text{concat}} \). Furthermore, the state-safety problem is undecidable for \( \text{RC}_{\text{concat}} \). □

Note that when \( \Sigma \) has one symbol, \( \langle \Sigma^*, \cdot \rangle \) is essentially \( \langle \mathbb{N}, + \rangle \), and there exists effective syntax for safe queries, and state-safety is decidable [28].

### 4 Two models of basic string operations

Since \( \text{RC}_{\text{concat}} \) is computationally complete, it is too powerful for use as a query language. We thus examine languages with strictly bounded expressivity and complexity. As mentioned in the introduction, we want to be able to freely compose the output of a string query with a new query, just as we can compose queries in standard relational languages. Hence when we consider a set of operations \( \Omega \), we will always close under all first order operations on the structure \( \langle \Sigma^*, \Omega \rangle \).

We start by looking at existing SQL string operations. The most often-used operation is LIKE pattern-matching. It allows one to say, for example, that a given string is a prefix of another string (by using the pattern meaning "zero or more characters"), and also that a string has a fixed string as a substring. LIKE patterns are built from alphabet letters, and characters _%_ and _-_ (which matches a single letter). Matching with LIKE can be expressed in first-order logic over the the operations \( \prec \) and \( L_a \), \( a \in \Sigma \): SQL’s LIKE patterns recognize only star-free languages, and (as we show later) definable subsets of \( \Sigma^* \) in \( \langle \Sigma^*, \prec, (L_a)_{a \in \Sigma} \rangle \) are precisely star-free languages. For example, the condition \( x \text{ LIKE } a_1 \ldots a_n \) saying that the first symbol of \( x \) is \( a \), the third is \( b \), and one but last is \( a \) again can be expressed by a formula \( \varphi(x) \):

\[
\exists u, v, w \left( u \prec v \prec w \prec x \right)
\]

\[
\land L_a(u) \land L_b(v) \land L_a(w)
\]

\[
\land \psi_1(u) \land \psi_3(v) \land \psi_{-1}(w)
\]

where \( \psi_1(u), \psi_3(v), \psi_{-1}(w) \) say that \( u, v, w \) are prefixes extending up to the first, third, and one but last positions in the string \( x \). Another important operation first-order expressible over \( \prec \) and \( L_a \) is the lexicographic ordering \( \leq_{\text{lex}} \). Assume that \( \Sigma = \{a_1, \ldots, a_n\} \) and an ordering \( a_1 < \ldots < a_n \) is given. The lexicographic ordering \( x \leq_{\text{lex}} y \) is then expressed by:

\[
x \preceq y \forall z \left( z < x \land z < y \land \bigvee_{i<j}((l_{a_i}(z) \leq x) \land (l_{a_j}(z) \leq y))\right)
\]

Thus, with the basic set of operations \( \prec \) and \( L_a \) (or their functional version \( l_a \)) we can express the two most useful SQL string operations. We therefore begin by considering the first-order query language over \( S = \langle \Sigma^*, \prec, (L_a)_{a \in \Sigma} \rangle \). Note that \( S \) could be equivalently defined as \( \langle \Sigma^*, \prec, (l_a)_{a \in \Sigma} \rangle \), as the graph of \( l_a \) is definable: \( x = l_a(y) \) iff \( y < x \land L_a(x) \).

Another SQL string operation is length \( \text{LEN} \). Since this does not return a string, we turn it into a pure string operation that compares lengths of strings: \( el(x,y) \) is true if \( |x| = |y| \). Adding this operation to \( S \) results in \( S_{\text{LEN}} = \langle \Sigma^*, \prec, (L_a)_{a \in \Sigma}, \text{el}\rangle \).
$S_{len}$ is a structure well known in model theory and language theory [10, 13]. Consider a few examples of expressibility over $S_{len}$. Clearly, other comparisons of string length can be expressed, e.g. $|x| < |y|$ by $\exists z (z < y \land e(k, z, x))$. As a more interesting operation, consider adding symbols on the left of a string: that is, the operation $f_a(x) = a \cdot x$. The graph of this function $F_a = \{(x, y) \mid y = f_a(x)\}$, is definable by

$$\begin{align*}
|v| &= |v| + 1 \land (\exists w \prec y \mid w = 1 \land L_a(w)) \\
\land \forall z \prec x \exists v \prec y (|v| = |v| + 1 \land \bigwedge_{a \in \Sigma} L_a(z) \leftrightarrow L_a(v))
\end{align*}$$

where $|v| = |u| + 1$ is defined by $\exists v (w \prec u \land d(w, v))$.

To summarize, we are dealing with two structures:

- $S = (\Sigma^*, \prec, (L_a)_{a \in \Sigma})$;
- $S_{len} = (\Sigma^*, \prec, (L_a)_{a \in \Sigma}, e)$.

In terms of expressing SQL string operations, $S$ covers LIKE, ordering, as well as substrings of constant length, and TRIM TRAILING, that removes all trailing occurrences of a given symbol. $S_{len}$ is much more powerful, and covers the SIMILAR pattern matching of the SQL3 standard [21] (which is essentially grep).

The properties listed below can be found in [13, 10, 8] for $S_{len}$ and [8, 10] for $S$. Note that they are properties of the underlying structures alone, without reference to a database.

**Properties of $S$.** Every formula is equivalent to a formula in which quantification is restricted to prefixes of free variables. Moreover, $S$ has quantifier elimination in the signature extended with the following: a constant symbol, $e$, for the empty string, the function $x \cap y$, and a predicate $P_k(x, y)$ for each star-free language, whose meaning is $x \prec y, y - x \in L$. That is, this signature is infinite, but it only contains unary and binary predicates and functions. The definable subsets of $\Sigma^*$ are precisely the star-free languages. Neither the function $f_a$ nor the predicate $e$ can be defined over $S$.

**Properties of $S_{len}$.** It suffices to restrict quantification to strings whose length does not exceed the length of free variables. $S_{len}$ does not have quantifier elimination in any reasonable relational signature (that is, in any signature that has an upper bound on the arity of predicates). The class of subsets of $\Sigma^*$ definable over $S_{len}$ is precisely the class of regular languages (thus, grep pattern-matching is definable in $S_{len}$).

## 5 Expressive power and complexity

In this section we study expressive power and complexity over $S$ and $S_{len}$.

### 5.1 Relational calculus over $S$

Our goal here is to get bounds on the expressiveness and data complexity for queries in RC(\text{S}). The main tool used is a collapse result, Theorem 1, in the spirit of those produced for constraint databases [6, 3]. Recall that relational calculus over a domain $S_{MC}$ admits restricted quantifier collapse if every $RC(SC, S)$ formula $\varphi(\vec{x})$ is equivalent to a formula $\varphi'(\vec{x})$ in which $S$-predicates occur only within the scope of active domain quantifiers $\exists x \in \text{dom}$ and $\forall x \in \text{dom}$.

To prove this, we first prove a simple proposition saying that it suffices to quantify over prefixes of the active domain. Extend $RC(SC, S)$ with quantifiers of the form $\exists x \in \text{dom}$ and $\forall x \in \text{dom}$, whose meaning is as follows. Given a formula $\varphi(x, \vec{y})$, an interpretation $\vec{a}$ for $\vec{y}$, and a database $D$, $\exists x \in \text{dom} \varphi(x, \vec{a})$ states that there exists a string $c$ making $\varphi(c, a)$ true such that either $c \leq a_i$ for $a_i$ a component of $\vec{a}$, or $c \geq b_i$ where $b_i$ is $\text{dom}(D)$. When there is no database, only the first of the previous cases is relevant, and in this case we are just saying that bounded quantification suffices.

**Proposition 2** Every $RC(SC, S)$ formula is equivalent to a formula that only uses quantifiers $\exists x \in \text{dom}$ and $\forall x \in \text{dom}$.

**Proof sketch.** We write $(D_1, \vec{s}_1) \equiv_k (D_2, \vec{s}_2)$ if the duplicator has a winning strategy in the $k$-round Ehrenfeucht-Fraïssé game on $S$ augmented with $S$-relations and constants interpreted as $(D_1, \vec{s}_1)$ and $(D_2, \vec{s}_2)$. We write $(D_1, \vec{s}_1) \equiv_k (D_2, \vec{s}_2)$ if the duplicator has a winning strategy in the same game restricted to (prefix $D_1$) or (prefix $\vec{s}_1$) and (prefix $D_2$) or (prefix $\vec{s}_2$). We then show that $\equiv_k$ refines $\equiv_k$, where $m$ is the maximum arity of a relation in $S$. This is because the winning strategy for the duplicator over $S$ and $SC$ is determined by the winning strategy on the restriction to prefixes of the strings in $SC$-relations and free variables. This implies the result. 

Using this, and techniques similar to those in [6], we can show (in a constructive way) the following result:

**Theorem 1** RC(S) admits restricted quantifier collapse.

By showing that quantification can be bounded by relations, Theorem 1 gives the intuition that an RC(S) query can be transformed into an ordinary SQL query over LIKE: this will be made precise in Section 6. Here we note that a straightforward corollary of Theorem 1 shows that the data complexity for RC(S) matches that of pure relational calculus.
Corollary 2 The data complexity of \(\text{RC}(S)\) is in \(\text{AC}^0\). In particular, neither parity nor connectivity test is expressible in \(\text{RC}(S)\).

Another corollary concerns the expressive power of generic queries. Recall that a query is generic if it commutes with permutations on the domain; in other words, it is independent of specific elements stored in a database. Combining Theorem 1 with the active generic collapse \([6]\), we obtain:

Corollary 3 Every generic query expressible in \(\text{RC}(S)\) is already expressible in \(\text{RC}(<)\), relational calculus over ordered databases.

With respect to time complexity Corollary 2 only gives a polynomial upper bound. We show next that for unary databases we get a much stricter complexity result. We call a database schema \(SC\) unary if it only contains unary relation names.

Proposition 3 For unary \(SC\), Boolean \(\text{RC}(SC, S)\)-queries can be evaluated in linear time in the size of the database.

5.2 Relational calculus over \(S_{\text{len}}\)

We have seen nice that query evaluation for relational calculus over \(S\) has low complexity. However, many useful queries of low complexity, such as the query that appends a fixed string on the left of a given column, are not expressible in \(S\). Hence we examine the addition of the equal length predicate, that is, relational calculus over \(S_{\text{len}}\). Throughout this section, we assume that the alphabet has at least two symbols (as over the one-symbol alphabet, equal length is simply equality and thus does not give us any extra power).

To analyze the expressive power and complexity of \(S_{\text{len}}\), we again make use of a normal-form result for queries. In this case it is no longer sufficient to quantify over prefixes of strings in the active domain; however a different restricted quantification suffices.

We introduce quantifiers \(\exists \ | x | \leq \text{adom} \land \forall \ | x | \leq \text{adom}\) to be interpreted as follows. Given a formula \(\varphi(\bar{y})\), a database \(D\) and an interpretation \(\bar{a}\) for \(\bar{y}\), a subformula \(\exists \ | x | \leq \text{adom}\) \(\alpha(x, \cdot)\) is satisfied if there exists a string \(c\) satisfying \(\alpha(c, \cdot)\) such that the length of \(c\) does not exceed the length of the longest string in \(\text{adom}(D)\) and \(\bar{a}\). We call these length-restricted quantifiers. Note that they are just a notational convenience, as they can be expressed in \(\text{RC}(S_{\text{len}})\). Moreover, they capture the expressiveness of \(\text{RC}(S_{\text{len}})\):
We now prove lower bounds that show the complexity of $S_{en}$ queries, although within PH, may be prohibitively high. Let MSO(SC) be the class of queries over SC expressible in monadic second-order logic. This includes queries of high-complexity, namely for each level of the polynomial hierarchy, PH, complete queries [2], in particular, NP-complete and coNP-complete ones (3-colorability and its complement). Such queries cannot be expressed over arbitrary databases in RC($S_{en}$); however, they can be expressed under some additional assumptions.

We say that the width of the active domain of a SC database $D$ (over $\Sigma^*$) is $k$ if $k$ is the maximal size of a subset of $\text{adom}(D)$ whose elements are pairwise comparable by the prefix relation. It should be noted that every database $D$ can be transformed into a database $D'$ of width 1 which is isomorphic to $D$ with respect to the SC-predicates.

**Proposition 5** For every fixed $k$, all MSO(SC)-expressible queries can be expressed over databases of width at most $k$ in RC(SC,$S_{en}$).

Thus, while not computationally complete as $\text{RC}_{\text{concat.}}$, RC($S_{en}$) can express some queries that one would not normally expect to be expressible in a first-order language.

Recall that we had a linear time bound for the evaluation of Boolean RC(S)-queries on unary databases. This might not be the case for RC($S_{en}$). Even worse, there might be even no fixed polynomial bound. Indeed it is possible to show that any graph query in RC($S_{en}$) can be encoded by a unary query, where the input to the unary query is computed in polynomial time from the input graph.

Thus, a linear (or fixed polynomial) bound for the evaluation of Boolean RC($S_{en}$)-queries on unary databases would imply a fixed polynomial bound for the data complexity of first-order sentences on ordered graphs. It would imply further a fixed polynomial bound for the evaluation of first-order sentences on BIT-structures (cf., [3]). This, in turn, would separate first-order logic from least fixed point logic on such structures and therefore imply the validity of the ordered conjecture [25] with various consequences in complexity theory (see [3] for a discussion).

6 Safe Queries

Both RC(S) and RC($S_{en}$) contain queries that sometimes produce infinite output. Thus one of our goals is to syntactically capture the safe queries in these languages, and to be able to analyze safety properties of a query, for example, given an arbitrary query and a database, to tell whether the output of the query on that database is finite. We saw that this cannot be done if the set of operations includes concatenation. In contrast, we will show that for RC(S) and RC($S_{en}$) we can syntactically describe safe queries, give an algebra that captures these queries, and extend the major decidability results for query safety analysis that hold for pure relational calculus.

6.1 Effective syntax for safe queries

The simplest way to show that queries in RC($\mathcal{M}$) have effective syntax is to show that one can test if a given query returns a finite result on a given database. To do so, it is enough to ensure that finiteness is definable in RC($\mathcal{M}$). Formally, finiteness is definable in RC($\mathcal{M}$) if there exists a sentence $\Phi^{\text{safe}}$ in the language of $\mathcal{M}$ and SC expanded with a single new unary predicate symbol $U$ such that for any query $\varphi(x)$ and any database $D$, $(D, \varphi(D)) \models \Phi^{\text{safe}}$ if $\varphi(D)$ is finite. For example, finiteness is easily definable in RC($S_{en}$) by

$$\exists y \forall x (U(x) \rightarrow \exists z < y \in (z, x)).$$

Once finiteness is definable, an enumeration of safe queries can easily be obtained. Given a query $\varphi(x)$, let $\psi_\varphi(x)$ be another relational calculus query that defines the active domain of the output of $\varphi$. Let $\Phi^{\text{safe}}_\varphi$ be the Boolean query obtained from $\Phi^{\text{safe}}$ by replacing $U(\cdot)$ by $\psi_\varphi(\cdot)$. Then $\varphi(x) \land \Phi^{\text{safe}}_\varphi$ lists all safe queries.

For traditional relational calculus, and for its analogs over order constraints, linear constraints, and polynomial constraints, finiteness can easily be shown to be definable [7]. It is thus surprising that for RC(S) this approach does not work:

**Proposition 6** Finiteness is not definable in RC(S).

**Proof sketch.** This is proved using an Ehrenfeucht-Fraïssé game argument. It shows that, for every $k$, there exist $K, m$ such that a database containing all strings of length at most $K$ cannot be distinguished with only $k$ moves from a database containing the infinite set of strings $(0^m1^m)^*w$, where $w$ has length at most $K + 2m$.

While post-checking finiteness is a way to obtain effective syntax for safe queries, one often wishes to have a more explicit representation of safe queries. It turns out that we can get natural representations for safe queries
in $RC(S)$ and $RC(S_{\text{sen}})$. The technique we use derives from work on safe languages with linear or polynomial constraints [7]: for each query $Q$, we effectively construct another safe query $\tilde{Q}$ that gives an upper bound on $Q(D)$, if it is finite. Such explicit constructions are used to prove the theorem below, as well as to provide relational algebra extensions.

We follow the idea of range-restriction as presented in [7]. A formula $\gamma(x,z)$ over $\mathcal{M}$ is called algebraic if for every $b$, the set $\{a \mid M = \gamma(a,b)\}$ is finite. An $RC(\mathcal{M})$ query in range-restricted form is a pair $Q = (\gamma(x,y), \phi(x_1, \ldots, x_n))$, where $\phi$ is an arbitrary query and $\gamma$ is an algebraic formula over $\mathcal{M}$. The semantics is given by $\phi(\tilde{Q})$ if $\exists \gamma \in \text{adom}(\gamma(x,y))$. That is,

$$Q(D) = \gamma(\text{adom}(D) \cap \phi(D)$$

where $\gamma(X) = \{a \mid \gamma(a,b) \text{ for some } b \in X\}$. Clearly, every query in range-restricted form is safe.

**Theorem 3** Let $\mathcal{M}$ be $S$ or $S_{\text{sen}}$. Then there is a recursive set $\Gamma$ of algebraic formulae over $\mathcal{M}$ such that, given a query $\phi(x)$ in $RC(\mathcal{M})$, there is $\gamma(x,y) \in \Gamma$ with the property that the range-restricted query $Q = (\gamma, \phi)$ coincides with $\phi$ on all databases over which $\phi$ is safe.

**Proof sketch.** The proof is based on two lemmas, which show that if a query $\phi(x)$ is satisfied by an element that is sufficiently far from $\text{adom}(D)$, then $\phi$ returns an infinite result on $D$. The proof of these lemmas relies on a kind of jumping Lemma which permits to derive infinitely many strings as soon as a big enough one is found. Define $d(s,C)$ as $|s| - |s \cap C|$, and $\downarrow D = \{s \mid |s| \leq |s'|, \ s' \in \text{adom}(D)\}.$

**Lemma 1** Let $\phi(x)$ be a $RC(S)$ query. Then there exists (and can be effectively found if $\phi$ only uses prefix-restricted quantification) a number $k > 0$, such that the following holds. Assume that $D \models \phi(s)$ for some $s$ with $d(s, \text{prefix}(D)) > k$. Then there are infinitely many strings $c$ such that $D \models \phi(c)$. □

**Lemma 2** Let $\phi(x)$ be a $RC(S_{\text{sen}})$ query. Then there exists (and can be effectively found if $\phi$ only uses length restricted quantification) a number $k > 0$ such that the following holds. Assume that $D \models \phi(s)$ for some $s$ with $d(s, \downarrow D) > k$. Then there are infinitely many strings $c$ such that $D \models \phi(c)$.

To prove the theorem, take an arbitrary query $\psi(\tilde{y})$ and form $\phi(x)$ that defines the active domain of the output of $\psi$. It then suffices to prove the theorem for $\phi(x)$, since $\psi$ is safe for $D$ iff $\phi$ is safe for $D$, and thus for any $\gamma$ such that $(\gamma, \phi)$ is equivalent to $\phi$ on all $D$ for which $\phi$ is safe, the same would be true for $(\gamma, \psi)$ and $\psi$.

Having reduced the problem to queries in one variable, simply apply the corresponding lemmas. For $RC(S)$, given $\phi(x)$, find the number $k$ as in Lemma 1, and let $\gamma(x,y)$ say that $x$ is a prefix of the string of the form $y$ with $|\sigma| \leq k$. From Lemma 1 it follows that $(\gamma, \phi)$ is equivalent to $\phi$ on any $D$ for which $\phi$ is safe. Finally, $\gamma$ is clearly algebraic, and expressible over $S$ for any fixed $k$.

For $RC(S_{\text{sen}})$, given $\phi(x)$, we get $k$ from Lemma 2 and let $\gamma(x,y)$ be a $S_{\text{sen}}$ formula saying that the length of $x$ is at most the length of $y$ plus $k$. Clearly, this is expressible for each fixed $k$, and $(\gamma, \phi)$ coincides with $\phi$ on any $D$ for which $\phi$ is safe. This completes the proof of the theorem.

**Corollary 5** For both $RC(S)$ and $RC(S_{\text{sen}})$, the classes of range-restricted and safe queries coincide, and safe queries have effective syntax. □

Note that for queries in $RC(S)$ and $RC(S_{\text{sen}})$ that use a restricted form of quantification (prefix or length), the proof gives us a stronger result: namely, the formula $\gamma$ can be effectively found for a given $\phi$.

### 6.2 Relational algebra

It is a classical result of relational database theory that the set of safe relational calculus queries is precisely the set of relational algebra queries. This result extends to string calculi considered here: sanity theorems proved earlier can be used to show that safe queries in $RC(S)$ and $RC(S_{\text{sen}})$ can be captured by appropriate extensions of relational algebra.

Let $\text{safe}_R(\mathcal{M})$ be the class of all safe queries in $RC(\mathcal{M})$. To define algebras capturing $\text{safe}_R(\mathcal{M})$ for the previous two structures, we need a number of operations extending the usual relational algebra (that is, $\sigma, \pi, \times, -, \cup$):

- $R;_i$ is a constant unary relation $\{e\}$.
- $\sigma_{a^n}$: for a formula $\alpha(x_1, \ldots, x_n)$. On an $n$-attribute relation $R$, it returns the set of tuples $(s_1, \ldots, s_n)$ from $R$ such that $\alpha(s_1, \ldots, s_n)$ holds.
- $\text{prefix}_i$: On an $m$-attribute relation $R$, it returns the $(m + 1)$-attribute relation $\{(s_1, \ldots, s_{m+1}) \mid (s_1, \ldots, s_m) \in R, s_{m+1} \leq s_i\}$.
- $\text{add}_i^a$, $a \in \Sigma$: On an $m$-attribute relation $R$, it returns the $(m + 1)$-attribute relation $\{(s_1, \ldots, s_{m+1}) \mid (s_1, \ldots, s_m) \in R, s_{m+1} = s_i \cdot a\}$. 
\[\downarrow_i: \text{Given an } m \text{-attribute relation } R, \downarrow_i (R) \text{ returns }\]

\[\{(s_1, \ldots, s_{m+1}) \mid (s_1, \ldots, s_m) \in R, |s_{m+1}| \leq |s_i|\}.\]

It should be pointed out that the formula \(\alpha\) in \(\sigma_a\) does not refer to the database.

We now define the relational algebras:

\[\text{RA}(S)\] extends relational algebra with \(R_i, \sigma\), \(\alpha\) ranges over FO(S) formulae, prefix\(_i\) and add\(_{\gamma}\).

\[\text{RA}(S_{\text{sem}})\] extends relational algebra with \(R_i, \sigma\), \(\alpha\) ranges over FO(S_{\text{sem}}) formulae, \(\downarrow_i\), prefix\(_i\), and add\(_{\gamma}\).

**Theorem 4**

- \(\text{safe\,RC}(S) = \text{RA}(S)\);
- \(\text{safe\,RC}(S_{\text{sem}}) = \text{RA}(S_{\text{sem}})\).

**Proof sketch.** Theorems 3 showed that there is a bound on outputs of safe queries. To prove the theorem, it suffices to notice that those bounds can be computed by relational algebra expressions. □

One of the operations in \(\text{RA}(S_{\text{sem}})\), \(\downarrow_i\), is very expensive, as it may create sets whose size is exponential in the size of the input. It is, however, unavoidable, as there are very expensive (e.g., NP-complete) safe queries in \(\text{RC}(S_{\text{sem}})\).

### 6.3 Deciding Safety Properties of Queries

Although query safety is undecidable for pure relational calculus (and hence for any extension), state-safety (given a query \(\varphi\) and a database \(D\), is \(\varphi(D)\) finite?) is decidable. State safety is also known to be decidable for various extensions of the form RC(\(\mathcal{M}\)) (for example, for the natural numbers with successor [28] or the real field [7]). For RC(S) and RC(S_{\text{sem}}), this decidability holds as well:

**Proposition 7** State-safety is decidable for RC(S) and RC(S_{\text{sem}}). □

As query safety is undecidable, one often considers restrictions for which decidability can be obtained. Here we look at one of the most fundamental classes of queries: conjunctive queries. We take their definition in the context of interpreted operations from [7, 23]. A conjunctive query in RC(\(\mathcal{M}\)) is a query of the form

\[\varphi(\vec{x}) \equiv \exists \vec{y} \bigwedge_{i=1}^{k} S_i(\vec{u}_i) \land \gamma(\vec{x}, \vec{y}),\]

where \(k \geq 0\), each \(S_i\) is a schema relation, \(\vec{u}_i\) is a subtuple of \((\vec{x}, \vec{y})\) of the same arity as \(S_i\), and \(\gamma\) is an \(\mathcal{M}\) formula. A Datalog-like notation for such a query would be \(\varphi(\vec{x}) : S_1(\vec{u}_1), \ldots, S_k(\vec{u}_k), \gamma(\vec{x}, \vec{y})\).

In [7], safety of conjunctive queries was shown decidable for RC(\(\mathcal{M}\)), for various structures \(\mathcal{M}\) on the reals with numerical operations. We now show a general result from which the decidability results for string structures \(S_{\text{sem}}\) and those considered in [7] follow. We say that finiteness is definable with parameters in \(\mathcal{M}\) if for each formula \(\psi(\vec{z}, \vec{y})\) in \(\mathcal{M}\), there exists and can be effectively found another formula \(\psi_{\text{fin}}(\vec{y})\) such that \(M \models \psi_{\text{fin}}(\vec{y})\) iff the set \(\{ \vec{a} \mid M \models \psi(\vec{a}, \vec{y})\}\) is finite.

**Theorem 5** Assume that \(\mathcal{M}\) can be expanded to \(\mathcal{M}'\) such that the theory of \(\mathcal{M}'\) is decidable, and finiteness is definable with parameters in \(\mathcal{M}'\). Then safety of Boolean combinations of conjunctive queries in RC(\(\mathcal{M}\)) is decidable. □

We know that \(\text{Th}(S_{\text{sem}})\) is decidable [10]. Moreover, finiteness is definable with parameters: for \(\psi(\vec{z}, \vec{y})\), \(\psi_{\text{fin}}(\vec{y})\) is \(\exists \vec{u}(\forall \vec{z} \psi(\vec{z}, \vec{y})) \rightarrow \exists z_i \land u_i \epsilon(\vec{z}_i, \vec{x}_i)\). Thus:

**Corollary 6** The safety of Boolean combinations of conjunctive queries in RC(S) and RC(S_{\text{sem}}) is decidable. □

### 7 Tame extensions of RC(S)

In the previous two sections we considered two different relational calculi for databases with strings: RC(S) and RC(S_{\text{sem}}). The former models operations such as the LIKE pattern-matching and lexicographic ordering; the latter adds length comparisons, and enables additional operations such as trimming/adding symbols on both left and right of a string, and the SIMILAR pattern-matching for checking membership in a regular language. Both languages have some nice properties: for example, there is effective syntax, and even an algebra, for safe queries. However, RC(S) misses a number of important string functions, while the complexity of RC(S_{\text{sem}}) can be quite high: we saw how to encode NP and coNP-complete problems on inputs of a special kind.

Thus, a natural question is whether one can add operations to RC(S) while maintaining its nice properties: effective syntax for safe queries and low data complexity. We give here a positive answer to this question, by considering two extensions. The first one gives us operations for adding/trimming symbols on the left; for example, TRIM\(_a\)(\(s\)), where \(a \in \Sigma\), produces \(s'\) if \(s = a \cdot s'\).
and $\epsilon$ if the first symbol of $s$ is not $a$. The other extension is by allowing tests for membership in a regular language, without the full power of the equal length predicate. We show that both extensions share most of its properties with $\text{RC}(S)$, while adding significantly to the expressiveness of the language.

The first operation we consider is adding one single character on the left: $s \mapsto a \cdot s$, and its inverse $\text{TRIM}_a(s)$ denoted by $s - a$. That is, we consider the structure:

\[
\text{S}_{\text{left}} = (\Sigma^*, \prec, \{(l_a)_{a \in \Sigma}, (f_a)_{a \in \Sigma}\}).
\]

This is a proper extension of $S$, as the graph of the function $f_a$, $\{(s, f_a(s)) \mid s \in \Sigma^*\}$, is not definable over $S$ [8]. The graph of the subtraction operation is definable with $f_a$. We also remark that while the classes of subsets of $(\Sigma^*)^k$, $k > 1$, definable in $S$ and $\text{S}_{\text{left}}$ are different, over both structures the class of definable subsets of $\Sigma^*$ is the same, that is, the class of star-free languages [8].

The second extension we consider allows us to model more general regular expression pattern-matching. Of course any regular language is definable over $S_{\text{len}}$, and thus such pattern-matching can be done in the more complex model $\text{RC}(S_{\text{len}})$.

We will add regular expression pattern-matching directly to $S$, without adding the equal length predicate. Recall that $S$ has quantifier elimination in the extension that includes predicates $P_L(x, y)$, for each star-free language, whose meaning is $x \prec y$ and $y - x \in L$. We now define $S_{\text{reg}}$ to be the extension of $S$ with all such predicates when $L$ ranges over regular languages. Note that membership of $x$ in any regular language $L$ is definable by $P_L(\epsilon, x)$. To summarize, we are dealing with $\text{RC}(S_{\text{reg}})$ where

\[
\text{S}_{\text{reg}} = (\Sigma^*, \prec, \{(L_a)_{a \in \Sigma}, (P_L)_{L \text{~regular}}\}).
\]

Every set definable in $S_{\text{reg}}$ is definable in $S_{\text{len}}$ (as $S_{\text{len}}$ expresses all predicates $P_L$), but the converse is not true since the equal length predicate is not definable in $S_{\text{reg}}$ [8]. Furthermore, the class of subsets of $\Sigma^*$ definable in $S_{\text{reg}}$ is exactly the class of regular languages.

$\text{RC}(S_{\text{left}})$ and $\text{RC}(S_{\text{reg}})$ are incomparable in term of expressive power. Indeed a simple game argument shows that the relation $\{(x, y) \mid y = f_a(x)\}$ is not definable in $\text{RC}(S_{\text{reg}})$. Moreover, any language which is not star-free is not definable in $\text{RC}(S_{\text{left}})$ [8]. Figure 1 summarizes the inclusion relationships between the various relational calculi introduced in this paper, the higher ones being more expressive.

We start with expressive power. Both $\text{RC}(S_{\text{left}})$ and $\text{RC}(S_{\text{reg}})$ behave similarly to $\text{RC}(S)$:

**Theorem 6** $\text{RC}(S_{\text{left}})$ and $\text{RC}(S_{\text{reg}})$ admit the restricted quantifier collapse.

**Proof sketch.** Let $S_{\text{left}}^+$ be the expansion of $S_{\text{left}}$ with the following (definable) predicates and functions: a constant symbol, $\epsilon$, for the empty string, the binary function $\cap$ for the longest common prefix, the predicate $P_L(x, y)$ for each star-free language $L$, and the function $x \mapsto x - a$, for each $a \in \Sigma$. Let $S_{\text{reg}}^+$ be the expansion of $S_{\text{reg}}$ with the (definable) function $\cap$ and a constant $\epsilon$ for the empty string.

It is shown in [8] that $S_{\text{left}}^+$ and $S_{\text{reg}}^+$ have quantifier elimination, and the isolation property which are known to imply the collapse [5, 16].

**Corollary 7** $\text{RC}(S_{\text{left}})$ queries have $\text{AC}^0$ data complexity, and $\text{RC}(S_{\text{reg}})$ queries have $\text{NC}^1$ data complexity. Furthermore, every generic query expressible in $\text{RC}(S_{\text{left}})$ or $\text{RC}(S_{\text{reg}})$ is expressible in $\text{RC}(\langle\rangle)$.

As for query safety, several results extend straightforwardly to $\text{RC}(S_{\text{left}})$ and $\text{RC}(S_{\text{reg}})$. Since all operations of $S_{\text{left}}$ and $S_{\text{reg}}$ are expressible over $S_{\text{len}}$, the proof of Proposition 7 and Theorem 5 give us
Corollary 8 The state-safety problem and the safety of Boolean combinations of conjunctive queries are decidable for both RC(Sleft) and RC(Sreg). □

The effective syntax result can be proved for both RC(Sleft) and RC(Sreg), but considerably more work is needed (especially in the case of Sleft).

Theorem 7 Let M be Sleft or Sreg. There exists a recursive collection of algebraic formulae Γ = \{γ(y,x)\}_i∈ω over M such that for every RC(M) query \(φ(\bar{f})\), there is an algebraic formula \(γ(y,x)\) ∈ Γ with the property that the range-restricted query \(Q = γ(y,φ)\) coincides with \(φ\) on all databases over which \(φ\) is safe.

Proof sketch. As for S and Slem, we show how to construct upper bounds on outputs of safe queries. The technical details are rather long and are available in the full version of the paper [9]. □

Corollary 9 For both RC(Sleft) and RC(Sreg), the classes of range-restricted and safe queries coincide, and safe queries have effective syntax. □

7.1 Relational algebras

We can likewise capture safety for RC(Sleft) and RC(Sreg) with relational algebras. For that, we need the following operations (in addition to π, σ, ×, −, ∪, and \(R_\alpha\), prefix, add1, \(\downarrow\) used in the definition of RA(S) and RA(Slem)):

\[
\text{add}_\alpha^\uparrow, \alpha ∈ \Sigma: \text{On an } m\text{-attribute relation } R, \text{ it returns an } m + 1\text{-attribute relation that holds the tuples } \{(s_1, \ldots, s_{m+1}) | (s_1, \ldots, s_m) ∈ R, s_{m+1} = \alpha \cdot s_1\}.
\]

\[
\text{trim}_\alpha^\uparrow, \alpha ∈ \Sigma: \text{On an } m\text{-attribute relation } R, \text{ it returns an } m + 1\text{-attribute relation that holds the tuples } \{(s_1, \ldots, s_{m+1}) | (s_1, \ldots, s_m) ∈ R, s_{m+1} = s_1 - \alpha\}.
\]

RA(Sleft) is the extension of relational algebra with \(σ_α\) (where \(α\) ranges over Sleft formulae), prefix, add1\(^\uparrow\) and trim\(^\uparrow\).

RA(Sreg) is the extension of relational algebra with \(R_α\), σ\(\alpha\), where \(α\) ranges over FO(Sreg) formulae, prefix\(\text{q}\) and add1\(^\uparrow\).

Theorem 8

- safe RC(Sleft) = RA(Sleft);

- safe RC(Sreg) = RA(Sreg).

8 Conclusion

We have studied extensions of the standard relational calculus with various sets of string operations. We were interested in languages that were not computationally complete, but rather shared the attractive complexity-theoretic and static-analysis properties of relational calculus.

The language RC(S) can be seen as a nice foundation over which other languages should be built. It covers the most rudimentary string operations, but its expressive power is quite limited. The extension RC(Slem) that allows string-length comparisons is too powerful (but still not computationally complete). We therefore considered two languages in between, that can express some important operations found in RC(Slem), but still have low data complexity, effective syntax for safe queries, and corresponding relational algebras. The main results on these relational calculi are summarized in Figure 2.

Regarding further research, it would be interesting to study an extension of RC(S) in the spirit of RC(Sleft) by allowing inserting characters at arbitrary position in a string x, specified by a prefix of x.
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