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Abstract

Verbs such agnjoyin the student enjoyed the boeakhibit logical metonymy:
enjoyis interpreted agnjoy reading Theoretical work (Pustejovsky, 1991, 1995)
predicts that this interpretation can be influenced by intra-sentential context, e.g.,
by the subject oknjoy In this article, we test this prediction using a completion
experiment and find that the interpretation of a metonymic verb is influenced by
the semantic role of its subject. We present a Bayesian model that accounts for the
interpretation of logical metonymy and achieves a good fit on our experimental
data. We show that the parameters of the model can be estimated from completion
data or from corpus data.
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1. Introduction

Much work in lexical semantics (Bach, 1986; Briscoe, Copestake, & Boguraev, 1990; Copes-
take, 2001; Copestake & Briscoe, 1995; Godard & Jayez, 1993; Pustejovsky, 1991, 1995; Puste-
jovsky & Bouillon, 1995; Vendler, 1968) has been concerned with accounting for the interpretation
of verbs likefinishandenjoyin constructions such as (1).

1) Peter finished the cigarette.
Peter finished his beer.
Peter enjoyed the ice-cream.
Peter enjoyed the book.

oo o

The verbs in (1) take on different meanings depending on their local syntactic context (Pustejovsky,
1991, 1995). The meaning 6ihish varies depending on whether its objectcigarette or beer.

(1a) usually means (2a) and (1b) usually means (2b). Along the same lines, one enjoys eating an
ice-cream and reading a book (see (1c,d) and (2c,d)).

(2) Peter finished smoking the cigarette.
Peter finished drinking his beer.
Peter enjoyed eating the ice-cream.
Peter enjoyed reading the book.

aoopw

Verbs likefinish or enjoyselect for an argument that denotes an activity or an event. Such an ar-
gument can be realized (for instance) as a VP complement (see (2)). Hotueigbrand enjoy

can also occur with an NP complement denoting an artifact (see (1)). In this case, the complement
must betype shiftedrom artifact to activity or event in order to conform to the verb’s semantic re-
strictions (Jackendoff, 1997; Partee, 1992; Pustejovsky, 1991, 1995). Pustejovsky (1991) dubs this
phenomenotogical metonymyRoughly, logical metonymy occurs when a subpart of an event or
entity ‘stands for’ the event or entity itself. In example (taarettestands for the event of smoking

a cigarette and in (1ae-creamstands for the event of eating an ice-cream.

Arguably the most influential account of logical metonymy is the Generative Lexicon (Puste-
jovsky, 1991, 1995). In this framework, artifact-denoting nouns are representpebig structures
specifying key features of the word’s meaning. These features are derivable from world knowledge
but are lexicalized and take part in conventionalized interpretation processes. Qualia structures typ-
ically include a telic role (i.e., the purpose of the object denoted by the noun), an agentive role
(i.e., the event which brought the object into existence), a formal role (i.e., the physical character-
istics that distinguish the object within a larger domain) and a constitutive role (i.e., the relation
between the object and its constituent parts). For example, the telic rblaokis ‘read’, whereas
its agentive role is ‘write’. The formal role dfookis ‘physical object’ (e.g.The book weighs four

Most of the work reported here was carried out while all three authors were based at the Department of Computational
Linguistics at Saarland University, Germany.
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ounce} and its constitutive role is ‘information’ (e.grhis book is interesting The telic and agen-
tive roles are central in Pustejovsky’s account of logical metonyiwhenfinishcombines with an
artifact-denoting object noun, a metonymic interpretation is constructed in which missing informa-
tion is provided by the qualia structure of the noun. More technically, the semantic composition of
finish with book causes the semantic type of the noun to be coerced into its telic event ‘read’ (or,
under specific circumstances, into its agentive event ‘write’), and the semantic relation correspond-
ing to the metonymic verb then predicates over this event. This results in an interpretation of (1d)
as (2d).

Qualia representations are intended to captiefaultinterpretations for expressions like (1)
in an otherwise neutral context (Lascarides & Copestake, 1998; Pustejovsky, 1995). A variety of
factors can influence the coercion process and may override the default interpretations. The type of
metonymic verb, the sentential subject, and the broader discourse context within which the sentence
is embedded may all affect the interpretation being recovered (Godard & Jayez, 1993; Lapata & Las-
carides, 2002; Lascarides & Copestake, 1998; Pustejovsky, 1995; Verspoor, 1997). The examples
in (3) illustrate that the sentential subject can have an influence on the interpretation of metonymic
constructions: students typically read books, while authors usually write them. Intuitively,auren
thor is the subject oknjoy the bookan agentive role interpretation bbokis preferred, whereas
with studentas the subject, the intuition is that the telic role interpretation is preferred.

(3) a. The student enjoyed the book.
b.  The author enjoyed the book.

Example (4), taken from Lascarides and Copestake (1998), illustrates the effect of discourse context,
which in this case triggers the non-conventional interpretagamting the book

(4) My goat eats anything. He really enjoyed your book.

It is important to note, however, that examples of contextual influence are exceedingly rare in nat-
urally occurring text. Verspoor (1997) conducted a manual analysis of the lvegiisandfinishin

the British National Corpus (100 million words) and found that 95% of the logical metonymies of
these verbs can be resolved on the basis of information provided by the object of tRe verb.

In contrast to the extensive theoretical literature on logical metonymy, experimental work
devoted to this topic is still very sparse. The results available so far mainly deal with the cost of
coercion (also referred to anriched composition McElree, Traxler, Pickering, Seely, and Jack-
endoff (2001) and Traxler, Pickering, and McElree (2002), for example, investigated the on-line
processing of metonymic expressions and found that sentences like (1) lead to higher reading times
than sentences that do not require coercion, but yield comparable interpretations. This appears to
be in line with Pustejovsky’s (1995) representational account which assumes that coercion involves
the computation of additional structure.

However, it still remains to be shown whether nouns sudboag when serving as the object
of a metonymic verb, indeed elicit a default interpretation sucleading the bookas argued
above), and whether this default interpretation can be overridden by intra-sentential context. The

1The formal or constitutive role are important for deriving the semantics of verbs (see Pustejovsky, 1995 for details).
2A reviewer points out that Veerspoor’s (1997) result might not generalize to other metonymic Begisandfinish
have a particular aspectual structure (they refer to the beginning and end of an event), which restricts the set of pos-
sible interpretations. This is not the case for verbs Bkgoy, which rely more heavily on discourse context for their
interpretation. Further corpus studies are needed to clarify this issue.
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present article addresses these questions by means of a sentence completion study where intra-
sentential context is explicitly manipulated (in contrast to McElree et al., 2001 and Traxler et al.,
2002). We will focus on one aspect of intra sentential context: the influence of the sentential subject
(as in (3)). Note that we will not investigate discourse effects (as in example (4)). On the basis of
our experimental data, we will then propose a computational model which is able to account for the
interpretation of metonymic verbs.

2. Experiment

The following experiment investigates the influence of intra-sentential context on the inter-
pretation of logical metonymy. More specifically, we test the hypothesis that the sentential subject
can determine how a metonymic construction kkgoy the bools interpreted, i.e., which part of
the qualia structure (agentive vs. telic)afokis accessed. We will focus solely on the qualia roles
that are relevant for logical metonymy (ignoring the constitutive and formal qualia roles). We com-
pare sentential subjects favoring a telic interpretation (see (3a)) with sentential subjects favoring an
agentive interpretation (see (3b)). A neutral control condition is also included (see (1)). The experi-
ment uses a full factorial design, crossing the factors metonymic verb and object. This enables us to
test whether different verb-object combinations are subject to the same interpretation preferences.
Previous work has not used such a general setup, but only tested specific verb-object combinations
(McElree et al., 2001; Traxler et al., 2002).

2.1. Method
2.1.1. Participants

Forty-eight subjects were recruited over the Internet by postings to newsgroups and mailing
lists. All were self-reported native German speakers. Instead of individual payment, participants
were entered into a prize draw in which five of them were randomly chosen to receive a prize of
25 euros each. Of the 48 participants, 43 were right-handed. Twenty-two participants were female.
The average age of participants was 26.6 yeais= 7.2, Min = 15, Max = 52).

2.1.2. Materials

The experimental design included 12 metonymic verbs, listed in In Appendix A, Table 5.
These verbs were selected on the basis of the theoretical and experimental literature on logical
metonymy. Some of the verbs require the expletigét’ when they occur with an infinitival com-
plement. In these casesswas included in the materials. Each verb was paired with 18 different
object nouns, each of which was in turn paired with three different types of subject nouns that in-
tuitively trigger the following qualia roles: Telic, Agentive, and Neutral (proper name). Recall that
the Telic role refers to the purpose of an object, while the Agentive role refers to the event which
brought the object into existence.

The nouns in the Agentive and Telic conditions were matched for frequency using counts
from the Frankfurter Rundschau corpus (40 million words of newspaper text). The nouns in the
Telic condition had a mean log frequency of 1.05 per milliSD& .92, Min = —1.23,Max=2.21),
while the nouns in the Agentive condition had a log frequency of 1.03 per millgin={ .88,

Min = —.93,Max= 2.23). The difference was not significafit({l,17) = .002,p > .5). The Neutral
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condition used high frequency first names to ensure that the nouns were familiar to the Subfjects.

mean frequency of the nouns in the neutral condition was 2.12 per mifibr=.12, Min = 1.96,

Max = 2.40)* Appendix A, Table 6 lists the subject-object combinations and the object frequencies.
The design yielded an overall set 8fibject Noun< Metonymic Verbx Object Noun= 3 x

12 x 18 = 648 items. These were divided into six different item lists, each containing 108 items,

such that the number of items per subject noun condition was balanced within each list. Each item

was presented in the form of a sentence fragment consisting of the subject NP, the verb in the past

tense, the expletivesif required, and the object NP. Both NPs were definite. An example stimulus

is given in (5).

(5) DerStudent/ Autor/ PeterbeganrdasBuch ___.
The student / author / Peter began the book ___ .

Subordinate clauses in German require verb final word order, hence the gap is located at the end of
the sentence in (5). Note that in comparable English constructions, the gap would be located in the
middle of the subordinate clause, resulting in a rather unnatural completion task.

2.1.3. Procedure

The experiment employed a sentence completion paradigm and was conducted remotely over
the Internet. Participants accessed the experiment using their web browsers. The browser established
an Internet connection to the experimental server, which was running WebExp 2.4 (Keller, Corley,
Corley, Konieczny, & Todirascu, 1998), an interactive software package for administering web-
based psycholinguistic experiments.

First, participants were presented with a set of instructions in German explaining the experi-
mental task. They were told that they would see a series of sentence fragments on the screen, each
containing a gap, marked by underscores. Their task was to type in a verb that filled the gap, turning
the fragment into a complete sentence. An example fragment with example completions was pro-
vided. Participants were told that they could freely choose their completions. Further instructions
emphasized that participants should rely on first impressions rather than trying to create witty or
original responses, and to complete the experiment at a reasonable pace.

After the instructions, a short demographic questionnaire was administered. The question-
naire included name, email address, age, sex, handedness, academic subject or occupation, and
language region. Handedness was defined as ‘the hand you prefer to use for writing’, while lan-
guage region was defined as ‘the place (town, federal state, country) where you learned your first
language’. The main results of the questionnaire were reported in Section 2.1.1 above.

After submitting the personal details (by clicking ‘OK’) the experiment proper started. Each
participant was randomly assigned to an item list, and the order of the items in each list was ran-
domized such that each participant was presented with a different sequence of items. The items
were presented one at a time. In each trial, a ‘stimulus’ text box (containing the relevant sentence
fragment) was presented below which there was an ‘active’ text box for the participant’s response.

3All the high frequency first names in our corpus were male. This might have to do with the fact that the corpus is
drawn from the newspaper domain.

4The control condition is ‘neutral’ in the sense that we chose proper names which are unlikely to affect the interpre-
tation of metonymic verbs in a systematic manner.

5A detailed discussion of the validity of web-based experiments is provided by Corley and Scheepers (2002), Keller

and Alexopoulou (2001), and Keller and Asudeh (2001), who demonstrate that data gathered with WebExp correlate well
with data from lab-based and questionnaire-based experiments.
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Table 1: Numbers of Telic, Agentive, and Other completions by subject noun. Relative frequencies are given
in brackets.

Completion Neutral Subject Telic Subject Agentive Subject Total

Telic 690 (42 802 (49 220 (13 1712 (.35
Agentive 317 (200 210 (.13) 871  (53) 1398 (.29
Other 621 (38) 626 (.38) 549  (.34) 1796 (.37)
Total 1628  (.33) 1638 (.33) 1640  (.33) 4907 (1.00)

Participants provided their completions by using the computer keyboard. After pressing Return, the
current item disappeared and the next item was displayed. There was no possibility of revisiting
previous items or change responses once Return had been pressed. No time limit was set for either
the item presentation or for the response, though response times were recorded to allow for the data
to be screened for anomalies.

2.2. Results
2.2.1. Main Effects and Interactions

The 5078 completions provided by the participants were postprocessed manually to stan-
dardize them. Irrelevant linguistic material (additional object NPs, adverbials, etc.) was removed,
preserving only the infinitival verb. If no verb was present, then the token was treated as missing data
(3.4% of the completions). The mean number of completions per object NP wassE8-813.7,

Min = 50, Max = 98). The mean frequency per completion per object NP wasSDI=10.1,
Min = 1, Max= 101).

The completions were annotated as Telic, Agentive, or Other following the criteria given by
Pustejovsky (1991, 426-427): a completion was coded as Telic if it referred to the generic purpose of
the object provided in the fragment; it was coded as Agentive if it referred to an event that brings the
given object into existenc®As noted earlier, Pustejovsky (1991) also lists qualia roles other than
agentive and telic (such as constitutive and formal). These roles were not relevant for the purpose
of this experiment, hence such completions were coded as Other.

Annotation was ‘blind’ in the sense that the subject nouns were removed from the items
before the annotators saw them. A random sample of 500 responses was coded by two independent
annotators (native speakers of German). The annotators assigned the same qualia role in 85.6% of
the cases. This figure can function as an upper limit for the performance of a model that predicts
gualia roles (see Sections 3.3 and 3.4). We also computed the Kappa coefficient, a measure of inter-
annotator agreement that factors out chance agreement, which can range from 0 (chance agreement)
to 1 (full agreement) (Siegel & Castellan, 1988). On our sample, we féurd.78 (ASE= .024,

N = 500, p < .001), which indicates substantial inter-annotator agreement and thus validates our
classification criteria. The remaining data were coded by one of the two annotators. All further
analyses were carried out using this annotation.

6Some of the object nouns were ambiguous, égpkcan have an information sense and a physical object sense. In
these cases the completion was used to disambiguate the object noun. The qualia role can then be annotated based on
the disambiguated noun. For exampleiting the bookrepresents the information sensebobk while printing the book
represents the physical sense. Both cases should be annotated as agentive.
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In order to assess the influence of individual design factors (or factor combinations) on the
relative proportions of responses (Telic, Agentive, Other), we employed hierarchical log-linear mod-
els (see, e.g., Howell, 2002), starting with a full design comprising the faStdsgct Nourtk = 3),
Metonymic Verlgk = 12), Object Noun(k = 18), andCompletion(k = 3). The inclusion of the fac-
torsMetonymic VerlandObject Nourenabled us to investigate whether effectSobject Nouran
be generalized across the whole range of experimental items empldyettidition to the Likeli-
hood Ratio Chi Square statistics from the log-linear analyses, we will qualify each effect in terms
of the sample size independent strength-of-association wd&ohen, 1988), which is commonly
reported in the context of multi-way contingency tables. Whiadex ranges from zero to one. By
convention, aw around .1 is taken to indicate a ‘small’ effectwaof at least .3 is regarded as
‘medium’, and aw of at least .5 as ‘large’.

In line with the prediction that the qualia role of the subject noun has an influence on the
interpretation of metonymic verbs, we found a signific&nbject Nounx Completioninteraction
(min. LRCS= 73502; df = 4; p < .001;w = .423). As can be seen from Table 1, there was a bias
towards Telic completions in the Neutral Subject condition; a stronger bias in the same direction
was found in the Telic Subject condition; in the Agentive Subject condition, however, there was a
bias towards Agentive completions. Log-linear contrasts confirmed that the relative proportions of
Telic to Agentive completions differed reliably between the Neutral and the Telic subject conditions
(min. LRCS= 2282; df = 1; p < .001; w = .122), between the Neutral and the Agentive subject
conditions in. LRCS=424.18;df = 1; p< .001;w = .487), and between the Telic and the Agen-
tive subject conditionsnfin. LRCS= 63548; df = 1; p < .001;w = .591). The Other completions
were also affected bgubject Nour(min. LRCS= 9.13; df = 2; p = .01) but the corresponding
effect size was negligiblen(= .045).

The log-linear analyses also established a reliable main effect Completion
(min. LRCS=45.77; df = 2; p< .001;w=.105). This effect is due to the fact that there were fewer
Agentive completions overall than Telic or Other completions (Agentive vs. Talin: LRCS=
26.27; df = 1; p < .001; w = .101; Agentive vs. Othemin. LRCS= 41.30; df = 1; p < .001;
w=.125; Telic vs. Othemnin. LRCS=1.70;df = 1; p=.19;w=.024). This finding, together with
the fact that there was a bias towards Telic completions in the Neutral subject condition, suggests
that the Telic interpretation can be viewed as a default interpretation for the metonymic verbs un-
der investigation. The Agentive interpretation, by contrast, appears to be a non-default interpretation
that requires a specific agentive context. As we will see below, however, these default interpretations
are further modulated by the verb-object combination.

The interactiorSubject Nourx Metonymic Verb<x Completionas well as the four-way inter-
action involving all factors were not reliabl@ ¢ .95 in both cases). This indicates that the overall
Subject Nounk Completioninteraction generalizes (a) to all metonymic verbs and (b) to all verb-
object combinations investigated in this study.

However, there was a significaMetonymic Verbx Object Nounx Completioninterac-
tion (min. LRCS= 57106; df = 374; p < .001; w = .466), as well as a reliabl8ubject Noun
x Object Nounx Completioninteraction (nin. LRCS= 34265; df = 68; p < .001; w = .534).

The former suggests that different verb-object combinations result in different interpretation pref-
erences, while the latter indicates a modulating influence of the object noun @ubject Noun
x Completioninteraction. We will provide more detailed analyses of these interactions in the next

"We believe that this approach is superior to a standard by-item analysis in that it allows for a more detailed specifi-
cation of the conditions that might constrain the effecBabject Noun
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Table 2: Numbers of Telic and Agentive completions by verb-object cluster. Relative frequencies over the
total number of observations per cluster (including Other completions) are given in brackets.

Metonymic Verbx Object Noun

Cluster A Cluster B Cluster C
Completion [N=80) (N=102) N =34)
Telic 987 (.53) 688 (.30) 37 (.05
Agentive 266 (.14) 744 (.32) 388 (.54)

section.
We also found significant interactions @bject Nounx Completion(min. LRCS= 75364,
df = 34; p<.001;w=.428) and oMetonymic Verbx Completion(min. LRCS= 10973;df = 22,
p < .001;w=.165). Since both of these two-way interaction terms are already contained in the more
informative three-wayMetonymic Verbx Object Nounx Completioninteraction, we will refrain
from resolving these interactions any further.

2.2.2. Exploring Complex Factor Interactions

Since the factorMetonymic VerlandObject Nourinvolved a large number of levels (18 and
12, respectively)k-means cluster analysis was employed to further resolvd#tenymic Verbx
Object Nounx Completioninteraction. This procedure identifiés(a number to be specified by
the experimenter) homogeneous subsets of factor levels (or factor level combinations) such that the
variance within each subset is minimized and the variance between subsets is maximized, given a
pre-specified criterion (here, the log-ratio of Telic over Agentive responses per factor combination
was used§. Note that, while the number of clusters has to be fixed a priori, the number of members
per cluster is determined by the clustering procedure on the basis of the observed variance.

For the analysis of th&letonymic Verbx Object Nounx Completioninteraction, we used
k =3, i.e., the clustering procedure was instructed to identify three homogeneous clusters among
Metonymic Verbx Object Nourr 12 x 18 = 216 factor combinations. The resulting clusters had the
following characteristics (see Table 2): Cluster A (80 members) showed a significant bias towards
Telic completions (2-tailed binomigd < .001), Cluster B (102 members) showed no reliable bias
(p=.139), and in Cluster C (34 members), there was a bias towards Agentive complgtians (
.001). The members of the three clusters are listed in Appendix B, Table 7.

This result suggests that in order to predict the default interpretation for a given metonymy,
one has to take the particular combination of metonymic verb and object noun into account: many
verb-object combinations (Cluster B) are indifferent with respect to whether they prefer a Telic or
an Agentive interpretation; some prefer the Telic interpretation (Cluster A), while a small number
prefer the Agentive interpretation (Cluster C). This will be discussed in more detail in the next
section.

We also conducted a cluster analysis to further investigat&tgect Nounk Object Noun
x Completioninteraction k-means clustering witk = 2). We found that the object nouns in the first
cluster N = 6) were associated with a weaker influence of subject noun on the type of responses

8Prior to calculating these ratios, a value of .5 was added to each design cell in order to compensate for zero cell
counts. There were about 7.9% zero counts in the first cluster analysis and about 7.4% in the second one.
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(Telic, Agentive) than the object nouns in the second cludles(12). However, even for the first
cluster, contrasts pointed into the same directions as in the overall analysis (see Table 1).

2.3. Discussion

The experimental results showed that the intra-sentential subject has an influence on the in-
terpretation of metonymic verbs, as evidenced by the interacti@ulofect Nourk Completion We
found that a telic subject favors a telic interpretation, while an agentive subject favors an agentive
interpretation. In the neutral subject condition, a preference for the telic interpretation was found,
which suggests that this interpretation can be considered as the default in an otherwise neutral con-
text.

Pustejovsky (1995) claims that the qualia structure of the object of a metonymic verb deter-
mines the set of its possible interpretations. One interpretation from this set is selected based on the
context the metonymic verb occurs in. This view is compatible with our finding that the sentential
subject has an influence on the interpretation of a metonymic verb.

However, some of our results are not predicted by Pustejovsky’s (1995) account. For example,
we found a reliableMetonymic Verbx Object Nounx Completioninteraction; further analysis
showed that this interaction was due to three major clusters of verb-object combinations: one cluster
exhibited no clear preference for either telic or agentive interpretations; another cluster showed the
expected bias towards telic interpretations, whereas a third (relatively small) cluster displayed a bias
towards agentive interpretations. This can be illustrated with the following example:

(6) a. Peter endured the speech.
b. Peterregretted the speech
c. Peter enjoyed the speech.

(6a) is naturally interpreted as telic, e.g. liagening to the speechvhile (6b) naturally receives an
agentive interpretation, e.g., @iwing the speech{6c) does not seem to have a default interpretation,

it could mearlistening to the speeclgiving the speechamong other things. As it presently stands,
Pustejovsky’s (1995) theory predicts that the interpretation of metonymic constructions originates
from the qualia structure of the object noun, modulated further by the qualia structure of the subject
noun; the verb itself is not assumed to contribute to the interpretation process. The latter appears to
be an oversimplification, as our data clearly indicated an influence of the metonymic verb.

3. Model

Lapata and Lascarides (2002) have proposed an account of the interpretation of metonymic
expressions based on Bayesian inference. They show that this account successfully generates in-
terpretations for metonymic verbs and adjectives that correlate reliably with behavioral data. In
what follows, we will present a model of the experimental data in Section 2 based on Lapata and
Lascarides’s (2002) framework.

3.1. Semantic Interpretation as Bayesian Inference

In many cases, human cognitive processing can be viewed as inference, i.e., as the task
of evaluating the validity of a hypothesis based on evidence from a number of different sources.
Bayesian Inferencies one way of formalizing this process. It relies on the assumption that both the
hypotheses to be evaluated and the evidence for doing@olisbilistic in nature. The Bayesian
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approach to cognitive modeling has been applied in a number of domains, e.g., memory retrieval
(Schooler & Anderson, 1997), language processing (Chater, Crocker, & Pickering, 1998; Jurafsky,
1996; Narayanan & Jurafsky, 2001), concept learning (Tenenbaum, 1999), and reasoning (Oaks-
ford & Chater, 1996). The Bayesian approach falls within the more general framewcakiafal
analysis which is based on the assumption that a cognitive process is optimally adapted to the en-
vironment it operates in and the resource limitations it faces (Anderson, 1990; Chater & Oaksford,

1998).
At the core of a Bayesian approach to cognitive modeling is Bayes’ Theorem:
P(H)P(elH)
7) P(Hle) =
(M PMHle ==

Equation (7) states that the conditional probability of a hypothdsgven some evidence (the
posterior probability) is proportional to the independent probability of the hypothegike prior
probability) times the conditional probability of encountering the evidemgaen thatH is true

(the likelihood). The denominatd?(e) (the probability of the evidence) is constant, and can be
safely ignored in most models. A Bayesian model of a cognitive process assumes that the process
maximizes the posterid?(H|e), i.e., that it computes the optimal solutibhgiven the evidence at

hand.

So far, Bayesian models of human language processing have only been applied to syntac-
tic disambiguation (Chater et al., 1998; Jurafsky, 1996; Narayanan & Jurafsky, 2001). We propose
to extend this approach to semantic processing: faced with an ambiguous input, the processor se-
lects the hypothesis (interpretatioH) that maximizes the posterior probabiliB(H |e), which is
computed using Bayes’ Theorem in (7).

3.2. Modeling of the Interpretation of Metonymic Verbs

Our model of the interpretation of metonymic verbs draws upon Lapata and Lascarides’s
(2002) Bayesian approach. The basic assumption is as follows: when faced with a metonymic
verbv, the semantic processor aims to maximi4gv,s,0), the probability of the interpretation
given the verby and its subjecs and objecto. The interpretation is represented as an infinitival
verb that can occur as a complement of the metonymic veddee (2)). As an example take the
sentencdahe student enjoyed the bodKere, the verlyead is more probable as an interpretation
than the verbwrite, which means thalP(read/enjoy, studentbook) is expected to be greater than
P(write|enjoy, studentbook).

The probabilityP(i|v,s,0) can be broken down as follows using Bayes’ Theorem:

P(i)P(v,s,0li)

P(v,s,0)
We assume that the semantic processor computes the most probable interpretation for a given
metonymic expressiofy, s, 0), which means that it maximizes the posterior probability in (8). This

maximization is denoted by applying the function arg m@ke resulting equation can be simplified
as follows:

(8) P(ilv,s,0) =

| B P(i)P(v,s,0li)
(9) argmak(ijvs0) = argmax—ge "

P)P(vs 0,i)/P(i)
- angmax P(v,s,0)
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= argma¥r(v,s,0,i)
|

In the first step of the derivation, we apply the definition of conditional probability, R@&|B) =
P(A,B)/P(B). In the second step of the derivation, we use the assumption that the denominator is
constant and thus can be eliminated without changing arg tieexmaximum of the posterior.

We can now reorder the joint probabiliB(v, s, 0,i) asP(i,o,Vv,s)® and break it down as a set
of conditional probabilities using the chain rdf:

(11) arg rr?a>P(i,o,v, s) = arg rr?aP(i)P(o]i)P(v]i,o)P(s\i,o, V)

The probabilities in (11) represent the significant effects that were found experimentally (see Sec-
tion 2.2): P(i) corresponds to the main effect Gompletion P(o|i) corresponds to the interac-

tion Object Nounx Completion andP(v|i,0) corresponds to the interactiddletonymic Verbx

Object Nounx Completion The inclusion of the probabilit?(s)i, 0, v) is not justified by the exper-
imental data: there was no significant four-way interaction of all factors. We will therefore make the
following independence assumption:

(12) P(gli,0,v) ~ P(s]i,0)

Under the assumption in (12) the subjealepends on the interpretatiorand the objecb, but is
independent of the metonymic vevb The resulting probability?(s|i,0) then corresponds to the
interactionSubject Nounx Object Nounx Completion which was significant in the experiment.
This yields the overall equation in (13), which we will refer to as fudl Model:

(13) arg mia>P(i,v, 0,8) = arg mia>P(i)P(o|i)P(v|i,o)P(s|i,o)

The model in (13) can be simplified further by assuming that the olgéstindependent of the
metonymic verbv and that the subjedis independent of the objeot

(14) P(v]i,0) =~ P(v|i)
(15) P(gi,0) =~ P(s)i)

These two independence assumptions result in the model in (16), which we will refer to as the
Simplified Model Note that all the conditional probabilities in this model correspond to signifi-
cant two-way interactions in the experiment, vidletonymic Verbx Completion Subject Nourx
Completion andObject Nounx Completion

(16) arg rr?a>P(i,v, 0,S) ~ arg rr?aP(i)P(o]i)P(v]i)P(s\i)

Figure 1 depicts the two models as Bayes nets. A model is represented as a tree, where each node
in the tree corresponds to a variable in the model. Each node is conditionally dependent on all the
nodes that dominate it in the tree. For example, in the Full Magisldependent onando, while

in the Simplified Modelsis dependent only on

9Other reorderings d®(v,s,0,i) are also possible. However, they all result in models that are mathematically equiva-
lent to the one discussed here.
19The general form of the chain rule is:

(10) P(A1,A2,Az,...,Aq) = P(A1)P(A2|A1)P(A3|A2,A1) ... P(An|An_1,An_2,..., A1)
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o
§ o Sov
Full Model Simplified Model

Figure 1L The two models represented as Bayes nets. Each node is conditionally dependent on all nodes that
dominate it.

3.3. Testing against Experimental Data

We determined the parameters of the Full Model and the Simplified Model (see (13) and (16))
by applying maximum likelihood estimation on the set of completions collected in the experiment
reported in Section 2. The following estimators were used:

F(i)

an PO = -
Bloli) — f]f‘(’i’)')
B(vi,0) = f]f‘(’l'o‘)’)

Here,N is the total number of completion$(i) is the frequency with which the completionccurs

in the data setf (0,i) is the frequency with which the objeotand the interpretationoccur in the
same sentence, arfdv,i,0) is the frequency with whick, i, ando occur in the same sentence. The
other probabilities in (13) and (16) were estimated in the same way.

We evaluated the predictions of the model using crossvalidation, a standard evaluation pro-
cedure in machine learning that tests the ability of a model to generalize to unseen data (Mitchell,
1997). Specifically, we applied ten-fold crossvalidation, which works as follows. The data set is
randomly partitioned into ten parts of equal size (called folds). Nine folds are ugeairdsg set
on which the parameters of the model are computed (in our case the estimators in (17)). The re-
maining fold is used atest sefor determining the performance of the model (while the parameters
are held constant). In our case, testing means that for each(tugle) in the test set, we compute
the interpretation that maximizes (13) (for the Full Model) or (16) (for the Simplified Model). This
i is then compared to the completions generated by the participantg $ov). The model scores
a hit if the most probablé is also the most frequent completion in the experimental HaTdis

11n the case of a tie (several tuples with the same highest completion frequency), we counted a hit if the model
predicted one of the tied tuples.
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test procedure is repeated ten times, so that each fold functions as a test set exactly once. In what
follows, we report precision figures averaged over the ten folds.

The Simplified Model achieves a precision of 57.5% in predicting the correct completion for
the 648(v,s,0) tuples (see Table 3). We further evaluated the model using a criterion that is more
in line with the analyses in Section 2.2. We annotated the output of the model as Telic, Agentive,
or Other using the same criteria that were applied when annotating the experimental data. The
Simplified Model now scores a hit if the most frequent completion it predicts farszo) tuple has
the same qualia role as the most frequent completion produced by the experimental subjects. The
model achieved a precision of 73.3% on this criterion (see Table 3).

As a next step, we estimated the parameters of the Full Model in (13), which makes fewer
independence assumptions than the Simplified Model. The same evaluation procedure was applied,
and we found that the Full Model achieves a precision of 53.5% in predicting the correct completion
and a precision of 71.8% in predicting the correct qualia role. The performance of the Full Model
is therefore slightly lower than the performance of the Simplified Model. However, this difference
was not significant, as indicated by the confidence limits in Table 3.

The fact that the Full Model fails to outperform the Simplified Model is not surprising: the
Full Model has more parameters and hence requires more training data than the Simplified Model.
The latter incorporates some independence assumptions which make parameter estimation easier.
To give a simple example, if we assume thai, v, ands are binary variables, then the Full Model
will have eleven parameters, whereas the Simplified Model will only have seven parafAdiaes.
parameter space has a direct effect on the amount of data required for the estimation of model
probabilities. Recall that both the Full and the Simplified Model were trained on the same limited
data set. Then the models were evaluated using cross-validation, which means that the test data was
unseen. This poses more difficulties for the Full Model which relies on the probab#itigis o)
andP(si,0) and consequently on the frequenciés,i,o) and f(s,i,0). These trigram frequencies
are more sparse than the bigram frequentieg) and f (s,i) that the Simplified Model relies on.

The evaluation results for the two models are only meaningful when compared to the perfor-
mance of a Baseline Model. We chose the baseline in (18): this is also a Bayesian model, but one
that uses less information than either the Full or the Simplified Model: it simply predicts the most
probable interpretationgiven an objecb, without taking into account any intra-sentential context
(i.e., information about the subject or the metonymic verb).

(18) arg rr?a>P(i |o)

The same parameter estimation and evaluation procedure as for the other models was applied. The
Baseline Model achieved a precision of 44.6% on the task of predicting the correct interpretation,
and a precision of 62.3% on the task of predicting the correct qualia role. The confidence intervals
given in Table 3) indicate that both the Simplified Model and the Full Model significantly outper-
form the Baseline Model.

Table 3 also includes an upper limit for the task of predicting qualia roles: the percentage
agreement between the two annotators (see Section 2.2). Both models fall short of the upper limit
of 85.6%. Note that an upper limit in the form of inter-annotator agreement is not available (or
necessary) for the task of predicting the correct completion.

12A variable withn Boolean parents containg thdependently specifiable probabilities, whereas a variable without

parents represents the prior probabilities of each possible value of the variable (see Figure 1). Hence the parameters for
the Full Model in this simple example arerl2+ 22 4 22 = 11.
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Table 3: Comparison of three models of metonymy interpretation trained on the experimental data (precision
in percent, with 95% confidence limits).

Criterion Baseline Model Simplified Model Full Model Upper Limit
Completions 46+ 4.6 575+35 535+ 3.7 -
Qualia roles 628+4.5 733+37 718+3.0 856

3.4. Training on Corpus Data

In the model presented here, the interpretation for a metonymic verb is treated as an optimiza-
tion problem: on encountering a vevlwith the subjecs and the objecb, the processor computes
the interpretation with the highest probabilityP(i|v,s,0). The model incorporates minimal repre-
sentational assumptions; qualia structures are not represented explicitly. Instead, the model relies
on probabilities such aB(oli) or P(v|i,0) to determine the optimal interpretation. In the previous
section, we showed how the model probabilities can be estimated from experimental data, i.e., from
a set of completions generated by native speakers. This is a highly idealized way of obtaining prob-
ability estimates; presumably, the language processor does not have access to such completion data.
It is more realistic to assume that the processor extracts probabilities from its linguistic environment,
i.e., from the speech and text it is exposed to on a daily basis. In this scenario, the processor keeps
track of co-occurrence information in its environment, i.e., it records which events co-occur with
certain objects or individuals. For example, authors more often write books, whereas students more
often read them. Books are more often read than written or reviewed, and exams are more often
taken or written than read.

We will assume that the linguistic environment the processor operates in can be approxi-
mated using corpora, large collections of speech or text. The probabilities in our model can then
be estimated from co-occurrence frequencies in a corpus. Such a corpus-based model can then be
evaluated against the completion data that we obtained experimentally. As there was no significant
performance difference between the Full and the Simplified Model, we will base our corpus experi-
ments on the latter. Using the Simplified Model enables us to estimate the model parameters reliably
from the corpus (see Lapata & Lascarides, 2002 for detailed discussion).

The Simplified Model was trained on data extracted from the Huge German Corpus (HGC), a
collection of newspaper texts (200 Million words). Schulte im Walde (2002) generated a parsed ver-
sion of a subcorpus of the HGC using a robust statistical parser (Carroll & Rooth, 1998) that utilizes
a probabilistic context-free grammar. From the parser’s output, Schulte im Walde (2002) created a
database containing frequency information about verbs and their complements. From this database
we estimated the probabilitied(i), P(o|i), P(vli), P(gi) for the Simplified Model (see (16)). In
order to eliminate parsing mistakes, we discarded verb-subject, verb-object, and verb-verb tuples
with co-occurrence frequency smaller than 10. For comparison, we also estimated the parameters
of the Baseline Model in (18) from the corpus.

We then evaluated the Simplified Model and the Baseline Model against our experimental
data (see Section 2.2). Note that the experimental materials were compiled without taking into
account word co-occurrences from the HGC. None of the stimulus sentences occurs in the HGC,
and some of the words we used in our materials were unattested in HGC. For unknown words, one
or more of the probabilities in (16) will be zero and as a ref(ito,v,s) will be zero. We take
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Table 4: Comparison of two models of metonymy interpretation trained on corpus data (precision and recall
in percent, with 95% confidence limits).
Criterion Baseline Model Simplified Model Upper Limit
Precision Recall Precision Recall
Completions 22+38 148+24 495+47 329+34 -
Qualiaroles 3%+55 264+36 669+59 443+32 856

this discrepancy into account by reporting Precision and Recall. Precision measures the number of
interpretations that are correct out of the interpretations the model came up with. Recall measures
the number of correct interpretations out of the total number of experimental items (i.e., including
those materials for which no interpretation was found). The results of the corpus-based model are
summarized in Table 4.

The Baseline Model achieved a precision of 22.2% on the task of predicting the correct inter-
pretation and a precision of 39.6% on the task of predicting the correct qualia role. The Simplified
Model obtained a precision of 49.5% in predicting the correct interpretation and 66.9% in predicting
the correct qualia role. The Simplified Model significantly outperforms the naive Baseline Model
(see confidence limits in Table 4). Precision is substantially lower than recall (see Table 4), which is
due to the fact that the models where only able to make predictions for a subset of the experimental
items (432 out of 648 items). For the remaining items, no corpus predictions were available.

An inspection of the predictions of the model also shows that it often comes up with a plau-
sible interpretation for a metonymic expression which is synonymous but not identical with the
completion provided by the experimental subjects. This affects the evaluation on completions, but
is remedied in the evaluation on qualia roles.

3.5. Discussion

We presented a Bayesian model of logical metonymy for German verbs. Our model is in-
spired by the experimental findings reported in Section 2 and treats metonymy interpretation as an
optimization problem. Two variants of this model were evaluated: the Full Model, which closely
reflects the significant effects found experimentally, and the Simplified Model, which makes addi-
tional independence assumptions. Both models achieved a good fit on the experimental data and
outperformed a Baseline Model that does not take context into account. The Full Model did not
perform significantly better than the Simplified Model, which indicates that the independence as-
sumptions of the Simplified Model do not have a negative impact on its ability to predict the correct
interpretation.

We also trained the Simplified Model on corpus data and showed that it generates inter-
pretations that are in agreement with the experimental data. This result indicates that the task of
interpreting logical metonymy can be performed based on information that is available in the lin-
guistic environment of the speaker. Our model makes no additional assumptions with respect to
how word meaning is represented. Information about qualia structures is indirectly expressed in the
form of word co-occurrences, and the interpretation of a metonymic expression is computed from
the probabilities of its constituent parts. Our results show that these probabilities can be estimated
from experimental data or from corpus data.
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4. Conclusions

The experiment presented in this article demonstrated that intra-sentential context has an
influence on the interpretation of metonymic verbs lémoy. We found that a verb-object combi-
nation likeenjoy the boolis interpreted as agentive or a telic, depending on its subject. This is in
line with predictions from the theoretical linguistic literature (Pustejovsky, 1991, 1995).

However, we also found that specific metonymic verb-object noun combinations differ in
their default interpretations. In our experimental data, we identified three groups of metonymic
verb-object noun combinations: telic default (eendure the speethagentive default (e.gregret
the speech or no default interpretation (e.genjoy the speedhThis result, which is not readily
accounted for in the current theoretical literature, suggestshtbahetonymic verb itsetfonstitutes
an important contextual factor for the interpretation of logical metonymy.

We presented a model using Bayesian inference to account for the interpretation of
metonymic verbs. The model generates the most likely interpretation for a given metonymic verb by
taking into account the verb’s context (i.e., its subject and object). We showed that the interpretations
predicted by the model capture the interpretations generated by native speakers in our experiment.
Furthermore, the model outperforms a simple baseline model that does not take context into ac-
count. We demonstrated that the parameters of the model can be estimated from completion data
obtained experimentally or from corpus data. The latter option seems cognitively more plausible
because, unlike completion data, a natural language corpus may be regarded as an approximation of
the linguistic environment that the language processor has to adapt to.
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Appendix A. Experimental Materials

Table 5: Metonymic verbs used in the experimental materials.

begann ‘began’ bevorzugte ‘preferred’  ertrug es ‘endured’
probierte ‘tried’ wagte ‘dared’ verschob es ‘postponed’
versuchte ‘tried’ genoss es ‘enjoyed’ bereute es ‘regretted’
vermied ‘avoided’ hasste es ‘hated’ ubérstand es ‘survived’

Table 6: Subject-object combinations used in the experimental materials (in brackets log frequencies per
million in the Frankfurter Rundschau corpus).

Telic subject Agentive subject Neutral subject  Object

Kritiker ‘critic’ (1.40) Autor ‘author’ (1.56) Peter (2.40) Buch ‘book’

Manager ‘manager’ (1.59) Sekeetri ‘secretary’ (0.77) Wolfgang (2.29) Brief ‘letter’

Gast ‘guest’ (1.82) Kichenchef ‘chef’ (0.01) Klaus (2.27) Nachtisch ‘desert’
Kunde ‘customer’ (1.24) Barmann ‘bar tende#§.93) Michael (2.24) Cocktail ‘cocktail’
Student ‘student’ (0.94) Professor ‘professor’ (1.79) Hans (2.19) Vorlesung ‘lecture’
Schuiler ‘student’ (2.21) Lehrer ‘teacher’ (1.89) urdien (2.18) Klausur ‘exam’
Journalist ‘journalist’ (1.18) RxSident ‘president’ (2.23) Thomas (2.18) Rede ‘speech’
Enkelkind ‘grandchild’ ¢0.23) GroRvater ‘grandfather’ (0.69) Martin (2.15) Geschichte ‘story’
Musiker ‘musician’ (1.69) Komponist ‘composer’ (0.98) Helmut (2.14) u&t™piece’

Kinofan ‘film fan’ (—1.23) Regisseur ‘director’ (1.35) Dieter (2.07) Film ‘movie’

Pianist ‘pianist’ (0.94) Spediteur ‘hauler-0.03) Manfred (2.03)  Klavier ‘piano’

Patient ‘patient’ (0.90) Arzt ‘doctor’ (1.64) Andreas (2.02)  Operation ‘operation’
Architekt ‘architect’ (1.15) Maurer ‘bricklayer’ (1.04) Karl (2.02) Haus ‘house’

Galerist ‘gallery owner’ (0.21)  Kiistler ‘artist’ (2.02) Walter (2.02) Bild ‘picture’
Zuschauer ‘spectator’ (2.16) Sportler ‘sportsman’ (1.54) Werner (2.01) Wettkampf ‘competition’
Leichtathlet ‘athlete’ {0.12) Schuster ‘shoemaker’ (0.98) Horst (2.00) Turnschuhe ‘trainers’
Wanderer ‘hiker’ (0.94) Geologe ‘geologist-0.42) Heinz (2.00) Berg ‘mountain’

Politiker ‘politician’ (2.16) Wissenschaftler ‘scientist’ (1.55) Gerhard (1.96) Gutachten ‘review’
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Appendix B. Results of Cluster Analysis

Table 7: Clusters of verb-object combinations generated by the analysis oMébenymic Verb x
Object Nounx Completiorinteraction.

Cluster A (telic preference)
begann Buch, vermied Buch, bevorzugte Buch, genoss Buch, hasste Buch, ertrug Buch, bereute Buch,
Uberstand Buch, genoss Brief, begann Nachtisch, vermied Nachtisch, bevorzugte Nachtisch, wagte Nachtisch,
genoss Nachtisch, hasste Nachtisch, ertrug Nachtisch, verschob Nachtisch, bereute Nabttistind’
Nachtisch, bevorzugte Cocktail, wagte Cocktail, genoss Cockthdrstand Cocktail, hasste Vorlesung,
ertrug Vorlesung, begann Klausur, probierte Klausur, versuchte Klausur, vermied Klausur, bevorzugte
Klausur, wagte Klausur, genoss Klausur, hasste Klausur, ertrug Klausur, verschob Klausur, bereute Klausur,
Uberstand Klausur, ertrug Rede, ertrug Geschichte, begachk, trobierte Stck, versuchte sk, vermied
Stlick, bevorzugte 8tk, genoss $tk, hasste 8k, ertrug Stck, verschob $ick, tiberstand $ick, vermied
Film, bevorzugte Film, genoss Film, hasste Film, ertrug Film, verschob Film, bereute Film, wagte Klavier,
genoss Klavienyberstand Klavier, probierte Operation, verschob Operation, vermied Bild, genoss Bild, has-
ste Bild, ertrug Bild, verschob Bild, hasste Turnschuhe, ertrug Turnschuhe, probierte Berg, versuchte Berg,
vermied Berg, wagte Berg, genoss Berg, hasste Berg, ertrug Berg, verschob Berg, bereutbeBstand
Berg, begann Gutachtembérstand Gutachten

Cluster B (no preference)
probierte Buch, versuchte Buch, wagte Buch, verschob Buch, begann Brief, versuchte Brief, vermied Brief,
bevorzugte Brief, wagte Brief, ertrug Brief, bereute Brieferstand Brief, probierte Nachtisch, versuchte
Nachtisch, begann Cocktail, probierte Cocktail, versuchte Cocktail, vermied Cocktail, hasste Cocktail, ertrug
Cocktail, verschob Cocktail, bereute Cocktail, begann Vorlesung, probierte Vorlesung, versuchte Vorlesung,
vermied Vorlesung, bevorzugte Vorlesung, wagte Vorlesung, genoss Vorlesung, verschob Vorlesung, bereute
Vorlesung,uberstand Vorlesung, bevorzugte Rede, genoss Rede, hassteuBexdtarid Rede, bevorzugte
Geschichte, genoss Geschichte, hasste Geschichte, bereute Gesohiistand Geschichte, wagteuit;
bereute Sitk, begann Film, probierte Film, versuchte Film, wagte Fillberstand Film, begann Klavier,
probierte Klavier, vermied Klavier, bevorzugte Klavier, hasste Klavier, versuchte Operation, bevorzugte Op-
eration, wagte Operation, genoss Operation, hasste Operation, ertrug Operation, bereute Quezegtand”
Operation, begann Bild, probierte Bild, versuchte Bild, bevorzugte Bild, wagte Bild, bereuteiBddstand
Bild, begann Wettkampf, probierte Wettkampf, versuchte Wettkampf, vermied Wettkampf, bevorzugte Wet-
tkampf, wagte Wettkampf, genoss Wettkampf, hasste Wettkampf, ertrug Wettkampf, verschob Wettkampf,
bereute Wettkampfjberstand Wettkampf, begann Turnschuhe, probierte Turnschuhe, versuchte Turnschuhe,
vermied Turnschuhe, bevorzugte Turnschuhe, wagte Turnschuhe, genoss Turnschuhe, verschob Turnschuhe,
bereute Turnschuheibérstand Turnschuhe, begann Berg, vermied Berg, probierte Gutachten, versuchte
Gutachten, vermied Gutachten, bevorzugte Gutachten, wagte Gutachten, genoss Gutachten, hasste Gutachten,
ertrug Gutachten, verschob Gutachten, bereute Gutachten

Cluster C (agentive preference)

probierte Brief, hasste Brief, verschob Brief, begann Rede, probierte Rede, versuchte Rede, vermied Rede,
wagte Rede, verschob Rede, bereute Rede, begann Geschichte, probierte Geschichte, versuchte Geschichte,
vermied Geschichte, wagte Geschichte, verschob Geschichte, versuchte Klavier, ertrug Klavier, verschob
Klavier, bereute Klavier, begann Operation, vermied Operation, begann Haus, probierte Haus, versuchte
Haus, vermied Haus, bevorzugte Haus, wagte Haus, genoss Haus, hasste Haus, ertrug Haus, verschob Haus,
bereute Haugyberstand Haus
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