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The story behind this talk

» Christos contacted me about work done
a long time ago on learning argumentation
strategies

* Remembering that line of work brought

me back to question that’s driven much of
my later research, too

* In this talk | make an attempt to talk
about the different pieces in the puzzle
that I've tried to work on



The Grand Challenge

e Understanding the principles of
communication as rational action

> What should | say to whom to achieve my goals?
e A key problem in Al, philosophy, linguistics,

widely studies in multiagent systems

> Speech act theory

> Signalling games

> Dialog systems

> Argumentation theory

etc



My Small Challenge

e Given what you have observed in previous
communication and action, what is the best thing
you should say from a bounded set of options!?

e This involves:

o calculating what one might say

o tracking success/failure

o generalising over instance experiences
* Problems:

> observations are (mostly) statistical, language is
(mostly) symbolic

> semantic models (mostly) not very practical for
computation, content languages (mostly) infinite

> immediate vs long-term utility, ‘cheap talk”



Learning communication strategies

e My PhD work was about interaction frames

and reinforcement learning over them:
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Learning communication strategies

e Mix of symbolic and numerical
representation
* Problem: modelling communication state

> what determines whether a communication
choice is appropriate?

> only domain-dependent solution provided,
strategy value depending on goals

* Learning over finite sets of pre-defined
options regarding speech acts and content

> though some induction over patterns



Learning communication strategies

request(A, B, X) — accept(B, A, X) — confirm(A, B, X) — do(B, X)

request(A, B, X) — propose(B,A,Y) — accept(A4, B,Y) — do(B,Y)

request(A, B, X) — propose-also(B,A,Y) — accept(4,B,Y) —
do(B, X) — do(4,Y)

request(A, B, X) — reject(B, 4, X)

request(A, B, X) — propose(B,A,Y) — reject(B,A,Y)

request(A, B, X) — propose-also(B,A,Y) — reject(B,A,Y)



Learning argumentation strategies

* MR & Rahwan applied this to argumentation
strategies based on model of interest-based
negotiation

e - - - - =

argumentation |
: challenge justification
roposal —*~ concess:on attack

I

I

I

I

I

I

I

I

I

I

I
\ agr eement -7 execu tion




Example: link exchange simulation

 Early example of social computing
(now slightly outdated)

LIESON v3 0 - Link Exchange Simulation () M. Revatsas (TUM-Al/Cognition Group), 2001-02

gl:agentl > modifyRating{g0:agentl,gD:agent9,1) [81] Time: 00;01:17 Messages: 82
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bad INFFrA controller of "g
InFFrA messages
[{00:00; 44} <END ENCOUNTER >
(00:00:50): <START ENCOUNTER >
{00005 0y initiating message request(g0:agent1,g0: agentd, modifyRating({gd:agentd, g0:agent 1, 0
{00:00:50) g0 agentl> perceived frame updated to
<frame#15/usg [1]/step:0/bind:0)

t[reguest(gD-agent 1, g0 agent0, modifyRating(gd:agentd,g0:agent1,01]

b([]

clll]=
{00005 1) received (as expected) accept{g0:agent®, g0 agent 1, modifyRating(g0: agent, g0 agent 1, 0))
(00005 2) received accept(gO:agentd, g0iagent 1, modifyRatingigd: agent(, g0 agent 1, 0))
{00005 2) . 0wn turn initiated
(00:00:33) selected frame
<frame#16/usa:[2, 3, 2, 2]/step: 1/hind: 0)

Debug Level[o || start || Stop || Reser || Rearaw |

1]
Exit [] Displa InEFrA repository
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<frame(#1/usg:[8, 8, 8, 8]/step -1/bind:0)

1request(y0,V1,v2), accepty 1, Y0, W 2], confirm{yo,y 1,%2), dofv1l,v2)]

B[], [[v0, gOagentl], [v1, g0:agent], [v2, addLlink(gO:agent0, g0 agentl,-2)]], [[W0, g0 agentl], [v1, gO:ag
c[[], [other(y0)@3, number(-2)@3, other(y 1)@3, can(yl,addlink(y1,vQ,-23)@3, existsLink(y 1,W0,-21@4], [othi
<frame#29/usg;[2]/s1ep:- 1/ hind. 0)
t[reguest(gd:agent0, g0iagent 1, addLink{gO: agent 1, g0 agent, 0))]
b([]
],
<frame#4 1jusg:[1]/step:-1/hind: 0)
t[request(gd agent(, g0 agent 1, addLinki{g® agent 1, g0 agent0, -2))]
bi(] i
cf




Expectation networks

e Generalisation of the interaction frames
idea (Nickles & MR)

1
do (C,Y)
do (B, X) —= |
J_ 0.9 delegate (A, C,Y)
Scan(A,Y)
= can(B,X) can(B,X) 1 can(C)Y) / / -
0.1 [C/agent_3] do (A, Y)
accept (B, A, X)
0.7
do (B, X) > can(A,Y)
price=0 0.3
[A/C],[B/A],[C/B] 0.8 1
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Prediction dynamics




Prediction dynamics




(Where) Did we go wrong?

* Novel in terms of modelling semantics in
terms of experience and prediction

e But no account for generation of what is
talked about

* Leads to thinking about what agents mostly
talk about: their own activities

* Most expressive model for modelling
complex activity (while remaining tractable):
blanning

* Tricky: how can you know know what to say

when you first have to compute the things
you might talk about!?



The relevance of planning

 Classical planning problem P=<FIA,G>,
fluents F, initial state |, actions A, goal G

* Extend the above framework (naively) to
accommodate multiagent aspects
o P=<F{A.},{l.},G>: multi-perspective planning
> P=<FA,L{G}>: multi-objective planning
o P=<{F.},{A.},,G>: multi-ontology planning

* lgnore concurrency, uncertainty, execution



Multi-Perspective Planning

* Agents disagree about initial state and action
definitions, but share goal: P=<F{A.},{l.},G>

e Our work focuses on acceptable plans
° p is acceptable wrt KB, and KB, iff

KB, Fp and KB, [Fp

* Belesiotis & MR developed argumentation-
based method based on evaluating individual
agents’ proposals to compute defendable plan

e Scalability achieved by using off-the-shelf single-
agent planners for sub-tasks in the process



Argumentation-based conflict
resolution in planning environments

g

* Plan proposal generated by

single agent (with any
Proposal
Constructed

Assign
Roles

planner)
(e ]
(o) | * Dispute in case of
Arguments Validation~JRUE
Succeeds .
FAL‘SE disagreement,
T o argumentation follows

Conflicts

* Ends in successful defence

of initial proposal or

rejection + belief revision



Application: ArguDem

* A demonstrator for helping robots navigate:

Cursor at:

Human-Robot Dialog

Your options:
The goal is to help the robot reach its destination:
Confirm the plan when you think its correct.

Black squares are obstacles and the robot cannot pass
through them!

The robot cannot move diagonally.

You can now ask the robot to come up with a plan.

Robot says:

1 believe that the following sequence of actions will take me
to my destination:

Robot moves from loc24 to loc34

Robot moves from loc34 to loc33

Robot moves from loc33 to loc32

Robot moves from loc32 to loc22

Robot moves from loc22 to loc12

Robot moves from loc12 to locil

Robot moves from loc11 to loc01

Your options:

Confirm the plan if you think that it's valid. J

* If you think that an action from the list above is not
applicable click on it.




Multi-Objective Planning

* Introduce independent goals: P=<FA,L{G}>
 Strategic problem, acceptability based on
notions of stability and equilibrium

* Problem depends on whether contracts can
be enforced and utility can be transferred

* Like concurrent planning with additional
constraints on plan cost to individuals

* Hard to define meaningful solution concepts
if goals incompatible or agents
untrustworthy



Example

* Delivery domain

B

depot ==

parcel—» .

X

agent _T

utility=reward -
cost

“isolated”
cost: 6/6
(inefficient)

“selfish”
cost: 0/8
(irrational)

Su g

“cooperative”
cost: 4/4
(stable)



Multi-Objective Planning

* Best-Response Planning (Jonsson & MR):

o iterative method of optimising agents’ individual plans
without breaking others’ plans

o computes equilibrium plans fast in congestion games,
restricted to interactions regarding cost

o useful for plan optimisation in unrestricted domains

* Network routing example:
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Application: Trip Sharing

e Hrncir’s system uses BRP to determine joint travel
routes using real-world UK public transportation

data (>200,000 connections)
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Multi-Ontology Planning

o P=<{F.},{A.},|,G>: multi-ontology planning
» Systems like ORS (McNeill & Bundy) address

the issue of creating plans under ontological
disagreement

* But how does this relate to the data agents’
local models come from!?

e Moreover, even if we assume local models
are initially known, how about change?

* These questions bring us back to thinking
about data and symbol grounding



Ontology evolution & language
games

* Anslow’s prototype of co-evolving concepts
through mutual querying

e Concept/relation correlation can be through
symbolic ontologies



’

: tracking objects/events
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* Heterogeneous sensors clustering
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Learning communication strategies

revisited

e Qualitative context mining (Serrano&MR)

* Relate constraints in protocols to outcomes
* Can be used for

o predicting outcomes and adjusting strategies
> identifying misaligned constraint interpretations

> deriving qualitative trust and reputation measures

e A much more generic, simpler view of
interaction frames



Qualitative context modelling

C1 C2
termsWanted, (T) m inStock; (T) my ms
request(A,B,T) prgvide(B,A,T) , termsAccepted(A,B,T)
. Cq
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ProtocolMiner

Open multiagent system

Ai | A t==t Ay
Developer Agents
@ implementations

Design— | OK components

yy @ OK Kernel with
ProtocolMiner

Learning
strategy

ProtocolMiner

@ GUI
|
Theories @ Date set

. li| More options
Learning

algorith m Protocols registered: |cars

Paths for the selected protocol:

[ t d_A(T)->r (A,B,T)>0inStock_B(T)->Calternative_B(T)->cannotOffer(B,A,T)

[ ter d_A(T)->r (A,B,T)->0inStock_B(T)->alternative_B(T)->alternative(B,A,T)->DaltAcceptable_A(T)>

v| termsWanted_A(T)> t(A,B,T)->inStock_B(T)->provide(B,A,C)-> \,B,T)->pri A(P)>1
_A(T)->r A B,T)->OinStock_B(T)->alternative_B(T)->alternative(B,A, T)->altAcceptable_A(T)->te
_A(T)->r (A,B,T)=>inStock_B(T)->provide(B,A,C)->1 - AB,T)->pri _A(P)->1}

Select All H Select None H Join paths H Add label H Accept paths

Symbols [%known]

[v] LUG_BOOT [Missing:0,00%, Distinct: 3]

[v] SAFETY [Missing:0,00%, Distinct: 3]

[v] INSTOCK_B_T [Missing:0,00%, Distinct: 2]

[v] ALTERNATIVE_B_T [Missing:0,00%, Distinct: 2]

v| ALTACCEPTABLE_A_T [Missing:0,00%, Distinct: 2]
[ ] KEEPNEGOTIATING_A_T [Missing:0,00%, Distinct: 2]
[_] PRICEWANTED_A_T_P [Missing:0,00%, Distinct: 2]

[l DInvING 008 Dicti yil

Select All i l Select None ‘ ‘ Add filter \ l Resulits for the consult




Mining agent protocols

persons = 2: F (158)
persons = 4: F (158)
persons = more

I lug_boot = small
| | doors = 2: F (8)

| | doors = 3: F (7)

| | doors = 4: F (8)

| | doors = 5-more: T (105)
I lug_boot = med

| | doors = 2: F (13)

| | doors = 3: F (8)

I I doors = 4: F (13)

I I doors = b-more: T (120)
| lug_boot = big: T (402)



The missing link

e Bottom-up data-driven methods enable us
to build models of ontologies and

strategies

* Top-down specification methods enable
us to structure interaction space,
“compute content”, limit search space

* How can we bring these two sides

further together? With the help of
humans!



The way forward: Social

Computation

* Imagine large-scale, hybrid, heterogeneous
networks of humans and machines

* Crowdsource human intelligence where
computational problem is too hard

» Conversely, support human users with
automation for computation tasks

e Two major projects: SmartSociety and
ESSENCE



™~

SmartSociety SmartSpeiety

e 4-year €6.8M EU FP7 FET
Integrated Project, co-ordinated by Trento

e Aim: building hybrid and diversity-aware
collective adaptive systems to solve
challenging societal problems

e Our focus: social orchestration of multi-
level and overlapping concurrent
computations + learning them from data

° By the way, we're looking for a PhD student
with machine learning/incentives background



Lightweight social orchestration

* Generalised planning and identification of emergent
patterns in networks of computation

e Does this graph remind you of something?



Prediction dynamics




Prediction dynamics




Evolution of Shared Semantics in
Computational Environments

* 4-year, €4M Marie Curie Initial Training
Network, co-ordinated by Edinburgh

e Aim: to exploit human methods for
negotiating, sharing, and evolving meanings
for computational systems

e Our focus: Communication planning from
heterogeneous sensor data and ontology
learning

> By the way, we have funding for | | PhD students
and 4 post-docs (but you have to go abroad)



Conclusions

* Presented a challenge but did not really
propose a solution

e Described various methods for dealing
with different parts of the problem

* Pervasive theme: tension between top-
down and bottom-up methods

* The challenge lies in integrating them —
new types of social computation systems
may help



