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A Framework for Agent-Based Distributed Machine Learning and Data Mining
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Objective: To devise a sufficiently general, abstract view of describing autonomous learning processes in order to
be able to utilise the whole range of methods for (i) rational reasoning and (ii) communication and coordination
offered by agent technology so as to build effective distributed learning systems.

Generic Model of Learning Process

A single iteration of a learning process can be seen as an agent reasoning cycle that has the following structure:
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Can we exploit this to investigate rich forms of interaction between learners in a distributed machine learning system?

Learner Coordination

Integration Matrix Evaluation of Example Merging Operators
The generic learner model allows us to look at the different possibilities for infor- So far, we have experimented with merging the models/hypotheses of different
mation exchange among learners: learners using a contract-net-style approach.
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to a new model formed by using those samples not covered by these clusters

Knowledge exchange problem: what knowledge to exchange, when to exchange applying the own learning algorithm f;.

the knowledge, and how to use received knowledge

Experimental Results

Homogeneous Learners Heterogeneous Learners Performance: Speed Up
3 k-means agents 2 k-means agents and 1 k-medoids agent The m-filter operation, decreases the number of learn-
04 ing samples and thus can speed up the learning pro-
o N cess.
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Conclusion

Even a very simplistic application of MALEF architecture has proven capable of Acknowledgement
improving the performance of individual learning agents.
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