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Abstract

It was recently proposed the use of Bayesian networks
for object tracking. Bayesian networks allow to model the
interaction among detected trajectories, in order to obtain
a reliable object identification in the presence of occlu-
sions. However, the architecture of the Bayesian network
has been defined using simple heuristic rules which fail in
many cases. This paper addresses the above problem and
presents a new method to estimate the network architecture
from the video sequences using supervised learning tech-
niques. Experimental results are presented showing that
significant performance gains (increase of accuracy and de-
crease of complexity) are achieved by the proposed meth-
ods.

1 Introduction

Object tracking is performed in two steps in most track-
ing systems [1-10]. The first step tries to detect active re-
gions corresponding to moving objects in the scene. This
can be done using background subtraction [9], frame differ-
encing or a combination of both [4]. The second stage as-
sociates active regions detected in consecutive frames and
recursively computes the trajectories of the objects to be
tracked. Sophisticated methods have been used to solve this
problem ranging from Kalman filtering to multi hypothesis
tree [5], inference methods using confidence degrees (e.g.,
JPDAF [2]) and particle filters [6].
A different approach is used in the Bayesian network

(BN) tracker proposed in [1]. This tracker is based on
the assumption that region association can be performed by
simple heuristic algorithms most of the time. These algo-
rithms can then be used to track the objects every time they
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appear isolated in the scene. The difficulties are usually as-
sociated with object occlusions including the superposition
of several object regions and occlusions by static objects
belonging to the scene (see figure 1). The low level associ-

Figure 1. Tracking difficulties.

ation methods do not try to solve these difficulties and the
estimated trajectories are broken in these cases. A Bayesian
network is then used to link different trajectories belong-
ing to the same object by assigning them a common label.
Figure 2 shows the trajectories detected by the low level op-
erations and the corresponding Bayesian network (see de-
tails in [1]).
The Bayesian network is automatically built during the

tracking operation and tries to model causal interactions
among the trajectories of moving objects. These links are
then used to estimate the correct labels. Only the most im-
portant interactions should be considered in order to avoid
very complex networks. This raises a difficult problem
since errors in the network architecture may jeopardize the
correct labelling of the detected trajectories. There is a trade
off between modelling accuracy and complexity which has
to be solved. The solution proposed in [1] is poor since it
only considers a maximum of two parents and two sons for
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Figure 2. Detected strokes and Bayesian net-
work.

each node, selected according to an heuristic criterion.
This paper addresses the estimation of the BN architec-

ture from the data using supervised learning methods. The
problem is formulated as a set of binary classification prob-
lems which can be solved by standard Pattern Recognition
techniques. A neural network is then used to classify each
admissible link as relevant or non relevant.

2 The BN Tracker

Object tracking can be split into two levels. Low level
operations can be used to detect active regions in the video
stream and to associate pairs of regions in consecutive
frames. This can be efficiently done when each object is
represented by a single active region and it is not occluded
by other objects. The low level operations produce a set of
trajectory segments (strokes), each of them describing the
evolution of one object or a group of objects in the video
stream. In general, to extract the full trajectory of each ob-
ject it is necessary to link several trajectory segments. This

is equivalent to a labelling operation. This problem can be
solved by assigning a probabilistic label to each stroke. The
interaction among different stroke labels can be modelled
by a Bayesian network. The nodes of the BN are the stroke
labels and the links represent the casual dependencies which
are modelled by conditional probabilistic tables. The best
labelling configuration can be obtained by probabilistic in-
ference e.g., using the junction tree algorithm [8].
Each node xi has a set of admissible labels Li. The set

of admissible labels is recursively computed taking into ac-
count the network architecture. Each node inherits the la-
bels of its parents (see [1] for details).
The BN is defined by the graph (set of casual depen-

dencies) and by the probabilistic model associated to each
node. A critical step is the extraction of the graph from
the detected strokes. A graph with many links accounts for
large number of interactions among different trajectories but
it leads to an intractable inference problem. Thus, a com-
promise between complexity and accuracy is required. We
must be able to account for most of the correct interactions
with a small number of links.
We wish to define a set of links (xi, xj) such that the

network is able to represent the true labelling configuration
with a complexity as low as possible. The network com-
plexity is measured by the number of links. So we want
networks with few links. However, the network architec-
ture is used to compute the set of admissible labels Li for
each node (see [1] for details).
The network is able to correctly represent the data if the

true label of each node xopt
i belongs to the set of admissible

labels
xopt

i ∈ Li (1)

When this condition is false the network does not represent
the data well. LetGo be the graph with the smallest number
of links which verifies (1) and dij a binary variable such
that do

ij = 1 iff xi is connected to xj in Go.
The solution proposed in [1] consists of two steps. First

physical restrictions are used to define the set of admissible
links. Two nodes xi, xj can be connected by a link if

• (causality) the stroke xj starts after the end of xi;

• (maximum occlusion gap) the occlusion time is
smaller than T ;

• (maximum velocity) the velocity during the occlusion
interval is smaller than V .

However the application of the previous conditions leads
to very complex networks. Therefore additional pruning
conditions are applied. In fact, the networks used in [1] only
allow a maximum of two parents and two sons per node.
When there are more than two parents or two children, the
nodes with larger occlusion gap are eliminated.
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Figure 3. Neural network used to validate the
link from xi to xj .

This approach is too restrictive since the network should
be able to allow more hypothesis in complex situations e.g.,
when there are three or more objects being simultaneously
occluded in the same region of the image plane. Further-
more, the heuristic rules should be replaced by objective
criteria derived from data using learning techniques. This
issue is addressed in the next section.

3 Network Pruning

Let s1, ..., sN be the strokes detected in the video stream
and f1, ..., fN the features associated to these strokes (e.g.,
start time, end time, mean velocity). We would like to esti-
mate dij from the data using the features fi, fj associated
to each pair of strokes.
Three criteria are used to estimated dij : i) the occlusion

time, ii) the occlusion distance in the image domain and iii)
a criteria computed using a neural network classifier (see
figure 3). The neural network tries to estimate the binary
variable dij from the stroke features fi, fj . Two features
were considered in this paper (occlusion time and occlusion
distance) although this method can be easily extended to
other features such as color. The neural network used in this
work is a multilayer perceptron algorithm with one hidden
layer (2-5-1), trained with back propagation algorithm. The
cost function used to train the network is

J =
∑

t

∑

(i,j)∈I

[do
ij − dij(fi, fj)]2 (2)

where I is the set of all the links verifying the physical re-
strictions and t denotes time variable.

4 Experimental Results

Experimental tests were performed to evaluate the pro-
posed methods for the estimation of the Bayesian network
architecture. This involves two steps: i) training of the
neural network classifier and ii) estimation of the BN ar-
chitecture and computation of performance statistics. The
statistics used in these tests are the probability of missing

links (false negatives) and the probability of redundant links
(false positives).
Two video sequences obtained with a surveillance cam-

era in an university campus were used. The first sequence
(588 s) was used to train the neural network and the other
(752 s) was used for testing. Both sequences were captured
at a sampling rate of 25 fps. Figure 1 shows an image ex-
tracted from the training sequence as an example.
The video sequences were first processed using low level

operations described in [1] to detect all active regions and
the set of object trajectories. Each trajectory is represented
by a node of the BN. The optimal BN is then manually built
by connecting the nodes corresponding to consecutive tra-
jectories of the same object. This leads to a set of binary
variables do

ij which defines the optimal BN architecture i.e.,
the network of minimal complexity which is able to repre-
sent the data. The number of nodes associated with each of
the video sequences is 720 and 448, respectively.
Figure 4 shows the receiver operating curve (ROC) for

the three methods described in section 3, based on the oc-
clusion time, the occlusion distance and the neural net-
work. The x axis displays the probability of false posi-
tives (complexity) and the y axis displays the hit probability
(accuracy). The curves are obtained by varying the thresh-
old leading to different compromises between accuracy and
complexity. When the threshold is zero only physical re-
strictions (causality, maximum occlusion gap and maxi-
mum velocity) are applied. All the relevant links are au-
tomatically detected by the three methods but the BN has
a vary high complexity. Important savings are obtained by
using the three pruning techniques especially the one based
on the neural network which allows a reduction of 94% of
complexity with a small (1.0%) degradation of accuracy.
Figure 4 also indicates the performance obtained with the
method described in [1] (maximum of two parents and two
sons). The method described in this paper is clearly better
since it achieves higher accuracy with lower complexity if
we choose an adequate threshold.
It is also interesting to study the distribution of the num-

ber of parents and sons associated with each node since this
is also a measure of the network complexity. Figure 5 shows
the histogram of the number of parents for a specific value
of the threshold (the corresponding histogram for the num-
ber of sons is similar in this case).

5 Conclusions

Bayesian networks have been recently proposed as a tool
to model the interaction among the object trajectories in
tracking applications. They allow to disambiguate data con-
flicts arising from the superposition of different active re-
gions (group of objects) or from occlusions. Until now, the
network architecture has been defined using simple heuris-
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Figure 4. Receiver operating curve show-
ing the relationship between hit probability
(Phits) and probability of false positives (Pfp).
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Figure 5. Histogram of the number of parents
per node for theBNarchitecture obtainedwith
the neural network.

tic rules which fail in several cases. This paper presents
an alternative method to estimate the network architecture
from the video sequences using supervised learning tech-
niques. A neural network is trained to classify each admis-
sible link as relevant or non relevant. This procedure allows
a significant reduction of the Bayesian network complex-
ity and an increase of the accuracy compared with previous
works.
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