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Abstract

This paper addresses the problem of estimating face ori-
entation from automatic detection of salient facial struc-
tures using learned robust features. Face imagettes are de-
tected using color and described using a weighted sum of
locally normalized Gaussian receptive fields. Robust face
features are learned by clustering the Gaussian derivative
responses within a training set face imagettes. The most
reliable clusters are identified and used as features for de-
tecting salient facial structures. We have found that a sin-
gle cluster is sufficient to provide a detector for salient fa-
cial structures that is robust to face orientation, illumina-
tion and identity. We describe how clusters are learned and
which facial structures are detected. We show use of this
detection to estimate facial orientation.

1. Introduction

We are interested in automatically determining which fa-
cial structures can be most reliably detected under varia-
tions in illumination, position, orientation and human iden-
tity. Our objective is to obtain a set of facial structures that
can serve as landmarks for tracking and recognition of facial
expressions. We employ a fast, pixel level, detection algo-
rithm to isolate and normalize the face regions. Normalized
face images are described by calculating a vector of scale-
normalized Gaussian derivatives at each pixel. Salient facial
structures are detected using linear combinations of these
descriptors. Such functions are learned using K-means clus-
tering of the Gaussian derivative responses obtained from a
set of training images. The resulting clusters specify linear
combinations of Gaussian derivatives that act as detection
functions for facial features that remain salient under varia-
tions in pose, illumination and identity.

2. Approaches to Facial Structure Detection

Facial structure detection may be performed using global
or local features. A popular method for global analysis of
face images is to project a normalized image into a lin-
ear subspace determined using a technique such as princi-

pal components analysis (PCA) [12]. However, projection
highly sensitive to small changes in face position and im-
age scale, as well as partial occlusions and as a result has
proved unusable in real systems. In general, global tech-
niques such as projection to a principle components space
tend to be sensitive to partial occlusions as well as changes
in identity.

An alternative is to measure the relative position of
salient anatomical facial structures such as eyes and lips [2].
The challenge is that such facial structures are difficult to
detect in a general manner. Most authors rely on complex
adhoc operations that tend to be highly sensitive to environ-
mental conditions.

We define salient features as features that draw attention.
Features isolated in a dense feature space are salient fea-
tures [18]. Determining such local feature points can be
performed by partitionning the face image into several re-
gions, by using textons as in [8] or finding generic features
[4, 10, 11]. Facial structures detection can be done using
eigenfeatures [15], blobs [16] or saddle points and maxima
of the luminance distribution [17]. But such descriptors are
sensitive to illumination and provide an overabundance of
points, which can lead to accumulation of errors. Interest
points are not robust to pose, and are not well adapted to
deformable objects such as the human face.

Our objective is to design descriptors that are robust to
illumination, scale and orientation. Such a description can
be obtained using Gaussian Derivatives, as well as Gabor
Wavelets to describe the appearance of each local neighbor-
hood.

Gabor wavelets provide a very general description func-
tion as presented in [3], [14], [7] and [9]. Unfortunately,
normalized Gabor wavelets tend to be very expensive to
compute.

Similar information can be obtained from a vector of
Gaussian derivatives, with the advantage the very fast
techniques exist for computing scale normalized Gausian
derivatives [13]. We employ such a description to compose
a detection function for salient facial features that is invari-
ant to scale, orientation and illumination intensity.

Our approach is composed of several steps. First we em-
ploy a robust face tracker to detect and normalize the image



of the face. This step, described in section 3, provides a
substantial reduction in computation time. Scale normal-
ized Gaussian Derivatives are then computed using a fast
pyramid algorithm [13]. Weighted sums of Gaussian deriva-
tives are then used to detect pixels that correspond to salient
face regions. The weighting functions are learned by a pro-
cess that selects combinations of Gaussian derivatives that
correspond to the regions that can be detected in the faces
of a maximum number of individuals see from a maximum
number of viewing directions. This learning process is de-
scribed in section 4. Face orientation is estimated from the
relative positions of the salient regions, as described in sec-
tion 5. Experimental results using the Pointing ’04 face data
base are provided in Section 6.

3. Face Image Normalization

We employ a robust video rate face tracker to provide an
initial detection and normalization of a face region to a face
imagette. Our tracker uses pixel level detection of skin col-
ored regions using a Bayesian estimation of the probability
that a pixel corresponds to skin based on its chrominance
[6]. This process is described in this section.

3.1. Pixel Level Detection and Tracking using Skin
Chrominance

To detect the face, we first detect skin regions in the
image using a probabilistic detection of skin chrominance.
We compute chrominance by normalizing the red and green
components of the RGB color vector by the intensity
(R+G+B). Normalizing intensity removes the variations due
to angle between the local surface normal and the illumina-
tion source. Photons reflected from skin will exhibit a pre-
cise value of (r,g) that is determined by the skin pigment
and the illumination spectrum. The conditional probability
densities for the (r,g) vector for skin regions and for all the
image can easily be estimated by histograms. Bayes rule
shows that the ratio of these histograms provides a lookup
table that maps (r,g) to the conditional probability of skin���������
	������������� ������� .
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Face position and surface extent are estimated using mo-
ments and tracked using a zeroth order Kalman Filter. The
tracking process provides a region of interest (ROI) that per-
mits processing to be focused on the face region. Tracking
reduces computational cost and improves resistance to dis-
traction by background clutter.

In each image, the skin probability image is calculated
within the predicted ROI by table lookup as described
above. Pixels within the ROI are then multiplied by a Gaus-
sian predicted by tracking. This step, inspired by robust
statistical techniques, improves robustness to background
clutter [6].

Both the tracking process and face normalization are
based on moments. The first moment (center of gravity)
provides a robust estimate of face position, while the sec-
ond moment provides a measure of the width, height and
slant of the face. The first and second moments of the face
are used to normalize the face position and orientation, as
well as the size of the imagette that represents the face.

We estimate first and second moments with the following
formulas (2):
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3.2. Performance of the Face Tracker

To initialize our face tracker, we employ either the user’s
selection on the frame, or a generic ratio histogram. The
choice of the number of histogram cells used to form the
lookup table for skin detection is an important parameter.
Histograms with too few cells will not properly discrimi-
nate skin from similar colored surfaces such as wood. In-
versely, using too many cells renders the process overly sen-
sitive to minor variations in illumination spectrum as well as
skin blemishes. We have empirically observed that (r,g) his-
tograms on the order of ranges 32x32 cells provides a good
compromise for face detection. A more thorough analysis
is provided by [1].

The face tracker has been carefully optimized to run at
real time, and can process 384x288 pixel images at video-
rate on a 800 MHz Pentium processor. Eye detection rate
on representative video sequences can be seen in table 1 and
Figure 1. In this case, an error occurs when the computed
ellipse does not contain an eye visible in the image.

An important property for a face tracker is jitter. Jitter
is measured as the square of the difference in position and
size of the detected pixels of the face when the subject is
not moving. We have calculated the variance of the mo-
ments of the position and size of the detected face region



Table 1. Eye detection rate

Sequence Number of images Eye Detection rate
A 500 99,9 %
B 700 99,8 %
C 580 94,2 %
D 300 93,1 %

A : Head slow translation
B : Head fast translation
C : Head zoom and inclination in the plane
D : Head pitch and yaw

Table 2. Stability of the position and the size of the
detected face

Pose Front Half-profile Profile
X Center 0,31 % 1,13 % 3,23 %
Y Center 0,64 % 1,05 % 1,58 %

Width 0,55 % 1,08 % 1,38 %
Height 0,64 % 1,14 % 1,38 %

on sequences of 20 seconds taken when the subject’s head
has a certain pose and is not moving. Results are shown in
Table 2. We observe that many of the errors occur when the
subject is in profile. In this case, detection of the neck can
modify the detected region.

Figure 1. Example of face tracking. First and
second moments provides an ellipse which
delimits the face in the image

3.3. Normalized Face Imagette

The process described above provides a gray scale (in-
tensity) imagette of the face that is normalized in position
and size. Intensity, computed as sum of R+G+B, provides
stable salient features based on facial structures. Normal-
izing the moments of the face imagette allows us to restrict
processing to a fixed set of positions and scales, thus reduc-
ing computation time, as well as providing a fixed number
of operations for each face.

Figure 2. Face Image Normalization

4. Generic Face Features Selection

In this section, we search for facial features robust to
changes in illumination, pose and identity. We show how
to describe an image with receptive fields, then how to au-
tomatically learn facial features with clustering and finally
determine salient regions of a face.

4.1. Normalized Receptive Fields

Gaussian derivatives provide a feature vector for local
appearance that can be made invariant. We use a five di-
mensional feature vector computed at each pixel by com-
puting the convolution with the first derivative of a Gaus-
sian in x and y direction ( ;U) , ; @ ) and the second deriva-
tives ( ;?)E) , ;?) @ and ; @A@ ). We use grey-level image of the
face to be robust to chrominance variations of lights (sun,
neon lights,...). We do not use the zeroth order Gaussian
derivative in order to remain robust to changes in illumina-
tion intensity. Derivatives of higher order have been found
to contribute little information for detection [5].

The feature vector ( ; ) , ;?@ , ; )E) , ; ) @ , ;?@A@ ) describes the
local appearance of a neighboorhood and is determined us-
ing Gaussian derivatives that are normalized to the char-
acteristic scale at each pixel. An example of feature vec-
tor of a pixel can be seen in Figure 3. The characteristic
scale at each pixel is determined with the local maximum
of the Laplacian as function of scale (the scale parameter
of the Gaussian), as proposed in [21]. The normalization of
face image into an imagette allows us to reduce the range in
which the characteristic scale is searched. Two neighboor-
hoods similar in appearance are close in the feature space.
We use a fast, pyramid based, process for determining scale
normalized gaussian derivatives [13].

4.2. Learning robust feature detectors by clustering

The vector of Gaussian derivatives form a feature space.
In order to provide a distance metric, Gaussian derivative
vectors may be normalized by their variance taken from a
sample set. The vectors of Gaussian derivatives from face
imagettes taken from a variety of viewing angle form clouds
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Figure 3. Appearance based feature vector

in this feature space. Each such cloud corresponds to a lin-
ear combination of Gaussian derivatives that do not change
as viewing angle changes. Such clouds may be detected
using K-means clustering.

A clustering algorithm, such as K-means can be used to
determine a local description of appearance for specific fa-
cial structures. The center of gravity of a cluster can be used
to determine the coefficients for a linear classifier. The mass
of the cloud provides the basis for the determining the suit-
ability of the cluster. Ideally we want clusters that have a
low mass in each image (i.e. that correspond to a few spe-
cific facial structures), but a high overall mass in a set of
training images taken from different viewpoints. Gaussian
derivative vectors that satisfy both criteria are ideal for ro-
bust facial structure detection. Our experiments have shown
that such clusters are sufficiently robust that even a single
cluster can provide a robust detector for salient facial struc-
tures.

4.3. Robust Facial Structures

Applying clustering to the feature vectors for multi-
ple images from several faces provide appearance clusters
for background, hair and different skin regions as well as
salient facial structures. For each pixel, we determine the
most likely cluster using a sum of squared difference from
the cluster center. The squared difference of each Gaus-
sian derivative is normalized by the overall variance of that
derivative. The sum of the squares of the normalized dis-
tance provide a similarity metric.

The process of robust facial structures detection is shown
in Figure 4. Each pixel is assigned to the most likely cluster
as defined by the smallest normalized distance. If the nor-
malized distance is greater than a threshold, the pixel is as-
signed to a ”background” class. Adjacent pixels in the same
class are detected by connectivity analysis and grouped to
form image regions. These image regions correspond to
salient facial structures such as the eyes, nose, mouth and
chin.

Detection using this method can give rise to a number of
small spurious detected regions. These can be eliminated by
using a bounding box of the region as defined by the con-
nected components algorithm. Regions with a small bound-
ing box are eliminated. The remaining regions correspond
to salient facial structures. Connected components analy-
sis also provides some geometrical information about the
detected regions. The first and second moments of the con-
nected components provides information about position and
extent. This information can be reprojected to the original
image.

Figure 4. Robust facial structures detection
process

Face image normalization,
Mapping : Regions in red and green are considered as
salient robust facial structures and reprojected into a

binary map,
Connected components analysis

5. Pose Estimation

Head orientation, or pose, is determined by 2 angles, the
vertical angle V�W and the horizontal angle VDX . A dense sam-
pling of appearance space, such as provided by the Point-
ing ’04 database, makes it possible estimate these angles by
image classification. A more precise estimate requires geo-
metric calculation based on the relative image positions of
salient image structures. These two methods may be used
in a complementary manner, with the coarse estimate ob-
tained by classification used to initialize a refined calcula-
tion based on image position of salient facial structures.

In this section we discuss how to compute this more re-
fined calculation based on the relative image positions of
salient facial structures.

5.1. Detecting Eyes

The position of salient facial structures using the method
described above can vary with respect to image pose, as il-
lustrated in figure 5. Even for a particular viewing angle, a
particular robustly detected salient facial structure may oc-
cur at different relative positions for different subjects. For
example, figure 6 shows the eye positions detected for sev-
eral people. Our conclusion is that the simple position of



robust facial structures is not sufficient to allow direct struc-
ture identification.

Figure 5. Facial structures position variation
for one person when the pose is changing

Figure 6. Eyes postion variation for 3 subjects
when the pose is changing

We use a bayesian classifier to identify detected regions
corresponding to particular salient facial structures. We es-
timate the probability that a bounding box contains a partic-
ular facial structure. Eyes have been found to be the most
salient of facial structures (see Section 6.3 for details). Fur-
thermore, knowing their position in the face provides strong
geometric constraints for searching for other facial struc-
tures. Thus our first step is to identify the bounding boxes
that correspond to the eyes.

There are three possible configurations of detected eye
regions for bounding boxes that contain eyes :
1) One bounding box for each eye
2) One bounding box for both eyes
3) One bounding box for one eye. This situation appears
when the face is turned so that only one eye is visible from
the camera.
Giving a configuration, we compute the probability that
each bounding box corresponds to an eye. Configurations
are tested in the order of the three configurations listed
above. The bounding box containing eyes are selected with
a winner-takes-all process using Bayes rule. Eyes are iden-
tified and their position is given by the center of gravity of
the bounding box in configurations 1 and 3, and extremities
of the bounding box in configuration 2.

5.2. Computing Head Pose

In this section we discuss how to compute V X and V W
using robust facial structures. Because of facial symmetry,
horizontal pose can be estimated with positions of both eyes
with regard to the face. The trigonometric computation of
the horizontal angle is shown figure 7. We obtain the fol-
lowing equations (3):

Figure 7. Horizontal pose computation
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The relative position of eyes is not sufficient to estimate
the vertical pose V W . Because of the variation of eye posi-
tion in the face when V W � V X �,g due to the subjects,
specifying eyes position for V W �hg is a difficult task. This
problem can be bypassed by calibrating an eyes position at
V W �ig for each subject, but the system becomes dependent
on identity. We must use positions of other robust facial
structures to estimate the vertical pose. But as with eyes,
positions of salient structures in the face varies with identity.
Furthermore, even for human eyes, a 15 degrees difference
in vertical orientation is not apparent. A solution would be
to consider distances between other facial structures.

6. Experimental Results and Discussion

6.1. Training data

The choice of a good database is essential for proper
learning. To detect salient facial structures that are robust
under changing conditions, we used two front images of
15 subjects to learn feature vectors. Subject were 20 to 40



Table 3. Recall / Precision in % when changing the
head orientation in the training process
Results obtained with a detection threshold of 0.25

Images Frontal Near-Frontal All
Person 1 36,7 / 30,1 40,9 / 4,8 31,1 / 24,6
Person 2 34 / 35,4 35,6 / 4,1 35,2 / 6,7

years old. Five subjects have facial hair and seven people
wear glasses. Non-frontal images can introduce noise in the
data, because some facial structures have different appear-
ances in different poses. As an example, the experiments
from two subjects are shown in Table 3. Front pose provides
more generic appearance for salient facial structures, which
remain robust on multiple poses after learning, whereas pro-
file images provides appearance for salient structures in pro-
file, but not for front.

To remain robust to changes in identity, we have used
images from 15 different people from the Pointing ’04
database. These subjects may be grouped into two classes:

j Class A, in which the face is typical with regard to peo-
ple in the database. In the Pointing ’04 data, 73% of
the subjects have white skin, European facial structure
and no beard.

j Class B, in which the face is atypical in some respect.
Examples of atypical faces from the database include
those who wear glasses, have a beard or have a slightly
different skin pigment. In the Pointing ’04 data, 27%
of the subjects have darker skin, oriental facial struc-
tures or a beard.

We have observed the following results from the learning
process:

j The clustering C(A) is performed only with faces from
class A.
- Regions obtained for facial structures of a subject a A are significant and robust.
- Regions obtained for facial structures of a subject b B are less significant and more noisy.

j The clustering C(A+a) is done with people belonging
to class A and a new subject (a) also belonging to class
A. Regions obtained for facial structures of the subject
(a) are less robust than those obtained with the pre-
vious clustering C(A), indicating that robustness de-
creases as we add subjects.

j The clustering C(A+b) is done with people belonging
to class A and a single subject (b) belonging to class B.
Regions obtained for facial structures for the subject

Table 4. Results obtained with 30 front images and a
detection threshold of 0.4

Number K 2 3 5 7
Recall 11,7 % 22,7 % 70,7 % 30,7 %

Precision 2,3 % 13,1 % 18,2 % 21,5 %
Number K 10 15 20

Recall 40,2 % 12,2 % 6,1 %
Precision 47,7 % 57,3 % 11,7 %

(b) are less noisy and more salient than those obtained
with the previous clustering C(A).

These observations can be explained in the following
way. The clustering C(A) performed with ”common” faces
provides better results on subjects of class A, than subjects
of class B. Therefore the clustering C(A) is not well adapted
for subjects of class B. We must then use other people in our
learning process to remain robust to changes in identity.

Adding a new subject a from  A in the clustering does
not bring much additional information, even on the subject
(a). Furthermore, it can lead to a degradation of robust-
ness and more noise, because the method becomes special-
ized for people from the class A, degrading independence
to identity. The method may be said to ”overfit” the training
data and lose generality.

Adding a new subject b  B provides better detection
of facial structures on (b), whose appearance differs from
those of class A. Clustering C(A+b) adapts to the image
of the face of (b) without becoming specialized. Further-
more, salient facial structures are more often detected with
C(A+b) than with the clustering C(A).

6.2. Influence of the number of clusters

The clustering step gathers feature vectors into K clus-
ters. This step is an important part in the learning process.
Therefore, the choice of the number of clusters K is crucial.
If K is too small, appearance clusters won’t be discrimina-
tive enough to detect salient facial structures. If K is too
big, regions will be too small and too unstable in the image.
During our experiments, we tested several K and obtained
good results with K = 10. Resulting images with different
number of clusters can be seen in Figure 8.

To measure the recall and the precision for each differ-
ent K, we have employed a 10x15 grid on the normalized
imagette of the face (see Table 4). Cases in the grid are
manually labelled as follows : 1 if the case contain a facial
salient structure, 0 otherwise. During the tests, a case of
the grid gets the value 1 if the ratio of the number of salient
cluster pixels in the case over the total number of pixels in
the case exceeds a fixed threshold. This threshold is called



Table 5. Recall/Precision with regard to detection
threshold

Detection Threshold 0,1 0,25 0,4
Recall 46,3 % 34 % 23,2 %

Precision 22,2 % 25,4 % 26,9 %
Detection Threshold 0,5 0,66 0,75

Recall 17,9 % 10,3 % 7,5 %
Precision 27 % 27 % 27,3 %

the detection threshold (see Table 5).

Figure 8. Influence of the number of clusters
Regions in red and green are considered as salient robust

facial structures
Top left image is the original image

Top right image is obtained with 5 clusters, which are not
discriminative enough

Bottom left image is obtained with 10 clusters
Bottom right image is obtained with 15 clusters. Regions

are too small to be relevant

6.3. Facial structure detection performance

Tests have been made with representative people under
changing lighting and pose conditions. The pose is deter-
mined by 2 angles (h,v), which vary from -90 degrees to
+90 degrees. Each set contains 93 images of the same per-
son at different poses. The Pointing ’04 database includes
faces with glasses as well as a variety of skin pigments. We
have calculated the detection rate for each structure for four
representative faces (see Table 6).

With an average detection rate of 97 %, eyes are the most
often detected facial structure. Eye appearance does not
vary as much as the other facial structures because of their
spherical shape and thus eyes can be detected under several
points of view. Glasses have little effect on eye detection.

Table 6. Facial structure positive detection rate

Structure Person 1 Person 2 Person 3 Person 4
Eyes 99 % 97 % 98 % 95 %
Nose 70 % 82 % 61 % 82 %
Mouth 85 % 90 % 95 % 85 %
Chin 84 % 88 % 91 % 84 %
Specificity - Glasses Beard Matt skin

The salience of a mouth improves when it is surrounded by
a beard and thus mouth detection is slightly better than eye
detecion for bearded subjects.

For 63% of the observed errors, the head pitch is inferior
to -30 degrees, indicating that the subject is looking down.
This situation represents only 29% of all poses. Indeed, in
this situation, eyes are no more visible in the image, but
only eyebrows. Therefore, we have trained our algorithm
on images on which subjects’ head pitch is inferior to -30
degrees. In this case, the resulting clusters are less discrim-
inating and provides lower detection rate on face images.
As a consequence, some facial structures, such as chin and
eyes, are less salient. Eye detection is 59% less efficient
with the algorithm trained with images of people looking
down. The nose has the worst detection average rate with
74%. It does not have as many symmetry properties as eyes
and its appearance can suffer many variations. That is why
the nose is less often detected than other facial structures.

Figure 9. Examples of facial structures detec-
tion [19]

6.4. Influence of the size of the face imagette

To show the importance of the face image normalization
step, we have measured eye detection rates with different
sizes of the face imagettes. Results of these experiments can
be seen in table 7. Tests have been made on a sequence of
500 images in which the subject moves but has both eyes re-
maining visible on the screen. The head size changes from
50x50 to 20x20 pixels in the sequences.

The last size, 50x50 pixels, corresponds to face image
analysis without normalization, as the face in the sequence



Table 7. Eyes detection rate with regard to the size
of the imagette in pixels

Size 120x200 120x120 60x100 50x50
Detection 98,2 % 97,8 % 94,2 % 1,8 %

has a maximal size of 50x50 pixels. We can see how the
normalizing the first and second moments of the imagette
enhances the detection rate. This provides the ability to deal
with 20x20 pixels images of the head, such as panoramic or
wide-angle public cameras images. When this operation is
not performed, regions will be more imprecise and may not
be found. Increasing the size of the normalized face image
increases the accuracy of structure detection in the original
image of the face. For our experiments, the face imagette
has a size of 60x100 pixels.

6.5. Pose Estimation

Due to difficulties in estimating the vertical pose, we
have only estimated the horizontal pose. Absolute differ-
ence between the real and the estimated horizontal angle V X
has been computed for all 1395 images of fifteen subjects in
the Pointing’04 database. Mean absolute error in degrees of
the horizontal angle for each pose is represented figure 10.

Figure 10. Mean absolute error in degrees of
horizontal angle at each pose

Mean error of the horizontal angle does not vary much
as vertical pose changes. When � V X ��kl�nmpo o, mean error
drops to 15 to 5 degrees. But at � V X ��qrm�o o, mean error can
reach 90 degrees. There are several explanations for this
observation.

First, in the case only one eye is visible at the screen,
which roughly corresponds to � V X �:qlstmpo o, estimating

the horizontal pose becomes difficult, because the other eye
cannot be seen. As we need two position for eyes to esti-
mate V�X , the computation of the horizontal pose can not be
made accurately. Furthermore, the fact that people do not
have the same distance between eyes makes the prediction
of the position of the other eye inaccurate and computing
the horizontal angle is even more difficult.

Another problem is the neck detection. The user’s neck
can be detected or not as part of the face because of its
chrominance. In profile, detecting the neck disrupts face
orientation estimation and can modify the slant angle of the
face in the image plan. As the horizontal pose estimation
relies on the face estimation, the neck also yields a false
estimation for the horizontal pose.

An additional problem is caused by hair. Hair are the
part of the face that vary the most with regard to identity,
degrading invariance to identity. When the user is in profile,
hair is more visible in the image. Finally, A mesh of hair is
sometimes detected as an eye, and this detection provides a
false estimation for the horizontal pose.

Conclusions

We have proposed a new approach to detect salient facial
structures in a manner that is robust to changes in viewing
angle, illumination and identity. The imagette containing
the face is normalized in scale and orientation using mo-
ments provided by a face tracker. Each pixel in the face
image is associated with an appearance cluster. One partic-
ular cluster stands for salient robust face structures which
are: eyes, nose, mouth, chin. We have tried to extract and
exploit a maximum of information provided by a single im-
age of a face and to limit the loss of generality.

Detected regions can be delimited with rectangles in the
image. Identifying facial structures using positions relative
to the face image is difficult because multiple variations of
structures are possible.

These variations are due to changing orientation, facial
expression of emotion and especially identity. A Bayesian
classifier is used to identify the regions. Eyes have been
found to be the most salient of the facial structures. They
can be used to obtain a coarse estimation of the horizontal
pose, but are not sufficient to compute vertical pose. Be-
cause of variations in the structures in the face with regard
to the identity and the pose, vertical pose is difficult to ac-
curately estimate.

Mean error for the horizontal pose does not vary with
vertical angle. Error reaches 5 to 15 degrees when � V�X �'kl�mpo o, but increases when � VDX �lqum�o o. This is due to the
fact the horizontal angle is hard to estimate with only one
eye visible on the image and that the neck detection disrupts
the face estimation. Hair can also be misclassified as eyes.
All these observations tend to show that the robustness to



identity is the most difficult criteria to respect.
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