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In the last years an increasing interest in the virtual 
reconstruction of architectural scenes has produced new 
and useful computer graphics and computer vision 
applications. In this document the state of the art of this 
field is presented and the most relevant techniques are 
depicted.  
 
These techniques consist basically in the reconstruction 
of virtual 3D models based on real data acquisition from 
buildings (i.e. photographs, range images and video). 
Afterwards, the sensor input is processed by using a 
reconstruction algorithm that estimates depths of the 
elements in the scenes and incorporates techniques 
such as epipolar geometry [1], triangulation [11], 
structure from motion [2], etc. Once the model is 
obtained a rendering step creates a virtual 3D 
representation of the environment including both 
geometry and texture of the objects. Refer to Figure 1 
for an example of the process pipeline. 
 
Virtual modelling methodologies have been implemented 
at different scales, starting from indoors to entire cities. 
For instance, in the accurate reconstruction of 
archaeological and cultural heritage sites in order to 
provide interactive visualization, preserve 
documentation and potential studies of their evolution 
through time. Another interesting application is the use 
of advanced GPS navigation assistants which exploit 3D 
models of urban areas to guide the drivers along the 
roads. (See section 2 for other examples). 
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Figure 1. 3D scene virtual 
Modelling. Basic process pipeline. 
Pictures from [3]. 
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1  Methodologies 
 
 

1.1  Photographs 
 

These techniques solve the problem of the 
building virtual 3D modelling from a sparse set 
of uncalibrated images. Two different 
approaches for modelling have been employed 
for this purpose: 

 
 (a)    (b) 
Figure 2. Methods for modelling scenes 
from a sparse set of still photographs. a) 
Geometry-Based. b) Image Based. [5]. 

  
a. Geometry-Based: Exploits information 

about the building to reconstruct it. 
Compelling models can be reconstructed 
with this technique but they are 
generally based on simple geometric 
primitives (buildings as basic structural 
forms such as cubes, spheres, pyramids, 
etc). As a result, the details of the 
scenes are not really modelled but 
treated as texture. This also requires the 
user participation in the initialization 
stages to manually position the elements 
in the scene, so this step can be labour-
intensive. Refer to Fig. 2a.  

 
b. Image-Based: Real images are used as inputs. The depth map of the building can be 

found semi-automatically using computer vision algorithms such as epipolar geometry 
[1] stereo or trinocular vision among images. An example of this is proposed by [3]. 
Refer to Fig. 2b. 

 
Hybrid approaches combine geometry and image based techniques to produce more accurate, 
and photorealistic results by using strengths of both methods [5],[7]. Constraints of 
parallelism and orthogonality of the architectural scenes are commonly present in the models 
[4]. This assumptions help to simplify the camera calibration and the model recovery methods.  
 
The modelling systems start with the camera calibration [6] (estimation of intrinsic and 
extrinsic parameters) for each viewpoint if they are not known. This procedure generally 
requires human intervention to help in the buildings’ localization such as giving objects edges 
or generating a basic volumetric model of the scene. Consequently, the associated projection 
matrices (refer to eq. 1) of each camera are computed and pairs of images are matched to find 
correspondence maps among them. These maps are then linked together with all the 
correspondences of different viewpoint pairs to obtain an accurate depth map of the scene. 
These maps are used to generate triangular surfaces meshes and finally render the 3D model 
in a virtual environment including additional texture data from the photographs.  
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Equation 1. The projection from a three dimensional space to an image can be represented in 
homogeneous coordinates by a 3x4 camera projection matrix P. 
 

PMm =λ  (2) 
 

Equation 2. Simplified form of eq. 1. M are the homogeneous coordinates of a 3D point and m 
are the homogeneous coordinates of the image point.  
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Further techniques have been used to realistically render the 3D model virtual viewpoints.  An 
example is called view-dependent texture mapping [5] and basically what it does is to 
interpolate the textures from the available images from the scene depending on each user’s 
point of view. Results of this approach are depicted in Figure 3. 
 

 

 

 
(a) 

 
(b)      (c) 

Figure 3. a) Examples of photographs used in the building reconstruction. b) 
Simulation showing the 12 recovered camera positions. c. synthetic view of 
the building. 

 
 

1.2  Range Images 
 
In this approach 3D models of urban scenes are reconstructed using range images [8] which 
are obtained from laser scanners (see triangulation [11]). The scanning methodology can be 
classified in two different types which are stationary and vehicle-borne systems.  
 

a. In stationary systems a laser scanning system is mounted on fixed platforms (i.e. [10]). 
The scenes are measured from multiple viewpoints and then integrated by the 
extraction of similar geometrical features between them. These systems have some 
disadvantages, for instance in data acquisition, range images from consecutive 
viewpoints need to keep a degree of overlay, so the viewpoints’ localization can be 
traced by registering range data. The planning for the selection of the position and 
number of viewpoints in large environments becomes a hard task.  

 
b. In Vehicle-borne systems the laser scanning equipment is mounted on a mobile 

platform and continuously registers range data from the scenes. Each registration is 
integrated in the 3D virtual model according to the vehicle trajectory[9]. One of the 
biggest issues of these systems is the accurate estimation of that trajectory. Some 
alternatives to solve this have been proposed such as the integration of GPS (Global 
Positioning System), INS (Inertial Navigation Systems), and the use of the laser 
scanners also as positioning sensors.  
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Recently the laser technology has developed eye-safe lasers which prevent damage to the 
eyes’ retina and permits the use of this equipment in populated areas. In this methodology, 
photographs of the environment are also obtained as part of the sensor input and then 
incorporated in the model to add textured and more realistic simulations.  Finally there is a 
method of reconstructing 3D models of architectural environments by fusing data from the 
inputs (range, localization and images). 
 
In the next figure an example of a vehicle-borne approach used in terrestrial urban 
reconstruction[9]. This system has three sensory inputs: a Laser scanning system for depth 
map estimation, linear video camera for texture and GPS/INS for trajectory calculation, all 
these are mounted in a vehicle. The results of this research show a very accurate 3D 
reconstruction of a quadrangle. 
 

 
 

 
Figure 4. Vehicle-borne laser system approach (Pictures from [9]). 

 
1.3  Video 

 
3D models of architectural scenes are 
reconstructed with this technique by using 
image sequences. This consists of an 
arrangement of video cameras (1 or more) 
located in a mobile platform (vehicle) and 
translated around the scene working in 
continuous mode to obtain the video data which 
is processed to obtain the virtual model. The 
camera poses for each frame can be estimated 
for example, in a geo-spatial coordinate system 
by using correspondence between each frame 
and GPS/INS data or from the image sequence 
itself using structure from motion techniques 
[2] (or combined as proposed in [12]). Then 
depth maps can be obtained performing stereo 
matching between the images and fused 
together to obtain the three-dimensional 
model.  
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The Structure from Motion techniques are 
computationally costly so an on-line operation 
for 3D reconstruction is not possible in the 

 
 
Figure 5. Dense reconstruction of a  
urban scene using video data. [12]
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current state of research. The common procedure is to store the video data and the 
localization information in hardware (i.e. hard disks), and then after the capture sessions are 
finished, the data can be processed and rendered.  
 
Texture information can also be extracted from the images, so this means that with only one 
passive device (video cameras), depth maps, localization and texture can be extracted 
simultaneously. This technique at the current stages is not as precise as laser data acquisition, 
but it is less expensive than the laser technology. Consequently, the challenges for this system 
are the improvements of the accuracy in the 3D reconstruction from the video data. A 
reconstruction example using this technique is depicted in figure 5. 
 
  
2  Architectural Scenes 
 
All the three previously mentioned methodologies for building reconstruction are used at 
different scales and environments. The selection of any of them depends on the purpose, 
requirements and resources of each particular application. Some applications also include 
combinations of these techniques. In the following section a collection of existing research in 
architectural virtual modelling is classified according to the size and type of the structures 
modelled.  
 

2.1  Indoors 
 

- Projection-based Registration Using a Multi-view Camera for Indoor Scene 
Reconstruction. [13] (Photographs, Image-based)  

- First Experiences with Terrestrial Laser Scanning for Indoor Cultural Heritage 
Applications Using Two Different Scanning Systems.  [15]. (Laser scanning, Stationary 
system) 

- 3D Reconstruction of Indoor and Outdoor Scenes Using a Mobile Range Scanner. [16] 
(Range data, Stationary system). 

 
2.2  Outdoor 

 
2.2.1  Façades  

 
- Automatic 3D Model Acquisition from Uncalibrated Image Sequences [3]. (Image 

based) 
- Modelling and Rendering Architecture from Photographs: A hybrid geometry- and 

image-based approach [5].  
- Solutions to 3D Building Reconstruction from Photographs [7]. (Hybrid approach) 
- Reconstructing Textured CAD Model of Urban Environment Using Vehicle-Borne Laser 

Range Scanners and Line Cameras [9].  
- Extracting Windows from Terrestrial Laser Scanning [10]. (Stationary system) 
- 3D laser measurement system for large scale architectures using multiple mobile robots 

[14].  
 

2.2.2  Aerial Image Analysis 
 

- The utilisation of airborne laser scanning for mapping [19]. 
- Reconstruction of Urban Scenes from Aerial Stereo Imagery: A Focusing Strategy [20]. 

(Photographs) 
 

2.2.3  Urban modelling 
 

- Towards Urban 3D Reconstruction From Video [12].  
- Constructing 3D city models by merging ground-based and airborne views [17] (Laser 

scanning, vehicle-borne) 
- 3D model generation for cities using aerial photographs and ground level laser scans 

[18] 
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