Scope of high-level vision (HLV)

In this section we review developments in Computer Vision which contribute to a wider understanding of the vision task as compared to classical vision tasks such as recognizing or tracking single objects. These developments have to be taken into consideration when designing the conceptual framework for HLV in a cognitive agent as envisioned in the project CogVis.

From human vision it is evident that what we see is interpreted in the light of diverse knowledge and of experiences about the world. The scope of this knowledge - often termed common-sense knowledge - can best be seen when we consider silent-movie watching as a Computer Vision task, for example, watching and understanding a film with Buster Keaton. If a vision system were to interpret the visual information of such a film in a depth comparable to humans, the system would have to resort to knowledge about typical (and atypical) behaviour of people, intentions and desires, events which may happen, everyday physics, the necessities of daily life etc. This is knowledge far beyond the visual appearance of single objects, and a vision system capable of silent-movie understanding clearly has to  solve tasks beyond single-object recognition.

As early as 1955 Computer Vision has been proposed as a task integrated in a cognitive context [Selfridge 55] and interacting with other cognitive processes. But Computer Vision research was in its infancy then, and a much narrower view of the vision task had to be pursued for several decades. The idea of integrating vision with other cognitive processes was actively investigated for the first time in the eighties in projects dealing with natural-language descriptions of imagery [vHahn et al. 80, Nagel 88, Neumann 89]. One of the important insights of this work was that qualitative descriptions had to be derived from geometric scene descriptions as an interface to language and symbolic reasoning.

An important paradigm which takes a more comprehensive view of the vision task is active vision [Bajcsy 88] (or purposive vision [Aloimonos 90]). In active vision the goal of vision is determined by the specific task which an agent may want to carry out. Active vision has been proposed as a departure from Marr´s view of vision as a general scene description task. Notions such as focus of attention, top-down control and vision-as-process are tied to the active-vision paradigm.

As Computer Vision was increasingly investigated in connection with actions in the real world, e.g. traffic behaviour, it became evident that spatial and temporal reasoning also played a part [Nagel 99, Neumann 99, Fernyhough et al. 98].  Spatial and temporal reasoning have been investigated in AI independently of vision for a long time, and reasoning services have been proposed, not all of which are useful for Computer Vision. More recently, description logics, extended by so-called concrete domains, have been shown to offer interesting support for vision tasks, especially for high-level tasks where complex spatial or temporal relations play a part [Moeller et al. 99]. 

While space and time are clearly essential domains for visual reasoning, knowledge representation and reasoning services must be considered the more common-sense knowledge is made available for vision tasks. Taxonomical relations between conceptual object descriptions, for example, can be exploited in recognition strategies, or automatic classification services which may be invoked as part of a knowledge representation system. Clearly, interfacing Computer Vision methodology with knowledge representation and reasoning is an important asset for comprehensive vision systems.

In the last decade, probabilistic models and learning have gained increased attention in the vision community. Visual behaviour can be predicted from a spatio-temporal context, models can be determined from the statistics of a large number of observations [Fernyhough et al. 98]. So far, learning is usually considered as a separate task, not integrated into vision systems. But as learning know-how from AI is amalgamated into Computer Vision, it becomes conceivable to integrate model-building and experience-based vision into vision systems.

There are other AI topics besides knowledge representation and learning which have to be considered for HLV. As the term "purposive vision" suggests, planning  and plan recognition is one such topic. In AI, a plan is a partially ordered set of actions designed to transform an initial world state into a goal state. From a vision point of view, knowledge about goals and plans to reach such goals support expectations about the development of a scene and hence provide useful top-down information for visual analysis. 

As we investigate a conceptual framework for HLV, we do not want to exclude any aspect which may contribute to vision. Hence we choose to define HLV as the part of Computer Vision which deals with scene interpretation "above" the level of object recognition. We will speak of a high-level interpretation of a scene, if it provides a meaningful description, typically in terms of qualitative abstractions, based on a larger spatial and temporal context.

As an illustrative example consider a street scene showing garbage collection. There is a garbage collection truck standing on the road and garbage bins standing on the curb. Men bring garbage bins to the rear of the truck, the bins are lifted, then lowered again and brought back to the curb. The men climb onto the truck and the truck moves on.

Let us assume that the following natural-language description of the scene is given : "There are men emptying garbage bins into a garbage-collection truck". This interpretation is typical for HLV and exemplifies several of the characteristics addressed above:

- The interpretation describes the scene in qualitative terms, omitting details.

- The interpretation may include inferred facts, unobservable in the scene.

- The scene is composed of several occurrences which contribute to the overall interpretation.

- Partial occurrences are spatially and temporally related.

