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ABSTRACT
Object detection in underwater unconstrained environments
is useful in domains like marine biology and geology, where
the scientists need to study fish populations, underwater ge-
ological events etc. However, in literature, very little can
be found regarding fish detection in unconstrained under-
water videos. Nevertheless, the unconstrained underwater
video domain constitutes a perfect soil for bringing state-of-
the-art object detection algorithms to their limits because of
the nature of the scenes, which often present with a number
of intrinsic di�culties (e.g. multi-modal backgrounds, com-
plex textures and color patterns, ever-changing illumination
etc..).

In this paper, we evaluated the performance of six state-of-
the-art object detection algorithms in the task of fish detec-
tion in unconstrained, underwater video footage, discussing
the properties of each of them and giving a detailed report
of the achieved performance.

Categories and Subject Descriptors
I.4 [Image Processing and Computer Vision]: Segmen-
tation—Pixel Classification

General Terms
Algorithms, Performance
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1. INTRODUCTION
Computer vision gathers huge attention from the world-

wide scientific community. In fact, computer vision applica-
tions play a fundamental role in every-day activities. Par-
ticular attention is given to the object detection subfield of
computer vision, which consists in detecting moving objects
in video streams.
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While object detection algorithms have been applied to di-
verse domains, little has been done for unconstrained under-
water environments. Applying object detection algorithms
to underwater videos is a crucial step in works like [12],
[14] and [13] in order to study the behavior of underwater
species, geologic phenomena (e.g. typhoons) etc...
Unconstrained underwater environments present various

di�culties for the detection algorithms. In [7] and [6], the
authors studied the visual e↵ects that atmospheric phenom-
ena produce and proposed algorithms in order to alleviate
the problem of object detection under bad weather condi-
tions, but no quantitative evaluation has been carried out.
In other works, like in [9], the authors evaluated object de-
tection algorithms by using artificial methods to simulate
lighting changes (by changing the image brightness) and
poor image quality (by introducing Gaussian noise).
While many algorithms performed well under these condi-

tions, it is not certain whether their performance will remain
as high when these algorithms are applied on real world,
heavily a↵ected by interferences, videos. In fact, it is not
rare the case to see state-of-the-art algorithms performing
very well in videos containing tra�c images, pedestrians etc,
su↵ering a substantial performance degradation when ap-
plied to underwater videos containing scenes having one or
more of the following properties:

• light changes: real-time video acquisition requires ro-
bust object detection under every possible lighting con-
ditions. In fact, the video feeds are captured during the
whole day and the detection algorithms should con-
sider the light transition.

• physical phenomena: image contrast is influenced by
various physical phenomena occurring during video ac-
quisition. For instance, typhoons, storms or sea cur-
rents can easily compromise the contrast and the clear-
ness of the acquired videos;

• grades of freedom: while videos containing tra�c im-
ages or pedestrians are virtually confined in two di-
mensions, in underwater videos the moving objects can
move in all three dimensions;

• algae formation on camera lens: the contact of sea
water with the camera’s lens facilitates the rapid for-
mation of algae on top of;

• periodic and multi modal background: arbitrarily mov-
ing objects (e.g. stones) and periodically moving ob-
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jects (e.g. plants subject to flood-tide and drift) are a
common finding in the underwater setting.

In this paper, we conduct a performance evaluation of six
state-of-the-art object detection algorithms on underwater
footage. These algorithms were selected based on their abil-
ity to deal with one or more of the aforementioned properties
of the underwater environments. The remainder of the paper
is as follows: Section 2 briefly describes the object detection
algorithms, highlighting their advantages and disadvantages
in the unconstrained underwater setting, while in Section 3
a performance evaluation of the aforementioned algorithms
applied to a large number of underwater videos is presented.
Finally in Section 4 conclusions are drawn and suggestions
for improvements are given.

2. ALGORITHM DESCRIPTION
Until now, no object detection algorithm exists that can

deal robustly with every single peculiarity in real life videos.
That said, the performance of all the devised algorithms de-
pend largely on a specific application domain and they gen-
erally deal with one or more characteristic di�culties found
in the videos, but not with all.

In this work, six state-of-the-art object detection algo-
rithms were used in order to evaluate their performance in
unconstrained underwater videos:

• Gaussian Mixture Model (GMM) [15]

• Adaptive Poisson Mixture Model (APMM) [2]

• Intrinsic Model (IM) [8]

• Wave-back (WB)[10]

• CodeBook (CB) [5]

• Video Background Extraction (ViBe) [1]

The well-known “Gaussian Mixture Model” (GMM) and
the “Adaptive Poisson Mixture Model” (APMM) have been
implemented, in order to evaluate how mixture based al-
gorithms perform. In fact, multi-modal and periodic back-
grounds (i.e. backgrounds that can assume di↵erent forms in
an aperiodical or periodical manner) can be handled by us-
ing a mixture of background models. A background model
can be created by using statistical distributions reflecting
each pixel’s intensity values. The classification of a pixel as
belonging either to the background or to the foreground de-
pends on whether there exists any distribution with enough
supporting evidence. The distributions’ weights are modi-
fied in order to keep the background model as up-to-date
as possible. Using distribution mixtures results in a flexible
way to handle sudden and global lighting changes and other
casual variations in the scene. Mixture-of-model approaches
can potentially converge to any arbitrary distribution pro-
viding enough number of observations, but the computa-
tional cost grows exponentially as the number of models in
the mixture increases. A drawback of these methods is that
they ignore the temporal correlation of color values. This
does not allow to distinguish a periodic background motion
such as swaying plants driven by drift, algae on camera lens,
rotating objects and so on, from the foreground object mo-
tion.

The GMM algorithm uses Gaussian distributions to model
the background and deals very well with videos contain-
ing multi-modal backgrounds but it cannot handle frequent
or abrupt lighting changes. APMM, which employs Pois-
son distributions instead, based on the observation that the
intensity of pixels is Poisson-distributed, should deal with
abrupt illumination variations better.
The Wave-back algorithm applies frequency decomposi-

tion on each pixel’s history vector in order to catch periodic
background movements. In particular, given a set of pre-
vious frames, the Discrete Cosine Transform coe�cients of
each pixel are calculated and are compared to the respec-
tive background coe�cients resulting in a distance map and
by subsequent thresholding, the foreground objects can be
extracted. The Wave-back algorithm should perform well
in low-contrast videos with repetitive scenes but should suf-
fer in videos with erratic and fast fish movement and when
sudden lighting transitions occur.
In order to handle situations deriving from illumination

fluctuations, the Intrinsic Model algorithm was used. In par-
ticular, this algorithm consists in dividing the scene in two
parts: the reflectance part of the image, which is a static
component that remains more or less the same, and the illu-
mination part of the image, which is a dynamic component
that represents the current luminosity and varies according
to the lighting condition. The background is modeled by
calculating the temporal median of these components. In
order to model the background the IM algorithm calculates
the temporal median of these two components and the num-
ber of images involved in the process is defined by a window
period.
The Codebook algorithm is an adaptive background sub-

traction algorithm that maintains a model of the background
by keeping the last pixel values in terms of codewords, which
represent the RGB coordinates of the pixels and the light in-
tensity range.In order to decide whether a pixel belongs to
a moving object or to the background, the Codebook algo-
rithm compares each pixel value with the stored codewords
and calculates the color distortion(i.e. the di↵erence be-
tween the current pixel’s RGB value and each codewords’s
RGB value) and checks if the gray-level value fits inside the
light intensity range. In case the color distortion is less than
a predefined threshold and the light intensity fits in the in-
tensity range the pixel is classified as a background pixel.
The ViBe algorithm is a pixel-based technique that ex-

tracts the background in video sequences. In particular,
ViBe maintains a model of the background that it is not only
based on the previous pixel values, but also on the neighbor-
ing pixels. In order to classify whether a pixel belongs either
to the background or the foreground, it calculates the Eu-
clidean distance between the current pixel value and older
ones. If these distances result less than a certain threshold,
the pixel belongs to the background. In the background up-
dating step, ViBe does not only update the history of the
current actual pixel, but also the history of the neighbor-
ing pixels, thus exploiting spatial information. Moreover, in
order to deal with repeating motion patterns that belong
to the background, ViBe does not make any temporal dis-
tinction on the background values (i.e. it does not consider
recent pixel values more important than older pixel values),
so the updates occur randomly.
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3. PERFORMANCE EVALUATION
In order to evaluate the performance of the aforemen-

tioned algorithms for object detection, we compared the ob-
tained results to a set of hand-labeled videos. The objects of
interest were the fish present in the videos, so in order to fil-
ter out every non interesting object, the algorithms’ outputs
were fed to a post processing module [14].

For the evaluation of the detection performance we used
eight videos (10 minutes long each) from the Fish4Knowledge1

project’s repository. Four of the videos had resolutions of
320⇥240 with a 24-bit color depth at a frame rate of 5 fps
and the other four had a resolution of 640⇥480 at a frame
rate of 24 fps. The videos were selected based on the pres-
ence of specific features to test the performance of each al-
gorithm when extraordinary conditions occurred. In partic-
ular, the features considered were: dynamic backgrounds,
lighting variations, high water turbidity, low contrast and
camouflage phenomena. The ground truth of these videos
was drawn by using the tool described in [4].

The performance of the detection algorithms were evalu-
ated, at the blob level, in order to test their capabilities in
detecting e↵ectively objects, in terms of detection rate (DR)
and false alarm rate (FAR) which are defined as:

DR =
NTP

NTP +NFN
(1)

FAR =
NFP

NTP +NFP
(2)

where NTP , NFP and NFN are the number of true positives,
false positives and false negatives.

Algorithm PDR PFAR DR FAR

GMM 90.9% 19.6% 66.6% 8.3%
APMM 83.2% 17.2% 59.4% 21.3%

IM 86.1% 22.2% 44.7% 30.8%
WB 85.9% 27.1% 39.4% 29.7%
VB 93.4% 15.5% 82.5% 9.5%
CB 85.2% 15.6% 62.4% 18.9%

Table 1: Performance of the algorithms on all
videos, at their best operating points.

The performance of the algorithms were also evaluated at
pixel level, in order to test their potential in preserving the
objects’ shapes, in terms of pixel detection rate and pixel
false alarm rate. We assessed the number of true positives
(pixels correctly classified as belonging to the foreground),
false positives (background pixels classified as foreground)
and false negatives (undetected foreground pixels) for each
fish correctly identified by a detection algorithm. According
to these values, we then computed the pixel detection rate
and the pixel false alarm rate.

For both the pixel level and blob level, we assessed the
performance with di↵erent threshold values, and the per-
formance achieved were represented by Receiver Operating
Characteristic (ROC) curves. The ROC curves at the blob
level and at the pixel level are shown in Figure 1 and Figure
2, respectively, while in Table 3 the performance of the con-
sidered algorithms at their best operating points are shown.

1http://fish4knowledge.eu

At the blob level, the performance of the algorithms is gen-
erally good in the first four videos which contained scenes
under normal weather and lighting conditions and more or
less static backgrounds, except from the Wave-back algo-
rithm. In fact, Wave-back could not reach a DR value of
50%, with an acceptable FAR value, in any video. More-
over Wave-Back, together with the Intrinsic Model algo-
rithm, achieved the highest FAR rates in all the settings,
but the Intrinsic Model algorithm generally achieved better
DR rates. On the other hand, the ViBe algorithm excelled
in nearly all the videos, both in terms of DR and FAR.
The mixture model based algorithms performed somewhere
in the middle, with the Gaussian-based approach resulting
slightly better than the Poisson-based algorithm. Last, the
Codebook based algorithm gave the best results, comparing
it to the other algorithms, in the high resolution videos but
the average values were influenced negatively by its perfor-
mance in the low-resolution videos.
At the pixel level, while all the algorithms show a good

pixel detection rate, i.e. they are able to correctly identify
pixels belonging to an object, with values in the range be-
tween 83.2% (APMM) and 93.4% (ViBe), they su↵er from
a relatively high pixel false alarm rate (background pixels
included into the objects’ blobs), especially the Intrinsic
Model and Wave-back algorithms, mostly, when the con-
trast of the video was low, a condition encountered during
low light scenes and when violent wheather phenomena were
present (typhoons and storms).

4. CONCLUSIONS
In this paper we shown how six state-of-the-art object de-

tection algorithms performed when applied on unconstrained
underwater videos. The algorithms, generally, performed
well when the videos contained clear-water scenes and uni-
form backgrounds. When temporal phenomena, like trop-
ical storms and hurricanes, were present, the performance
of all the algorithms, in detecting objects, degraded at such
point that we could safely say that they become unusable.
Given that all the algorithms achieved a PDR of at least
50% as compared to the ground truth and since the algo-
rithms deal with di↵erent aspects in the processed videos,
it would be interesting to try to combine all the algorithms
together by using Adaboost [3], in order to produce a more
reliable classifier based on the best characteristics of each
single detection algorithm. If such approach produces solid
results, an MAP-MRF filter, like the one proposed in [11],
could be applied afterwards in order to diminsh the number
of false negatives and to better preserve the shapes of the
detected objects.
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Figure 1: ROC Curves of the performance of the algorithms in object detection.
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