Ontologies have become popular in the recent years in the field of artificial intelligence. There exist different types of ontologies and numerous ways of constructing them ([9],[23]). The interpretation of the term varies across different communities and [12],[13] elaborates on terminological clarifications. The engineering community, and particular the KBS community has adopt a short definition proposed by [10]:“An ontology is a specification of a conceptualisation”. An elaboration of ontology definition is presented in [23] and [25] where the authors point out the differences between types of ontologies and surveying uses of them in different domains.

The type of ontologies in which we are interested in are the formal ontologies. A formal ontology is a language with a precisely defined syntax and semantics (which may be determined via model theory, proof theory or in terms of another formal ontology). The inferences permitted in the language are constrained by one or more sets of proof rules accompanied by appropriate proof strategies. The forms of description allowed by those using the ontology are required to be consistent with a set of axioms limiting its use, which we call ‘ontological constraints’. The aim of the ontology is to provide a language which allows a stipulated group of people to share information reliably in a chosen area of work.

A variety of ontologies have been reported in the literature with emphasis on their intended use for knowledge sharing and reuse. There exist tools for browsing and editing ontologies (i.e.: Ontolingua [7], Ontosaurus([21] and [27]) as well as guidelines and methodologies to be followed on constructing them (i.e.: [23],[8],[2]).

Areas to which ontologies have been applied include: enterprise modelling by using an ontology in textual format (Enterprise ontology [24]) and in computational form as in the TOVE project([6]); business process modelling using the PIF ontology as reported in [20]; requirements engineering by reusing domain and business ontologies as described in [14]; ontology’s reuse as reported in [22]; knowledge acquisition by supporting sharing and reuse([11]).

Ontologies provide a set of characteristics that can be used in various ways. Apart from their intended purpose of knowledge sharing and reuse, they are beginning to be used in software design and in particular to support verification and formal evaluation in the early phases of it. This approach, although in its infancy, has already been explored in research experiments([22]). The authors report that: “despite the effort involved the approach was cost-effective and that it would have taken significantly longer to design the knowledge content of the ontology from scratch in the application”. Other researchers have used similar techniques([18]) and pointed out the benefits of using an ontology as a starting point in the design of a software product([17]).

By using ontologies as a starting point of software development we hope to gain a higher level of assurance that the early phases of development (i.e. specification) are well defined and evaluated with respect to the ontology that conform to. This assumes that the syntax and semantics of an ontology can be checked and verified against axioms. Note that should one choose to follow this path, it is not necessary strictly to use only the ontology’s constructs in the specification. In fact, it is normally impractical to construct an executable specification by using only the ontology’s constructs. Other constructs should be included as well, which do not directly benefit from the presence of ontological constraints but will be checked for errors using normal debugging techniques.

In these proceedings([15]), we describe an extension to the role of ontological constraints: we explore their application in the area of software development and in particular...
lar the early phases of it. This makes it possible to detect whether parts of the software specification which uses ontological constructs stray out the limits of the ontology. This will reveal a potential error that is difficult to detect since it conforms to the syntax and semantics of the ontology. Ontological constraints are used to restrict possible interpretations that these constructs can have. By using techniques from the logic programming community, as we describe in [16], and these ontological constraints we are able to detect such errors which contributes to the area of software testing by using ontologies as a basis.

However as pointed out in [26] there is a dearth of well-developed applications based on formal ontologies. This contradiction is visible in the field of AI where the few applications that are discussed are intended applications which are yet to be built, or small research prototypes. According to [26] the reason for this is that the more well-developed applications seem to be for ontologies which do not have rich representations of meaning. On the contrary, the AI ontology community concentrates its efforts to semantically rich representations. This, perhaps, explains the greater success of ontology application in areas such as semantic modelling in databases and data warehouses where some of the applications are fielded commercially([26]).

Another open issue in the application of ontologies is the selection of the right ontology for the application to be built. There are tools that help the developer to familiarise himself with the terminology used in a domain represented in an ontology(i.e. Ontosaurus project, [21]) and tools that support collaboratively construction by using dialogue techniques(i.e. Tadzebao project, [5]). However, it is crucial for the prospective user of an ontology to investigate whether it supports the intended task of the application and to what extent. Towards this direction, in [3] the authors elaborate on the usage of specific tasks and methods as ontologies of problem-solving methods that can be reused in similar applications.

The appropriateness of the ontology can be checked by a set of questions derived from the domain which the ontology should be able to answer. This technique has been explored in [11] where the author describes how a set of questions, called ‘competency questions’, were used to evaluate the expressiveness of the ontology that is required to represent them and to characterise their solutions. A similar approach is described in [4] where a set of ‘sample questions’ were used to evaluate and debug ontologies that were built by different teams as part of an ontology sharing experiment. The underpinning theory behind these questions is the ontological commitment as defined in [13]: “An ontology is a logical theory accounting for the intended meaning of a formal vocabulary, i.e. its ontological commitment to a particular conceptualisation of the world. The intended models of a logical language using such a vocabulary are constrained by its ontological commitment.” The author states that the ontological commitment should be made explicit when applying the ontology in order to facilitate its accessibility, maintainability, and integrity. It is claimed that this will lead to an increase of transparency for the application software which based on that ontology.

We argue that ontologies can be useful for knowledge maintenance tasks. As Menzies point out in this panel’s abstract([19]) ontologies can be used as a “pointer tool” that facilitates exploration of a new domain. It helps developers to “kick start” an application. It is crucial for the success of this method to preserve the support of the underlying ontology throughout the life-cycle of the application. As the application evolves over time the underlying ontology should reflect these changes. This might be possible by having the application conform to several domain-specific ontologies which in turn are part of a broad ontology. This will make it, arguably, easier to reflect a change in the application by updating a domain-specific ontology or choosing a new one.

Ontologies as a mean of representing meta-knowledge have been investigated over the last 10-12 years. Recently, they have begun to be used in more specific and practical ways in the software development life-cycle itself.
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