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Abstract

A commonly encountered problem when creating 3D models of large real scenesis unnatural color texture fusion. Dueto
variations in lighting and camera settings (both manual and automatic), captured color texture maps of the same structure
can have very different colors. When fusing multiple views to create larger models, this color variation leads to a poor
appearance with odd color tilings on homogeneous surfaces. This paper extends previous research on pairwise global color
correction to multiple overlapping images. The central idea is to estimate a set of blending transformations that minimize
the overall color discrepancy in the overlapping regions, thus spreading residual color errors, rather than letting them
accumulate.

1 Introduction

When a realistic 3D Computer Graphics model is constructeh freal scenes, multiple color texture maps are often
necessary. Taking images from different view angles ant different camera settings creates mismatching colorgaue
lighting and camera conditions. As some researchers [1] 2h@ved, texturing from two different view images causes
color discrepancies to appear on the rendered surfacesdi3trepancies can include color as well as lightness slaiftd
results in a mosaic appearance on the surfaces. To remoweltraliscrepancies, Agathos and Fisher [1] introduceabai|
correction method by estimating the RGB color transfororatiom pixels where the two texture maps overlap. That rebea
only considered pairwise texture map corrections. Beawhaad Roy [3] introduced a relighting method by computiregy th
lighting ratio of two textures. They explained that the noetlcould be modified to adjust textures, however, it also
estimated the RGB color transformation from pixels where textures overlap. Baumberg [2] introduced another apbroa
a multi-band blending technique. This method blends lowlagt band images by generating a weighting function. This
means that the method needs more images than the othersf @¥arget is small. Of course, if high quality color constgn
processes [6] were available then we could use them, hoytbese processes (1) still seem to need further developament
(2) do not usually exploit the additional information that Wwave here, namely two color samples at correspondingspoint
When constructing a large 3D Computer Graphics model, eslhefor a building or a complex shape object, more than two
different view images would be needesly 10 - 20 images for all sides of a building, each image with vs alistortions)
and multiple color image fusion would be unavoidable. Figlirshows a VRML model texture mapped using 30 images.
The highlighted region consists of three different imagengrom right, bottom and left directions. The dark ovatsunds
the overlapping region. Each image has different lightingditions and the texture mapped model has color discréggnc
at the image boundaries.

In this paper we introduce a new approach to remove colorefisnicies between multiple overlapping images. To remove
the color discrepancies, the pairwise global correctiothoa[1] was extended for multiple overlapping images. Tértial
problem with direct application of the previous pairwiselggl correction method can be illustrated as follows. Seppee
have three overlapping textured, B andC. Supposed & B, B & C and A & C overlap. Then, we can estimate the
correctionTz_, 4 from B to A andTx_. 4 from C to A. This means that we can have, in theory, the pateheB andC

all in the color space afl. Unfortunately, this does not guarantee that no color disiuaities exist wherd3 andC' overlap,

i.e TBHATC*iA #+ Tp_,c. When more than three patches overlap, perhaps with a cortggelogy of overlaps, then the
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Figure 1. A VRML model texture mapped using 30 images. The hig  hlighted line region consists
of three different images seen from right, bottom and left di rections. The dark oval surrounds the
overlapping region. The model has color discrepancies at th e image boundaries.

problem becomes more complicated. Our proposed solutitmdeoose a patciX with a good appearance, and then find
transformationgy_ x (Y # X) that minimize the total color error over all overlappingeis.

In order to test the extended method in a controlled manetrgé test images were artificially created by dividing reslges
into three fragments to have an overlapping region. Therdmddance was changed arbitrarily and noise (Gaussian) was
added to the test set. The extended method was applied testhgets and sets of blending transformations that suctlgssf
minimized the overall color discrepancy in the overlappiagion were estimated. Finally, we demonstrate the exténde
method with real data sets obtained with a digital camerh diiferent views and camera settings. Since the real d&a se
had perspective and lens distortions, a common image oatitfh method (Homography Transformation) [4, 5] was used t
remove them and place corresponding pixels in the oventgpgagion correctly. In addition, some of images had diffiere
luminous intensity between their overlapping region axdutee mapping region due to highlights and shadows. To remov
the luminous intensity difference, a patch based coloremion shown in Section 2.1 was used and the luminous irtyensi
was adjusted before the extended method was applied tosheets.



2 Method

In this section we present a color correction methodYooverlapping images. Assume we havepatche®;...pn, each
of which overlaps with one or more other patches. This formgsaph of patches, where the nodes represent patches and arcs
indicate an overlap. Suppose a circuit in the graph exiaisAs- B - C - ... Z - A whereA is the patch to register to. Then
we may have a problem as the color alignmenZdb A via B & C etc. may be different from that of to A directly. l.e., a
sort of systematic accumulation of bias might occur. What vepase here is an algorithm to spread the average error over
all arcs of the graph.
When taking a photo, the photo often has perspective and Isttstébns. To place corresponding pixels in the overlagpi
region correctly, the distortions should be removed befloeemethod is applied to the images. In addition, the images h
luminous intensity differences between the overlappirggore and the texture mapping region. Since our color caect
approach uses corresponding pixel values in the overlgppmion, the differences should be adjusted in advanceTiwgs,
our color correction process is as follows: 1) Rectify arghiify corresponding pixels in the overlapping region; 8)ilate
color transform matrices; 3) Transform color using the ine#.

2.1 Image Rectification and Luminosity Adjustment (Patch Based ColoCorrection)

The color correction method presented below requires sporeding color pixels. We can achieve this by two methods:
1) acquire the color in 3D, where each 3D point acquired fromnge sensor (or stereo) has an attached RGB value, or 2)
find corresponding pixels in texture map images. The lagt¢hé process used here, but the process below is applicable t
both sensors.
First, to remove perspective distortions and place coarging pixels in the overlapping region, a common imagefieat
tion method, the Homography Transformation [4, 5], is usedpposey; and P; are points in homogeneous coordinates in
an original image and a transformed image respectivelgtirby the homograph# (3 x 3 matrix). Then:

P, = Hp; (1)

By computing the matri¥{ and transforming an image with, aligned images can be obtained.

The method applied in Section 2.3 assumes that all corrextddces have the same illumination conditions. This is not
always the case, so we first do an adjustment on pairwise inedgi@re maps. When two regions are expected to have
the same color within each image, but do not due to differémdédumination, we apply the following initial luminousit
correction. In this case we do not have exactly correspagnplixels, so we choose pixels from patches that should have th
same color.

Suppose imaged and B are different view images and include luminosity differesic Supposé A, PAs, PAs, PBy,

P B, and P B3 are patches within imagesandB. Suppose’ A; overlapsP B, P A; overlapsP By, P A3 does not overlap
PBs. Suppose all patches have the same color. Second, to adjuisioisity, we need color transformatiofig_, 4 (from
imageB to imageA), T'as_. 41 (from PAs to PA1), Taz_ a1 (from PA3to PA,), Tgo_. g1 (from PB, to PB,), Ts3_B1
(from PB3 to PB;) that minimize the total color erraf; over all patch pixels. Figure 2 illustrates these relatiove
named this method: patch based color correction. The calor & minimize is as follows:

By =1/N Z Ipat; — Tp—apbls|?

K2

+1/N, Z | Ta2— a1pa2; — Tp— ATpa— p19b2i 2
[
+HTA3—>A1p637nean - TB—>ATB3—>Blpb3meanH2
+HTA3~>A1PEL'3mean - pc_”'lmean”2
+HTA2—>A1p62mean - pc_ilmean”2

+||TB—>ATB3—>Blpg3mean - TB—’Apglmean H2

+||TBHATBQ~>Blpg2mean - TB*‘ApglmeanHQ (2)
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Figure 2. Color transformation flows of a patch based color co rrection.

Taz->a1 B3->B1

where,N; and N, are the numbers of corresponding pixels in patchy (or PB;) andP A, (or PBy). pcfli, pJQi andpaﬁ?)i

are the RGB color of pixel in patchesPA;, PA; and PAs. pb_ii, pl;Qi andplf?)i are the RGB color of the corresponding
pixel i in patchesP By, PBy and PBs. pal,, .o PA2,eams P43means P0Limeans PO2mmean @NAPH3,, .., are the mean RGB
color pixel in patches? A, PAsy, PAs, PB;, PBy and P Bs.

We apply these ideas to adjust the color and luminosity giatithes within an image that should have the same appearance
(variations due to illuminatione(g. PA; : PA,)), non-identical patches seen in two imageg.(PAs : PBs), as well as

the appearance of overlapping patcheg.(PA; : PBy).

This process does an initial coarse correction of the lusiip@nd initial color correction. Both of these will be asfed

again in the process introduced in Section 2.3

mean mean

2.2 Approximate Color Correction

Before using the color correction method, estimating gatial color transformation$'x . 4 (X # A) is necessary to
reduce the number of calculations and to find best solutiasi#ye To do this, we used a pairwise color correction basgdp
when images do not have luminosity differences. Othertigeidentity matrix was used as the initial color transfotiorg
since the initial global color correction was already dam&ection 2.1.

2.3 Color Correction Over All Images

Now we are ready to correct color discrepancies betwggrartially overlapping images. For simplicity, we start lwit
3 imagesA, B andC, but the theory below applies for any arbitrary topology @érapping regions. Suppost & B,
B & C andA & C overlap andA has a good color appearance. Thdrg color space will be the target argfs andC'’s
color spaces should be transformedAs color space. We could estimate the color transformatibns 4 from B to A
andT¢_, 4 from C to A by using corresponding pixel values in the overlappingaegind then using the global correction
method of [1]. However, the transformations do not guarititat there is no color discrepancy betwégandC'. To solve
this problem, we propose finding color transformati@is_. » that minimize the total color erraf; over all overlapping



pixels. The equation is as follows:

By= > [(ITimacii — Teeaciil)8(i k. §) ®)
1,5,k (i#£k)

whereA is the target color space imags; is the RGB color of pixelj in images. c;; is the RGB color of pixejj in image
k. ¢(i,k,j) = 1if pixel j is seen in both imageand image: and0 otherwise.

r@={5 @

(otherwise)

as this robustifies the error against outliers. This rofiaation by use of a thresholdis possible because the color spaces
are almost aligned already by the process in Section 2 Rallii matrices are estimated Asmatrices by the pairwise color
correction method.

This formula computes the error in color matching betweem $amples:;; andc;j}, at pixel j, which is then summed over
all corresponding samples in all overlapping images. Tra gao spread the color matching error across all imageseso
use the squared error, which penalizes large discrepancies

T4_, 4 is fixed to be the identity matrik; and no optimization affects it. This also prevents the oj@tion from converging

to the degenerate solutidn, . 4, = 0.

2.4 Color Space Error Minimization

To estimate color transformations that minimize the totdbcerror £ over all overlaping pixels, th®IATLAB minimiza-
tion functionfminsearch was used. The entries of the transformation matricegere unfolded to form the vector used by
MATLAB. In addition, to reduce calculations, subsampled 5 - 10 %Igix the overlapping region were chosen and the best
solution was estimated by calculating the total color eFdrom the subsamples.

3 Results and Discussion
You really need to seetheresultsin color because of the correction of the chromaticity. See URL: http: //mww.ipab.infor matics.ed.ac.uk/mvu/
3.1 Experiments with Artificial Data Sets

Before the method was applied to real data sets, it was testiedrtificially perturbed data sets. The data sets weratete
by dividing a base image into 3 fragments, top,(bottom left (8) and bottom right ('), with Microsoft Photo Editor. For
example, see Figures 3 and 5. These images only show theppiry regions. The images in the top and bottom rows in
both figures show test set before and after the color coorectspectively. The first data set (Figure 3) just had itsrcol
balance, brightness and contrast changed and the otheoimdGaussian noise added. The leftmost and middle images are
slightly transformed versions of the rightmost image. Fégw4 and 6 show RGB color difference histograms before aed af
color correction. The top rows show RGB color differencddgsams between the target (rightmost) image and the lsttmo
image. The middle ones show RGB color difference histograetween the target image and the middle image. The bottom
ones show RGB color difference histograms between the t¢sftrand middle images. The dotted and solid lines in the
histograms show the differences before and after coloectian respectively. The dashed ones show those after itiad in
color correctionj.e. the pairwise color correction based on [1]. In additionpcdtansformation matrices were estimated as
the pairwise §5_. 4 andSc_. 4) and multiple {'s_. » andT_, 4) color corrections for each data set as follows:
Estimated for data sets without noise:

0.7355 0.3454 —0.1235
Spoa = 0.2401  0.7099  0.0908
—0.0957 0.1060 0.9123

0.7453  0.3568 —0.1410
Sc—a = 0.2098 0.6845  0.1408
—0.0695 0.1151 1.0186
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Figure 3. The top row images show test set, image 1 (left), 2 (m
(right), in the overlapping region before the color correct
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after the color correction. No noise is added to the test data

Estimated for data sets with noise:

0.6596  0.4628

Tp_a = 0.3219  0.5848
—0.1301 0.1607

0.6316  0.4916

Toa= 0.2865 0.5933
—0.0866 0.1372

0.6377  0.4625

Spa = 0.3537  0.5295
—0.0455 0.0475

0.7164  0.3591

Scoa = 0.3717  0.4955
—0.0052 0.0327

0.5889  0.5082

Tpa= 0.3791  0.4842
—0.0429 0.0708

—0.0747
0.1956
1.0189

—0.0661
0.1738
0.7280
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—0.1692
0.1371
0.8878

—0.1881
0.1727
1.0058

—0.0859
0.1528
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Figure 4. RGB Color difference histograms of the artificial d ata sets without noise before and after
the color corrections. The top row graphs show RGB color diff erence histograms between the target
image and image 1. The middle row shows those between the targ et image and image 2. The bottom
row shows those between images 1 and 2. The dotted and solid li nes in the histograms show RGB
color differences before and after the color correction. Th e dashed ones show those after the initial
(pairwise) color correction on [1]. As you can see in this figu re, all peaks have moved to approximately
0 (no color difference point) after the color corrections. T he color differences between images 1 and
2 after the final color correction are smaller than after the i nitial color correction, though the color
differences between the target image and image 1, image 2 are almost same after optimization.
|.e. the optimization process improves the overall global color balance without ruining the pairwise
adjustment.
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Figure 5. The top row images show test set, image 1 (left), 2 (m iddle) and a target color space image
(right), in the overlapping region before the color correct ion. The bottom row shows the resultimages
after the color correction. Gaussian noise is added to the re ference color space images.

0.6598  0.4072 —0.0491
Tooa = 0.4053  0.4437 0.2334
—0.0008 0.0501  0.9620

As you can see in Figures 3 and 4, color discrepancies weresalramoved and peaks of the histograms were moved
to approximately0 (no color difference point) after the color correction. kid&ion, RGB color differences between the
leftmost and middle images after the color correction islEmthan that of the initial (pairwise) color correctiohgugh the
RGB color differences between the three images are almost.shis means that the proposed color correction method has
an advantage. A similar result was also obtained in expertisngith test set with Gaussian noise. In Figures 5 and 6y colo
discrepancies were almost removed and peaks of the histesgrare moved to approximatehas well. This means that the
color correction has tolerance for noiggy. image blur, pixel mismatchinggc.

3.2 Experiments with Real Data Sets

We show in Figure 7 a VRML model textured with three origimabiges before and after the color correction method was
applied. The squares in the left image show color discréparmt image boundaries. The circle shows the overlappgigme
in which pixels were used to estimate color transformati@trives. As you can see in the right figure, the color corecti
method effectively removes color discrepancies. Howetber,red color region at the right face (the circle in the right
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Figure 6. RGB Color difference histograms of the artificial d ata sets with noise before and after
the color corrections. The top row graphs show RGB color diff erence histograms between a target
image and image 1. The middle row shows those between the targ et image and image 2. The
bottom row shows those between images 1 and 2. The dotted and s olid lines in the histograms show
RGB color differences before and after the color correction . The dashed ones show those after the
initial (pairwise) color correction on [1]. As you can see in this figure, all peaks of the histograms
have moved to approximately O (no color difference point) af ter the color corrections. The color
differences between images 1 and 2 after the final color corre ction are almost same as after the initial
color correction, but the means are generally closer to 0.



Figure 7. A VRML model textured with three original images (| eft) and color corrected images (right).
The squares in the left image show color discrepancies at ima ge boundaries. The circle shows

the overlapping region in which pixels were used to estimate color transformation matrices. Color
discrepancies between images were almost removed after the color correction, though the red color
region in the right side (the circle in the right image) was a b it lighter.

Figure 7) was a bit lighter.

Figure 8 shows a VRML model textured with 30 original imaged aolor corrected images. The color correction method
was applied to remove color discrepancies. Color discreparwere almost removed and a good appearance model was
constructed.

3.3 Comparing the pairwise with multiple image color correction

To compare effects of the pairwise image color correctiothwhose of the multiple image color correction, Figure 9
shows another VRML model textured with eight original imader all sides of a small tower. Image numbering starts from
the top leftmost image in a clockwise direction. The fromtefaf the tower (the top leftmost image in Figures 9, 10 and 11)
is the target color space and the other image color spacestregisformed to the front face’s by using the color coreecti
methods. All object face edges are overlapping regions.ovkdapping surfaces used are the thin faces of the tower-Ov
lapping region 1 is seen in imagés2 and3. Similarly overlapping region 2 is in images 3, 4 and 5, caepling region 3 is
in images 5, 6 and 7 and overlapping region 4 is in images 7d8lahe results with the multiple and the pairwise image
color correction are in Figures 10 and 11 respectively. fedi?2 shows RGB color difference histograms between the fron
face of the tower and overlapping region 4 after the painddsshed line) and multiple (solid line) image color cori@us.

As you can see in Figures 10 and 11, color discrepancies geiflbaundaries were almost removed after the color correc-
tions. However, the pairwise image color correction grédlgluacreased errors and there is a large dissimilarity leetvthe
front face and overlapping region 4 after the pairwise cotmage correction. On the other hand, the multiple imagercolo
correction prevented the error from accumulating and tisdess dissimilarity between the front face and overlagpéagion

4 after the multiple image color correction, though the wliblor region in image 5 (the square in the bottom rightnmost i
age in Figure 10) became a bit grayish. In addition, the rstms show that RGB color differences with the multiple imag
color correction are smaller than those of the pairwise eragor correction.

It takes abouR0 minutesto compute the color transformation matrices for the mldtgolor image correction witG00 over-
lapping pixels with a laptop computerliitel Pentium 111 1 GHz CPU, 256MB RAM, 40GB HDD) running MATLAB under
Microsoft Windows XP Home Edition. Our algorithm is linear in the number of overlapping pixdlstheory it is quadratic

in the number of images, but in practice it is nearly linearhese each patch only overlaps with a few others.

The result is not perfect because the image rectificatioamihosity adjustment may not be enough. Moreover, the sub-
sampled pixels which were chosen to estimate color tramsfion matrices and the number of them may not be appropriate
However, we could decrease the subsampling rate and caloregiancies are almost removed across all images.



Figure 8. A VRML model textured with 30 original images (left ) and color corrected images (right).
The color correction method was applied several times. The a ppearance of all stone surfaces is
much more consistent than the original.



Figure 9. A VRML model textured with eight real images before the color correction. Image 1 is the
top leftmost image. The image numbering starts from the top | eftmost in a clockwise direction. There
are some color discrepancies at image boundaries.



Figure 10. A VRML model textured with eight real images after the multiple color correction. Image 1
is the top leftmost image. The image numbering starts from th e top leftmost in a clockwise direction.
Color discrepancies at image boundaries were almost remove d. There is less dissimilarity between
the front face of the tower and overlapping region 4, though t he white color region (the square) in
image 5 became a bit grayish.



Figure 11. A VRML model textured with eight real images after the pairwise color correction. Image
1 is the top leftmost image. The image numbering starts from t he top leftmost in a clockwise

direction. Color discrepancies at image boundaries were al most removed. However, there is a
large dissimilarity between the front face of the tower and o verlapping region 4 due to the error

accumulation.
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Figure 12. RGB color difference histograms between the fron t face of the tower and overlapping
region 4 after the pairwise (dashed line) and multiple (soli d line) image color correction. As you can
see in the histograms, RGB color differences with the multip le image color correction (solid line) are
smaller than those of the pairwise image color correction (d ashed line).



3.4 Summary and Conclusions

We summarize and conclude this work as follows:

e A color correction method for multiple view textures havioggerlapping regions was proposed and some results were

shown.

e The proposed method works as supported by both the visudges# and histogram analysis.
e To obtain a good result, a good image registration and higbluéon images are necessary.

e Highlights and shadows are still problems when removingrodiscrepancies correctly. Shadows may be removed by

using Finlayson’s technique [7].

e Overlapping regions should have a full range of colors. @tfs®, the color corrected images may include strange

colors outside the overlapping regions because thesescalerunconstrained.

To improve this method, precise pixel matchings in overiagpegions (a good image rectification) and a good lumigosit
adjustment may be required. Moreover, good overlappinignegglection may be needed. So, developing these metheds ar
future areas of this work.
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