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Abstract

Automating the detection and identification of ani-
mals is a task that has an interest in many biological
research fields and in the development of electronic se-
curity systems. We present a system based on stereo vi-
sion to achieve this task. A number of criteria are being
used to identify the animals, but the emphasis is on re-
constructing the shape of the animal in 3D and compar-
ing it with a knowledge base. Using infrared cameras
to detect animals is also investigated. The presented
system is a work in progress.

1. Introduction

Biologists from our community study the impact of
human construction on fauna by producing statistics on
the presence of animals in the surrounding region be-
fore and after these constructions. This paper intro-
duces a system based on stereo vision to observe a fixed
scene where animals may be present. The system un-
der development is to search for identification criteria
on all the moving objects observed, for instance, mo-
tion speed, size, 3D shape, color and texture to compare
each observed object with an animal description in a
database and achieve classification. Observations span
nearly three weeks, obtained during winter and sum-
mer of 2009 in a natural outdoor environment where
different species such as birds, squirrels, dogs and hu-
mans are visible. The objective of this paper is to ex-
plain the approach we use to achieve the identification
and this project’s current progress status. Existing tech-
niques are integrated in order to solve a number of stan-
dard computer vision problems such as segmentation
of objects, tracking, camera calibration and 3D recon-
struction. The main contribution of this project is to
overcome challenges arising from the variety of animal
species and weather conditions. The intended output of
the project is an efficient software usable by a novice in

the computer vision field. In the next section, the main
algorithm is introduced. Each step is then explained in
detail in the following subsections. Technical informa-
tion is given at the end of the paper.

2. Main algorithm

The main algorithm (see Figure 1) comprises eight
steps: initialization, image acquisition, background
model update, background segmentation, labeling and
grouping, modelling and feature extraction, comparison
and identification, global statistics computation.

2.1. Initialization

The initialization task is divided into two parts, com-
putation of the calibration matrix and compution of the
background model. A calibration matrix M needs to
be computed for each camera to map its coordinates to
world coordinates. That is, for each camera : û = MX̂
where û = [u, v, 1]T and X̂ = [X,Y, Z, 1]T . The ma-
trix M can be found using different well known cal-
ibration techniques [5, 8]. In order to compute the
calibration matrix for each camera, the user enters the
world coordinates [X,Y,Z] of a minimum of six points
and their corresponding coordinates [u,v] in the im-
age. From these values, we can derive these equa-
tions : ui = (M1 ∗ X̂i)/(M3 ∗ X̂i) and vi = (M2 ∗
X̂i)/(M3 ∗ X̂i) where i = 1,2...n (number of points).
Those equations can be restated in the following way :
(−ui∗M3+M1)∗X̂i = 0 and (−vi∗M3+M2)∗X̂i = 0.
Using these two equations, we obtain :
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where OT = [0, 0, 0, 0]. Finally, we solve the follow-
ing : A
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Figure 1. Flowchart of the main algorithm

using the smaller eigen vector corresponding to the
smaller eigen value in the singular value decomposition
(SVD) to obtain M. [M11M12M13M14M21...M34]

T

corresponds to the last column of the matrix V in the de-
composition. To compute the initial background model,
five frames are needed at the beginning of the video se-
quence without any animal in it. The mean and variance
of each pixel in the three color channels is computed as
the model.

2.2. Image acquisition

At this point, the system needs to obtain one frame
from each camera. Ultimately, the system is meant
to work in real time. Currently, the video sequences
are stored in a database and the algorithm retrieves the
frames as required. The possible camera configurations

are : two visible cameras, two infrared cameras or only
one of them. Using two cameras, frames are aquired
simultaneously in order to use stereo vision for 3D re-
construction. It is also currently possible to only detect
animals using a single camera. One can observe in Fig-
ure 2 that aquiring from an infrared camera is likely to
simplify the background segmentation. However, using
infrared cameras may make the task of 3D reconstruc-
tion harder, because it could be more difficult to match
the corresponding points in the two views.

Figure 2. Visible and infrared images

2.3. Background model update

Illumination conditions change over time. Besides,
non-living things may be moved by the animals. Hence,
the system needs to slowly modify its background
model. Currently, the background model is updated at
each fifty frames to avoid slowing down the entire al-
gorithm. The values of one of the five background im-
ages are modified (the five are sequentially modified,
but only one at each iteration), by taking 90% of the
value of the background image and 10% of the current
analyzed frame. This avoid capturing too much noise or
value of pixels currently occupied by an animal. After
this, the background model is computed from the av-
erage of the five background images and the variance
background model is similarly updated.

2.4. Background segmentation

At this point, the background pixels are identified.
The values of each pixel are compared using Euclidean
distance with the values of the background model. The
variance of the pixel is also taken into consideration
in the comparison. If the result of the comparison is
greater than a threshold, we consider it as foreground
and a candidate to be identified. The value of the thresh-
old depends on the global illumination of the scene. It
is computed from the average intensity of the pixel and
the difference between the darker and lighter pixels.



2.5. Labeling and grouping

Once the segmentation is obtained, foreground pix-
els need to be grouped for each animal. First, the sys-
tem labels each pixel, doing an eight connectivity label
propagation. Each pixel and its eight neighbors are se-
quentially checked to assign a label to each pixel that is
connected. Any pixel with no foreground neighbors is
assigned to the background. Since the noise may pro-
duce disconnected objects, blobs closer than 10 pixels
are also connected. Figure 3 presents a segmentation
and grouping result.

Figure 3. Segmentation and grouping

2.6 Modelling and feature extraction

2.6.1 Tracking

Each currently detected object may needs to be associ-
ated with an object detected in the previous frame. Ob-
ject bounding boxes are tracked in 2D on the basis of
proximity. An extrapolation of the motion of bounding
boxes is obtained from the five previous frames before
associating a box to the nearest one in the current frame.
Figure 4 presents a tracked bounding box result.

Figure 4. Tracking

2.6.2 Triangulation of 3D points

We are currently working on the 3D reconstruction
stage of the algorithm. The principle is simple: the pro-
jectors of corresponding image points intersect at the
projected 3D point. When the cameras are in canoni-
cal configuration, retrieving the 3D coordinates is eas-
ier because it corresponds to a simple 2D trigonomet-
ric problem, as shown in Figure 5. With two images
in canonical form, world coordinates are computed as
follows [7]: Z = bf/d and X = −b(2u + u′) and
Y = bv/d where d = (u′ − u). Knowing the real

Figure 5. Canonical configuration

world coordinates of one point is enough to isolate the
baseline distance and the focal length : b = Y d/v
and f = Zd/b = Zd/(Y d/v) = Zv/Y . In order
to reduce errors, all known point coordinates used in
the calibration step are used to compute an average re-
sult. In the canonical configuration both image planes
are in the same plane and their respective epipolar lines
are parallel and at the same height. A transformation is
computed to rectify corresponding frames [3]. Figure 6
presents the result of the rectification.

Figure 6. Result of the rectification

Once images are rectified, it is known from the
epipolar constraint that a point in camera 1 may only
be found in camera 2 at the same row. The score of a
putative correspondence is related to the similarity of
the local appearances. A small value of the following
equation corresponds to a high matching score.

3∑
i=−3

3∑
j=−3

(Im1(i, j, :)− Im2(i, j, :))
2 ∗ (e− i

2 ∗ e−
j
2 )

where Imb(i, j, :) is the value of all the channels of
the pixel at the position (i,j) in image b. Once all
best matches are identified, the system triangulates us-
ing only the points with highest matching scores. The
system also stores neighbor values of each correctly
matched point in memory to be able to track local re-
gions in future frames.



2.6.3 Registration with the 3D model

3D points obtained at a given frame need to be reg-
istrated to the current model before it is updated. A
RANSAC approach [2, 6] is to be used to estimate the
transformation. Reconstructed 3D points from the cur-
rent model and those in the current frame are matched
again using the local appearances. Then three points
are randomly selected from the list of best matches and
a global transformation is computed from their coordi-
nates in the current frame and the previous one. After
that, the system verifies if the transformation fits other
good matches. If not, the system takes three other ran-
domly selected points and repeats the process until a
good result is found. If the approach does not converge
to a good result after a number of trials, the best result
is kept. Because an animal is a deformable object, the
system needs to detect if some parts of the animal have
moved differently. The approach taken is based on the
skeletal signature of the 3D object [1]. If the system
has at least 3 points from a skeleton branch in the list
of good matches, it can compute the specific motion of
that branch. At the end of this step, the new 3D points
(those that are not in the list of good matches) are added
to the 3D model of the object and the points from the
deformed parts are updated.

2.7. Comparison and identification

A comparison is made between the knowledge base
and the features extracted from the observed objects.
We plan to merge existing approaches to achieve the
3D comparison. One of the most interesting techniques
is the one proposed by S. Biasotti in reference [1]. A
skeletal signature of the 3D object is computed. That
signature is then used as a size graph to compute dis-
crete size functions, giving a similarity measure be-
tween shapes. A template matching algorithm [4] will
also be used. Here the idea is to generate 2D projections
of 3D models in key views to be matched to observed
2D silhouettes. Template matching can be difficult be-
cause animals are deformable objects, but the system is
to try both approaches and keep the stronger result. Ev-
ery identification criterion we retrieve from these tech-
niques and from our earlier observations will be taken
into account in a probabilistic equation to achieve iden-
tification of the objects. The system also needs to score
its confidence in the identification, so the user can ver-
ify the most uncertain identifications. At the end of this
step of the algorithm, it will be determined whether the
observed object is an animal and wich one in its knowl-
edge base is the most accurate match.

2.8. Globals statistics computation

The final step of the algorithm is computing statis-
tics and producing a graphic showing the number of de-
tected animals over time. Currently, the user can inter-
act with the graphic to view each detected animal on the
video sequence. He can also observe the result of the 3D
reconstruction algorithm. In the future, this graphic will
be grouped by animal class and the user will be able to
obtain the confidence in each identification.

3. Technical information

The code is written in C++ inside the Qt environment
using OpenCV and OpenGL. Releasing one’s work and
knowledge with a free and permissive license allows
people all around the world to optimize, modify and use
results according to their needs. The lib3ds is used to in-
tegrate our 3D models. For the acquisition, Point Grey
Dragonfly2 color cameras and Flir PathFindIR infrared
cameras (spectral range 8 to 14 um) are used.

4. Conclusion

The approach presented integrates existing computer
vision techniques to automate the detection and iden-
tification of animals. This research field still presents
interesting challenges to be solved in the future.
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