Using non-local background modeling to quantify the schooling behaviour of
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Abstract

Sticklebacks have been used as model organisms in
behavioural biology for a long time. We plan to use
quantitative trait locus mapping to identify the genetic
basis for differences in schooling behaviour between
marine and benthic sticklebacks. To do this, we need
to quantify the schooling behaviour of thousands of
fish. We have developed a robust high-throughput video
analysis system that allows us to screen a few thou-
sand individuals automatically. We propose a non-local
mean background modeling approach that allows us to
detect and track sticklebacks and obtain the schooling
parameters efficiently.

1. Introduction

Sticklebacks have been a model organism in be-
havioural biology since the pioneering work of Niko
Tinbergen over half a century ago [9]. Much is un-
derstood about stickleback behaviour in both the field
and the laboratory. More recently, sticklebacks have
become a model system for understanding the genetic
basis for divergence in phenotypic traits, including be-
haviour [5]. We have characterized differences in
schooling behaviour between two populations of stick-
lebacks that inhabit dissimilar environments. Marine
sticklebacks live in open water and school very strongly
whereas freshwater bottom-dwelling lake populations
(benthics) exhibit reduced schooling [11]. We devel-
oped an assay using an array of artificial stickleback
models to elicit and quantify schooling behaviour [11]].
Using this assay, we showed that marine sticklebacks
spend significantly more time schooling.

Our goal is to dissect the genetic basis for the di-
vergent schooling behaviour between marine and ben-

thic sticklebacks. Quantitative trait locus (QTL) map-
ping has successfully identified the genetic basis for
many variant traits in sticklebacks [S]]. We plan to use
QTL mapping in benthic-marine hybrids to identify ge-
netic loci that contribute to differences in schooling be-
haviour. To assay the hundreds of fish necessary for
this technique, a robust high-throughput video analy-
sis system is essential. Here we present a custom ap-
proach for analysis of videos from our assay. We pro-
pose a method for background modeling for videos that
are (semi-)periodic, those in which some or all of the
background in each frame is repeated in at least a few
other frames in the video. We show the result of this
simple yet effective method for processing videos from
our experiments.

2. Target detection for video tracking

For any video tracking system, target detection is an
essential ingredient. One approach is to detect an ob-
ject of interest based on appearance features such as
geometric shape, texture and color [12]. In this ap-
proach, the visual features should chosen so that the
target can be distinguished easily from other objects
in the scene. Another approach to detect moving ob-
jects in the scene is background subtraction [7]. This
approach is especially useful for surveillance systems,
such as for parking lots, offices, and controlled ex-
perimental environments, in which cameras are fixed
and directed to the area of interest. The main prop-
erty of these systems is that background is to some ex-
tent static, and a model of background can be calcu-
lated for each frame [10]]. Different methods have been
developed to maintain robustly the background model
in scenes with possible changes in background such as
gradual change in lighting and sudden changes in illu-
mination due to light switches [7,[10]. Moreover, there
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Figure 1. (a) Physical setup (b) Sample frame from the video

are studies that address background modeling in dy-
namic scenes with significant stochastic motion, such as
water or waving trees [8, 2]. Unfortunately, the afore-
mentioned approaches are not applicable for our exper-
iments due to our special setup (see section[3.1).

3. Experimental setup

The model school is composed of eight plastic model
sticklebacks that are arranged to mimic the formation of
an actual school of sticklebacks [11]]. The models are at-
tached to an apparatus and driven by a motor in a circu-
lar path within a circular tank. Trials are videotaped us-
ing a video camera mounted above the tank, as shown in
Fig.[T](a). The features we quantify in each video are the
time taken for the fish to move within one body length
of the model, the time of schooling with the model (i.e.
swimming in the same direction as the model, within
one body length), and the number of schooling bouts
(i.e., if the fish stops then starts schooling again, how
many times does it do that). These data can be obtained
from the position and direction of the fish and the model
in each frame.

3.1. Challenges

There are two properties that make the task of track-
ing sticklebacks in our setup challenging. First of all,
model school fishes, as intended, look very similar to
the real fish (see Fig. |I| (b)). Therefore, there is no vi-
sual feature that could distinguish between real fish and
model fish. So, even though it is possible to detect the
real fish in the frames in which this fish is not close to
the models using visual clues such as shape and inten-
sity of fish contour, in the frames that the real fish is

schooling with model fish it is almost impossible to dis-
tinguish them. Problematically, these are the frames in
which we are most interested, because they show the
schooling behaviour. Moreover, since the model school
is rotating, there are frequent occlusions of the fish
by the poles and wires around the model school. Ba-
sic methods for background modeling such as running
Gaussian average [[7]] will not work here since not only
does the real fish move between consecutive frames, but
also the whole model school and the wires and poles are
moving.

4. Proposed Method

4.1. Model school detection

As can be seen in Figure |I| (b) there is a circle on
top of the model. An obvious choice for circle detec-
tion is the generalized Hough transform [4] and since
the radius of the circle (aside from the negligible vari-
ation due to perspective effect) is constant, the model
fish are effectively located. The process of model de-
tection can be expedited by using the previous frame
information for each frame and searching for a circle in
the neighbourhood of the region of interest (close to the
last frame detection) instead of searching the whole im-
age. By finding the centre of the circle at each frame,
the movement direction of model fishes is extractable;
this is needed to calculate the statistics we need from
each experiment.

4.2. Real fish detection

We want to build a background model for each frame
such that the only “foreground” would be the real fish.
This means we want to have the model school, poles and



wires as background. Our proposed approach for back-
ground modeling for videos has some similarities with
the NL-means algorithm described in [1]]. In [1]], for de-
noising a pixel, instead of just using the neighbours of
the pixel or local pixels, all other pixels in the entire im-
age that are “similar” to the current pixel are used. The
measure of similarity is based on the intensity value of
a square neighbourhood of fixed size.

The interesting property of the videos from our sys-
tem is that for each frame, since the model school is
turning around almost periodically, there are some other
‘similar’ frames in the video in which the position of
the model school, as well as poles and wires and even
shadows are almost the same. We exploit this specific
feature of these videos to build a background model
for each frame using the similar frames that exist in
the whole video. So instead of using the neighboring
frames (neighbor in terms of time), we look at the whole
video, and find the frames that are similar to the cur-
rent frame. Unfortunately, the period of turning varies
slightly between and within experiments due to imper-
fections in the motor. Therefore, although periodicity
helps us limit the search for finding similar frames, we
still need to look in a window of frames in each period
to pick the most similar frames to the current one. Our
similarity measure is based on the Euclidean distance
between frames. More precisely, Sy, r,, the similarity
score between frame f; and f5 is defined as
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in which h and w are the height and width of the region
of interest, respectively, C' is a normalization factor, and
I;(1, 7) is the intensity value of the pixel (7, j) at frame
f. In our videos, w and h are 700 and 540 respectively.

Since the area of the real fish is only about 0.1%
of the whole image, the position of the fish does not
make that much contribution to the value of the similar-
ity score. This means that frames that are similar to each
other have the same or very similar “background”. To
speed up the process of calculating the similarity score
between frames, each frame is summarized as a vector
of Haar-like features [6] that can be computed very ef-
ficiently using integral image [3]]. In this case, the simi-
larity distance

L
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in which V7 is a vector containing L rectangular Haar-

like features and C'is a normalizing constant. We used
L =100.

Segment No. | # MD | # FD, | % CD
1 32 0 96.8
2 54 4 94.3
3 131 1 86.8
4 33 0 96.7
5 25 0 97.5
Average 55 1 94.4

Table 1. Detection performance in 5 seg-
ments: Missed detection (MD), False De-
tection (FD) and Correct Detection (CD)

For each frame, after ranking the similarity scores
we pick the NV frames that have the highest scores; we
used N = 3. The background for the current frame
is then calculated using these frames. The latter step
is needed to remove the water waves and other non-
periodic changes in the image. Finally, we filter the
components in the change mask based on their size
and remove those components that are much smaller or
larger than the real fish.

5. Results

() (b)

Figure 2. Detection: (a) Original frame,
(b) Processed frame; detected fish is in-
dicated in blue

Fig.2]shows the result of real fish detection. The de-
tected area is indicated in blue in Fig.[2{b). This shows
our method is able to find the “foreground” or real fish,
even in hard situations. To quantify the performance
of our algorithm, we manually checked 5 segments of
video of length 1000 frames. Table[I]shows the perfor-
mance of the proposed method in terms of the number
of missed/false detections. On average we correctly de-
tect fish in 94.4% of the frames. This shows our detec-
tion algorithm works efficiently.

We present the result of processing three sample
videos with the proposed method. For behavioural tri-
als, fish are removed from their home tank and placed
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Figure 3. Speed of movement and school-
ing behaviour for three sample videos.
Red bars indicate inferred periods of
schooling.

into individual isolation chambers for at least 1.5 hours
before the trial. The motor controlling the artificial
school is then turned on remotely and the fish are given
5 minutes to interact with the models. For each frame,
the distance between the model and the fish, and the
speed of the fish, are obtained. If the distance between
the fish and the model is less than a predefined threshold
(5 cm) and the speed of the fish is more than a threshold
(2 cm/sec), we identify that frame as schooling. Fig. 3]
shows the result of quantifying speed and schooling be-
haviour. As can be seen, the patterns of schooling and
activity differ between individuals. From these data,
many parameters of schooling behaviour such as the la-
tency to first approach to the model and average time of
schooling can be obtained.

6. Conclusion

We have proposed a method to automate the quanti-
tative analysis of stickleback schooling behaviour. We
exploit the semi-periodic nature of the videos to build
an accurate background model for each frame. Since we
are processing recorded videos our background model-
ing algorithm does not need to be causal, however it can

be extended for causal systems, e.g. real-time applica-
tions. The proposed method enables us to detect the
fish in difficult situations, for example when the fish is
very close to the model and/or is partially occluded. Us-
ing our approach, we can find the important parameters
of schooling behaviour. This enables us to screen many
individuals with different genotypes efficiently and con-
duct association studies between genotype and school-
ing behaviour.
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