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Abstract

Sensor networks collect data from their environment. Locations of
the sensors are important attributes of that information and provide a
context to understand, and use sensor data. In this chapter, we will
discuss geometric ideas to organize sensor data using their locations. We
will consider distributed methods for managing queries about isolated
events, queries about mobile objects, and queries for general signal fields.
Location based methods often operate on simple geometric domains, and
we will discuss how they can be adapted to networks with complex shapes.

1 Introduction

The data collected by a sensor has to be available to others, since the sensor that
produces a piece of datum is not always the one that uses it. The consumer may
be far from the source of data and have no idea of how to find the one relevant
source in a large network. When the consumer asks for aggregate information,
for example, sum or average or maximum, we face a similar problem of handling
data from a large group of sensors at a large communication cost.

Methods of data pre-processing distribute hints about sensor information
across the network. When done properly, pre-processing can make it easier to
answer consumer queries – search and aggregation – and avoid the large costs.

Locations are a useful tool in pre-processing and an important aspect of sen-
sor data, since physical events are naturally associated with coordinates instead
of ids. Locations let us associate events with the physical world – they give
us an index of the environment; thus locations are essential to Cyber Physical
Information. Interpreting and processing data by locations gives a geometric
structure to the otherwise amorphous sensor readings. As an added bonus, basic
network operations of routing, communication, scheduling and many others can
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benefit from use of locations. Since wireless communication works only between
nearby nodes, their locations have a close relation to the overall structure of a
network.

In this chapter, we will examine how geometric ideas can leverage the loca-
tions of nodes for better utilization of sensors. We will see that geometry plays
a role in processing the sensor data as well as in answering queries.

These location based methods can be divided into two categories by their
applicability. In Section 2, we discuss ways of managing data in a static scenario
where sensors measure general physical quantities or events such as tempera-
ture, pressure or occurrence of fire. In section 3 we will consider methods for
processing data about mobile objects. With the increasing popularity of mobile
devices, this is an important sensing category, and carries interesting relations
to the general case. In each of Section 2 and 3, we will consider two different
styles of data organization – hierarchic data structures, and data distribution
in a flat structure. In Section 4, we will discuss how these methods are adapted
to complex networks by construction of virtual coordinates and segmentation
of networks.

Our goal is to keep the methods as general as possible, so that they are
applicable to the widest variety of scenarios. Therefore we will treat our network
as general communication-capable sensors distributed in a plane, without any
assumption on their specific sensing capabilities or other features. We will,
however, mention relevant example applications in each case to illustrate the
methods and their uses.

In the rest of this section we discuss the general model and scenario used
to describe the different methods. Locations and distributions of nodes are
important to storage schemes, as is routing. Let us briefly review the aspects
of these topics that will be relevant to our main discussion. Readers generally
familiar with location based algorithms and routings methods may wish to skip
ahead to the next section.

1.1 Distribution and Location of Nodes

Finding locations of nodes is a challenge on its own and much research has
been devoted to it. The methods and protocols vary by the requirements and
the infrastructure available, and the theoretical questions related to localizing
nodes are often intractable problems [10, 4]. For more related works on this
topic see a recent survey [15]. From a practical point of view, GPS is becom-
ing more affordable, and localizing sensors by collaborating with nearby and
passing GPS enabled devices is often a possibility. Wireless and cellular signal
based localizations are also becoming and common and fairly reliable. Very ac-
curate localization will not be important to our discussions, we therefore leave
the question of localization here and assume that some form of approximate
locations are available.

We do need some idea of how sensors are distributed in the domain. For
our discussion, let us assume that the nodes are distributed over large area and
with bounded density: the number of neighbors of any node is bounded by some
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constant number. This is a reasonable assumption, since in a small region we
would like to have only a limited number of sensors. Too many devices in close
proximity increase costs and reduce communication efficiency [16], but cannot
provide corresponding sensing benefits.

For simplicity, we can discuss the performance of algorithms with respect to a
specific sensor configuration. Let us suppose n sensors are distributed in a large
enough square and with uniform density as discussed above. If communication
ranges of sensors are bounded above and below by some constants, this would
mean that the sides of this square are of length Θ(

√
n), and the diameter of the

network is of the same order. The expected distance between any two random
nodes in the network is also Θ(

√
n).1 We will discuss more general types of

networks in section 4.

1.2 Communication and Routing

To make best use of sensor networks, a sensor needs to communicate with other
nodes; it needs support from the network to forward its messages. Multi-hop
routing in wireless and sensor networks is a widely studied subject that we will
not attempt to survey here, but will mention briefly a few concepts important
to our later discussion.

Flooding. This is perhaps the simplest communication technique, where the
message is sent to all neighbors of the source, and a receiver always sends it to
all its own neighbors. As a result, the message reaches all nodes in the connected
network, including the intended destination. Once the first message is delivered,
one of the paths along which it traveled can be used for further communication
between source and the destination. This is the basis of classic ad hoc routing
protocols such as AODV [35] and DSR [18]. The cost of such a protocol is Θ(n)
per communication pair, since the first message goes to all nodes.

Geographic routing. To make routing more efficient in sensor networks,
several methods make use of node locations. These schemes preprocess the
network to compute a planar graph whose edges consist of communication links
in the network (see [2]). The routing itself follows a two phase method. Suppose
node s currently has a message for location t, then s uses one of the following
tactics:

1. Greedy routing: Node s checks all its neighbors and finds neighbor w that
is nearest to t. If |wt| < |st|, that is, w is nearer to t, then s sends the
message to w.

2. Perimeter mode routing: If no such w is available, the routing enters
perimeter mode, where the message moves along the face of the planar
graph containing s, until it finds w with |wt| < |st|.

See Figure 1 for an example.

1A function f(n) is said to be Θ(g(n)), if there are constants a, b, N such that for all
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Figure 1: Greedy routing and face routing. Message path is shown in bold, and
goes through the following steps. A message for t starts from x and reaches
y by a greedy step. Greedy step fails at y, so perimeter mode is initiated for
the shaded face. Message reaches w while traversing the face. Greedy mode
resumes at w since |wt| < |yt|. The message traverses the face containing
location t looking for the node nearest to t.

There are several methods [2, 19, 22, 25, 26], that are variations of this
essential strategy. The most popular among these is GPSR [19], which we
will use as our standard reference for this class of greedy plus perimeter mode
routing. We will assume for simplicity that the sensors are distributed with
sufficient density that there are no large “holes” in the square network. As
such, we can say that if two nodes are distance d away in the plane, the GPSR
path between them has a lengthO(d) – which is the communication cost between
these two sensors. If there is no node at the destination location t, then GPSR
traverses the face containing t, and arrives at the node closest to t.

Virtual coordinates and handling network shapes. A real sensor network
will typically not be so simple as the square domain we have assumed. It will
have an unknown shape, and will likely have coverage holes where there are no
sensors. Is it still possible to apply the routing methods and the geometric data
storage methods to these networks?

Protocols have been designed to compute virtual coordinates – assignment of
a logical or virtual location to nodes in an abstract plane [36, 34, 5, 6, 39, 40, 45].
These methods morph the virtual network into more standard shapes, making it
easier to use routing and geometric data storage methods. A different approach
is proposed in [46, 47] - to decompose a complex shape into pieces, each of which
is relatively simple, and easy to apply geometric methods.

We will discuss these methods of handling complex shapes in Section 4.

n > N , a ·g(n) ≤ f(n) ≤ b ·g(n). That is, for large enough n, f(n) behaves like g(n) to within
constant factors. More details can be found in books on algorithms. See for example [7].
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2 Information Brokerage and Range Queries

An important sensor network question is searching for particular pieces of in-
formation. Sensors detect and store significant events, and sometimes we need
to find a particular type of event – for example, a tourist on safari may wish
to find the elephants2. In this case, we have a sensor network monitoring the
park, and some sensor P near a group of elephants has useful information – it
has stored an “elephant detection” event. But sensor P is not aware where an
interested tourist may be. Symmetrically, node C is in communication with the
tourist, but has no idea where P is.

This general problem is called Information Brokerage: information producer
P has some data, and information consumer C would like to learn this data.
We need a general method by which producer and consumer can find each-other
easily.

The conceptually simplest protocol to handle this problem is for the con-
sumer to check every node in the network by flooding a query. This approach
was taken in Directed Diffusion [17] and TinyDB [31]. It works well when data
is updated often, but queries are occasional – a sensor stores updated informa-
tion, and responds to the queries it receives. However, all other nodes in the
network are also required to receive and forward the query, whether they have
relevant data or not. When searches are frequent, this becomes an unnecessary
load on the nodes, most of whom have nothing to do with the query.

We need an information brokerage scheme that makes better use of network
resources – uses less communications, and balances the load across the network.
We would like to avoid consuming energy at nodes that can not help us in our
search. All nodes reporting their data to a single server achieves this in a way
– it avoids flooding the network, but also overloads the server and the nodes
close to it. All the updates and queries have to be forwarded by the few nodes
leading to the server, which will quickly run out of battery. Information should
be spread out to balance the storage and communication loads in the network.

2.1 Hashing Data to Points and Curves

One method to coordinate producers and consumers is by using consistent hash-
ing over the entire network. The idea is used in [37]. All nodes know a hash
function that can be applied to the data query or key, and it returns a location.
Let us denote this function as h.

In our example, sensor P performs the hash h(“Elephant”), and obtains
a location – a pair of coordinates: (x, y). Node P sends a message to the
sensor at (x, y) that “Elephant” or relevant data is available at P ’s location.
The consumer C performs the same hash when searching and obtains the same
(x, y); thus C knows which sensor must have the information.

Location (x, y) need not be a sensor location at all, a random hash h will
almost certainly give us an empty location. We can resolve this by storing the

2This commonly used example is from [37]
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Figure 2: Geographic hash tables. The data producer P sends a message to
location (x, y) = h(key), using GPSR. The trajectory is shown as the path in
red. The data may be stored at the node S nearest to the location, or on the
entire perimeter around the hash location. The consumer also performs GPSR
with (x, y) as target and arrives at the data.

data at the sensor nearest to the location (x, y) – see Figure 2. This nearest
sensor is called the home node. We saw in Section 1.2 how the home node can
be found using GPSR [19]. The consumer can also send a message via GPSR
routing to (x, y) to arrive at this same sensor, and a return message retrieves
the data. Since hash locations are completely random, the expected cost for a
node – either a producer or a consumer – to send a message to the hash location
is Θ(

√
n). Therefore, the cost of a producer storing a piece of information at

the hash location, or that of a consumer retrieving it are both asymptotically
Θ(
√
n) in expectation.

Storing a piece of data at only the home node is fragile – a failure of the
node can destroy all the stored information. For better fault tolerance, GHT
utilizes the GPSR’s perimeter routing mechanism. While searching for the home
node, GPSR traverses the perimeter of the face that contains the hash location,
and GHT stores the data at all nodes on this home perimeter at no extra
communication cost. Periodically, a probe is sent around the home perimeter,
checking the health of the perimeter nodes. If some nodes have failed and the
perimeter changed, then the new perimeter nodes are given a copy of the data.

The perimeter mode storage of data has an additional advantage that the
consumer can get the data as soon as the search message hits some part of the
perimeter curve. If we had gone a step ahead and stored the data at all the
nodes on the path from the producer up to the home perimeter, and sent the
consumer’s search message in a path likely to touch the storage path, it could
have collected the data without visiting the home region.

Can we stretch this idea further? Maybe we can deliberately send the pro-
ducer’s message along a path that the consumer can find. If done suitably, this
method may have several additional benefits. In Figure 2, the producer and
consumer are fairly close, yet the search message has to travel to the hash loca-
tion and back; which means slower response to the query, and additional load
on the home nodes and those on the path. If the search found a nearby node
on the producer’s storage path, these unnecessary penalties would be avoided.
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Our next brokerage technique, called Double Rulings[43, 41] expands this
concept, and stores data along a path instead of at a node. The challenge is to
design the trajectories such that the search paths find the storage paths easily.

2.1.1 Double Rulings

Double Rulings is the general idea of storing data on a path such that the con-
sumer’s search finds it easily. Simply taking the GPSR path to the hash location
does not suffice – the goal is to have the intersection of search and storage paths
close to the consumer. The close intersection means less communication and
faster response to the query. It will be best to have the intersections at different
points on the storage path and have the load of responding to queries more
evenly distributed. The specific scheme we will discuss is from [43, 41].

The intuition is to design the paths as abstract curves on a sphere. A type of
curves we can use are called great circles. These are circles that lie on the sphere
and have the largest possible diameter. On the earth for example, the equator
and the longitude circles are all great circles. The great circles on a sphere are
analogous to straight lines on a plane – shortest distances are measured along
them. Just as with the plane, given two points on a sphere, there is a unique
great circle through them3.

h

h∗

r

h̄∗

h

p
h∗

C(p′, h)

C(p, h)

p′

h̄

(a) (b)

Figure 3: (a) Stereographic projection in side-view. (b) Producer storage curves (red)
for p and p′. They are great circles passing through hash location h.

The sensor network itself lies on a plane. To make use of curves on a sphere,
we first need a correspondence between the sphere and the plane. This is done
through a mapping called stereographic projection. Imagine the sphere is placed
on the plane. For any point h∗ on the plane, we imagine the straight line from
h∗ to the north pole of the sphere – its top most point. This line intersects the
sphere at another unique point h, which is the image of h∗ under the stereo-
graphic projection. This idea is shown in Figure 3(a).

With this map between the plane and the sphere, we can now define the
storage and search curves in terms of curves on the sphere. An example of

3The exception to this is the special case when the two points in question are antipodes
to each-other on the sphere, and there are an infinite number of great circles passing through
them.
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storage curves is shown in Figure 3(b) where two producers are mapped to
points p and p′ on the sphere. In double ruling, the hash function gives a
location h on the sphere. The data is stored by a producer along the great
circle curve on the sphere passing through itself and h. To be precise, data is
stored along nodes on the curve in the plane that is the stereographic map of
the storage curve on the sphere. By properties of stereographic projection, the
circular curves on the sphere map to circles in the plane. Thus the producer’s
cost for storing data along any circle in the network field is at most O(

√
n).4

Using curves on a sphere makes data search and retrieval easy: a great
circle intersects any other great circle. Thus, the consumer doesn’t even have
to consider the hash h – it can simply send a message on a great circle and find
any data in the network.

q

h̄

p

C(p, h)
u

v

L(q, h)

h

0

0

(a) (b)

Figure 4: (a) Double Rulings p and q are stereographic maps of producer and con-
sumer; h is the hash, h̄ is its antipode. C(p, h) is storage curve (a great circle) and
L(q, h) is the retrieval curve, intersecting at u and v. (b) Actual Network storage path
(red) and search and retrieval path (blue) in the plane. The hash location is shown as
black triangle.

The knowledge of the hash function can be used to create smarter paths that
have provably small search cost. We make use of latitude curves for this efficient
search and retrieval in place of great circles. A latitude curve is defined to be
one that maintains constant distance to the hash location on the sphere – see
Figure 4(a)5. The advantage of such curves is that they intersect any producer

4A function f(n) is said to be O(g(n)), if there are constants b,N such that for all n > N ,
f(n) ≤ b · g(n). That is, for large enough n, f(n) is less than g(n) to within constant factors.
See [7] for details. The largest possible circular arc has length O(

√
n) in a square of length

O(
√
n).

5The name derives from latitudes on the earth, that maintain a constant distance to the
poles.

8



curve within a distance O(d) from the consumer, where d is the distance between
the consumer and the producer on the sphere. In Figure 4(a), this means that
either u or v – must be close to the consumer q. The location and radius of the
sphere can be chosen such that distance between any two points on the plane
is at most a constant times the distance between corresponding points on the
sphere, and the length of a path on the sphere is within a constant factor of the
length of the corresponding path in the plane produced by the stereographic
projection. Thus, the cost of search and retrieval for the consumer is O(d∗),
where d∗ is its distance to the producer in the plane. This property is called
distance sensitive retrieval.

The storage and search paths in the plane are shown Figure 4(b). In a dis-
crete network the paths cannot be the smooth curves we construct by projection.
The network path following the curves as shown in the figure are obtained using
a general strategy of “Routing along a curve” described in [33].

Double Rulings includes GHT as a subcase – every storage curve passes
through the hash location, thus the consumer can always retrieve data from
there. This is a useful feature when a consumer wants all the data of a particular
type instead of just one – this can be done by visiting the hash location. On a
sphere, its antipode h̄ serves as an additional proxy hash location – any great
circle passing through h also passes through h̄, and the GHT style retrieval can
be performed by visiting its image in the plane.

In data searching, the great circle curves are useful for certain types of
searches. For example, when the consumer asks for multiple types of data at
once, a great circle retrieval can find all of them at once, since the a great circle
will intersect all other great circle producer curves.
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Figure 5: Communication load at different nodes. Information generated by one pro-
ducer, and queries issued by 500 consumers. (a) Load for double rulings is distributed.
(b) Load when using GHT is clustered around the hash location, and therefore poorly
balanced.

One of our goals in using in-network storage is to balance the data handling
load among the nodes. Double ruling has the advantage that different consumers
retrieve data from different parts of the producer curve, so that the tasks of
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responding to query are better distributed. This effect can be seen in Figure 5.
GHT creates high load near the hash location. The load from double rulings
is more balanced. In fact, the overall load from double rulings is less, since it
requires less communication per query.

Location free double ruling schemes. Intersection of paths to achieve in-
formation brokerage has been used based on other structures than the stereo-
graphic projection described in [43, 41]. We describe these methods very briefly,
making use of Figure 6. The first method, shown in Figure 6(a) is called Rumor
Routing, described in [3]. Here, the storage path is a random walk from the
producer, and of some maximum length determined beforehand. The retrieval
path is also a random walk, starting at the consumer. When the retrieval path
meets the storage path, it finds the data, which is returned to the consumer.

P

C

P

C

(a) (b)

Figure 6: (a) Rumor routing: Producer follows a random walk. Consumer also
follows a random walk until it hits the producer. (b) Landmark based double ruling.
Landmark nodes are shown as green triangle. Hash to a tile instead of location, then
follow GLIDER routing to reach tile. The nodes in bold are on boundary of one or
more tiles.

The second method (Figure 6(b)) relies on landmarks to decompose the
network, and is described in [12]. A few nodes in the network are selected as
landmarks. All other nodes determine the landmark nearest to them, and are
grouped into “tiles” accordingly. This is easy to do by flooding messages from
the landmarks, and using that to measure the distance of each node from the
different landmarks. The hash in this case is a complete tile. The producer
sends the data using a related landmark based routing scheme described in [11].
In each tile the path passes through, it shoots off additional branches so that
a consumer path finds an easy intersection. The consumer uses the same hash
and routing scheme, and intersects a storage node in the hash tile or an earlier
one.

These methods have the advantage that they do not need locations to op-
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erate. Thus, they can be used when GPS or similar infrastructure are not
present. However, when locations are available, they are substantially more
expensive than the methods we discussed making use of locations. In the next
subsection we return to our main topic of location based schemes and discuss
how they can be divided recursively for better query response.

2.2 Hierarchical Partitions

Recursively partitioning a space is a common technique in data storage and
search mechanisms. The reader may be familiar with the binary partitioning
used in binary search on an array – where at each step the array is divided into
2 parts. By creating an abstract node for each such part, we get a correspond-
ing abstract structure called a binary search tree, that represents the recursive
partitioning of the array. To apply similar techniques to sensor nodes in a plane
we need a two dimensional version of this idea.

Level 2

Level 1

Level 0

Figure 7: A 3 level quadtree. On the left is the recursive partitioning – each
level consists of one or more square areas. At the next level each square is split
into 4 congruent squares. On the right is the tree – each square becomes a node,
with edges to its children, and the parent.

Figure 7 shows a quadtree partitioning. We start with a square space at the
top level, and recursively partition it into smaller congruent squares at each
level. Recursive partitioning gives rise to an abstract tree structure shown on
the right. Each square at each level corresponds to a node in the tree, thus
nodes other than the leaves have 4 children each. We can interchangeably refer
to a square or corresponding quadtree node as convenient. The partitioning
in Figure 7 has two levels in addition to the root, in general we can have any
number of levels. It is reasonable to assume that the final level is one where
the squares are unit sized. In our constant density square network model, unit
sized leaves imply a quadtree with Θ(logn) levels.

This general partitioning scheme has been used in different ways for sensor
data handling. Here we briefly discuss a few of these.
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2.2.1 Structured Replication in GHT

GHT [37] has a variant called structured replication (Figure 8) designed to
handle the hotspot problem of many producers trying to transmit updates to a
single hash location. In this method, each node considers a quadtree partitioning
of the square. On each level of the partitioning, it is possible to perform the
hash on each square at that level, giving us 4i hash location at each level i.

P

Figure 8: Structured replication in GHT has a hash location in each square
of a quadtree partitioning. A producer (shown shaded) stores the data at the
nearest hash location among all these.

The producer P stores the data at the single nearest hash location among
all the locations. In a k level tree storage cost is reduced to O(

√
n/2k) , but

the search cost increases – now the consumer has to search multiple locations.
The protocol dictates that the consumer searches the hash at level 0, which
automatically forwards the message to the level 1 hashes, each of which forwards
the message to level 2 hashes and so on. Thus the search cost is O(2k

√
n). This

method therefore decreases storage or update cost, but increases the search cost.
The authors point out that if the levels are such that at the lowest level squares
are constant sized, then this costs O(n) – asymptotically the same as flooding
to retrieve data from the source node.

2.2.2 Fractional Cascading and Aggregate Information

Let us consider now a different question – answering aggregate queries using a
hierarchical structure. Imagine all our sensors are monitoring a signal that has
an attribute value, such as temperature. We can thus ask a question “Which
sensors in region R have temperatures above T ?” or, “How many sensors in
region R have temperatures above T ?” To answer these, we need a different
type of data storage and retrieval than the information brokerage schemes.

The fractional cascading method [14] suggests storing at each sensor, aggre-
gate data about exponentially growing regions: a constant number of values for
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each quadtree square that contains it. A sensor has detailed information about
the local neighborhood, and progressively coarser information about larger re-
gions.

Square u

Figure 9: The network from the point of view of the shaded node in quadtree
square u. It stores one aggregate (for example maximum) for each square in
this figure.

The method starts with partitioning the square with a quadtree. Remember
that a node u in the quadtree corresponds to a square in the partitioning. Its
parent p(u) is the larger square at the previous level that contains the square
u. Fractional cascading then proceeds by storing some values at each sensor in
a square. At each sensor in u, it stores the maximum in the square u, and the
maxima for each sibling of u in the quadtree. That is, each node saves 4 values
for each level in the tree – the quadtree nodes on the path from the leaf to the
root, and their siblings (See Figure 9). This means that on a typical tree in our
scenario, a node needs to store O(log n) values, and the communication cost of
storing all the data in this format is O(n log n).

The query response is done in terms of Canonical Pieces. Given a region R,
a canonical piece is a square in the partitioning that fits completely in R, but
its parent does not fit – see Figure 10. To find the true answer, we check each
canonical piece. The cost of this traversal can be shown to be O(D +

√
Ak +

P logP ). Here A and P are the area and perimeter of R, while k is the number
of sensors with temperature above T . The parameter D is the distance from the
query source to the query range – it is the unavoidable cost of communicating
with the query region.

Sometimes we may not be interested in a such a detailed report. We may
just ask “What is the maximum temperature in R?” to find out if there is a
fire in the region. On such a query, it is sufficient to check just one node from
each canonical piece, since every node stores the maximum value of each square
it belongs to. The traversal can be done nicely by following a spiral path in R
visiting the smaller pieces at the edges first, and traversing progressively larger
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Figure 10: Query response in fractional cascading. The query is to find an
aggregate (e.g. sum of values) of all sensors in the outer rectangle R shown in
bold. Each square in the figure is canonical piece – its parent square is not in R.
The method needs to visit each canonical square once, this is done by following
the spiral path shown as dashed segments, that has length O(P logP ).

squares inwards. The cost of visiting all the canonical pieces will be simply
O(D + P logP ), taking into account the distance of R from the query point.
Similarly, it is possible to compute sums, where each node stores the sum of
values in its square and their siblings at all levels. This is useful in answering
a question of type “How many animals are there in region R?” and can be
answered at the same cost.

Fractional cascading is a fundamental concept in computer algorithms [8],
and have been used in different fields in different ways. It will make further
appearances in the next section when we discuss tracking mobile devices.

2.2.3 DIM: Locality Preserving Storage of Multi-dimensional Data

Sensors in a network are likely to have many different sensing capabilities. And
queries may be with respect to multiple parameters. Whether it is a data center
or a wildlife preserve, we need to keep track of many different parameters that
will help us understand animal behaviors, hardware failures and other events in
the network.

For such data, it is useful to be able to make range queries: which hardware
failures in the data center typically happen at high temperature and load con-
ditions? At which locations has the bird been spotted when temperature was
between 30◦C − 35◦C and humidity in range 80%− 100%?

To answer the queries efficiently, it helps if similar data are stored close
together. For example, if events at similar humidity and similar temperature
are stored nearby, the cost of answering the queries above will be low.

Based on this idea, DIM [28] suggests a locality preserving hashing scheme
for events. Here “locality preserving” means that it tries to place together events
that are similar in some parameters.
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Let us suppose for the moment that we have k different binary parameters.
We can ask: “Was the temperature low or high?”, “Was the humidity above or
below 50%?” and similar questions about every parameter. Thus each event is
accompanied by a bit vector b of length k. To each possible bit vector, we will
assign a zone – a region of the network – where the corresponding events will
be stored.

This method is inspired by a different type of space partition called kd–
trees [8]. We start with our square network region R, and partition it recursively,
diving each region into two according to the next bit b[i] of b. If index i is even,
we split R with a vertical line, and depending on b[i] being 0 or 1, we choose left
or right. Similarly, if i is odd, we split R with a horizontal line and depending
on if b[i] being 0 or 1, we choose bottom or top. Figure 11 shows an example
how we can map any bit vector to a unique region of the network.

01 110

1110

1111

101100000

0011

0010

Figure 11: Any bit vector can be assigned to a unique region in the network.

Thus, given an event whose binary properties are represented by b, we have
a way to map it to a region, and events with same properties will be mapped
to and stored in the same region. Observe that parameters whose values are
earlier in the sequence have greater weight in determining the neighborhood of
storage, creating an imbalance in the significance of different parameters.

The case where parameter values are not binary can be handled by consider-
ing the binary representation of the values. For simplicity, let us say each value
is an integer in the range [0 to 2v − 1], represented by v bits. The first bit is
the most significant – it determines if the value is in the range [0 to 2v−1− 1] or
[2v−1 to 2v]. Given that the first bit determines if the value is in the left or right
half of the range, the second bit determines if the value is in the lower or upper
half of the reduced range, and so on. To map k such values to the network,
we utilize this bit representation concept. The first k bits of b are the most
significant bits if the k values, the next k bits store the second most significant
bits of the values and so on.
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3 Mobility Management and Tracking

Let us revisit a question we had considered in the previous section. A tourist
asks “Where can I find an elephant?” We discussed some methods of brokerage
that helps the tourist to find the animals of interest. These brokerage methods
work well as long as the animals stay in their place, or move very rarely. What
happens when the animals are active and move continuously? In such cases,
methods such as GHT and Double Rulings have to continuously update the
storage data – by sending messages on long paths or curves.

This is identical to a common question in mobile networks. “Where is user
x?” which is important when placing a call to user x in cellular networks. Cel-
lular networks handle mobility by assigning to each phone a “home” server
and having the phone update this server suitably. In a sensor network the
corresponding strategy will be updating a hash location in GHT or sending a
message along a double ruling path every time x moves, which is impractical
for frequently moving targets.

The general problem of tracking and finding mobile objects is therefore a
challenging topic in sensor networks. It is particularly important and difficult
in the case when the tracked object is a frequently moving device such as phone,
or a GPS in a fast moving car. The question of detecting a nearby target
and detecting its movements and location are themselves subjects of extensive
research. However, our topic of discussion in this chapter is sensor data, we will
therefore focus on managing the tracking information obtained by the sensors.
For simplicity, we can assume for example, that the mobile devices are GPS
enabled and are willing to cooperate by communicating their true locations.

3.1 Hierarchic Tracking Data

Hierarchic data in quadtree format is relevant to tracking mobile objects as it is
to tracking isolated data. The methods using hierarchic information fundamen-
tally use the fractional cascading concept of storing more detailed information
about the local neighborhood, and lower resolution data about regions farther
away.

GLS: Grid location service. This method was originally described for mobile
ad-hoc networks in [27], but is based on the same essential ideas that we are
using in sensor networks.

GLS assumes a global total ordering of n node ids in a cyclic directed list:
L = 0, 1, 2, . . . , n − 1(mod n). Suppose the node with id x belongs to a square
sxi at level i. GLS stores x’s location at the node whose id is the first after x
in the sequence L among nodes in sxi . Then it repeats the procedure for the
siblings of sxi and similarly stores the id of x at the successor of x in each of
these squares.

You may have already noticed the similarity to fractional cascading that we
saw in section 2.2.2. The information in a square si at level i is replicated in
each of its siblings. The difference is that in section 2.2.2 we dealt with only the
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aggregate value, and every node in a si stored the same level i value. In GLS,
there is no aggregation. The information about node x is stored at exactly one
node in square sxi , and at one node in each sibling square.

When node y searches for x, it sends a search message to the node first in
L after x for which y has location information. This node performs the same
operation again, looking for x. It can be shown that this is guaranteed to reach
a location server of x, which will be able to forward the message directly to x.
The initial registration of x’s location and updates on moving can be executed
using the same basic operation. When x wants to select and update a location
server in a square s, it sends an update message to s. The message starts as a
search for x inside s and will find the node that should be x’s location server.
Thus, using the same elegant primitive, GLS handles both the fundamental
operations of searches and updates.

The difficulty in GLS is that the search cost can be disproportionately large
compared to the distance between x and y. When these two nodes are close
but lie in different squares of the quadtree partitioning, the search may have to
take a long path. The same problem can arise when x moves. A small move of
x can produce a costly update. We will discuss next a method that solves this
problem.

LLS : The locality aware location service. This hierarchic method [1] uses
location servers at different levels of the quadtree. For a mobile node x, there
is a hash location h(x) at the root level of the quadtree that stores its data.
Similarly, there is a hash location hs(x) for any square s at any other level of
the partitioning. These locations act as location servers for x. Any other node
that looks for x can get the information by communicating with a few of these
servers.

m
c

u

Figure 12: Basic search in hierarchic mobility tracking. Only relevant part of quadtree
is drawn. Suppose m is the lowest level square (leaf node in the quadtree) that contains
the mobile user. The quadtree nodes on the path from m to the root have information
about the mobile user. The consumer at node c searches ancestors of c until it hits p
– the common ancestor with m. The search then proceeds down the tree to find m

and the precise location of the user.
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At any time, if x is in square sxi at level i, then the location server at hsx
i
(x)

stores location of x. In fact, it only notes a pointer to the square at level i + 1
that contains x. There are O(log n) different location servers – one at each
level – that carry information about x’s location at any time. This is different
from structured replication in GHT. In structured replication, there is a similar
hierarchy of hash locations, but the data is stored at only one of them, whereas
in LLS, information is stored at one server for each level. And in contrast
to GLS, the server hsx

i
(x) at level i only records the level i + 1 square sxi+1

containing x, but not its exact address. This has the advantage that when x
moves anywhere inside that square sXi , the server hsx

i
(x) does not need to be

updated.
When a different node y wants to find the location of x, or to communicate

with it, an inductive search is performed. The lowest level square syj containing
y is checked first. To be precise, the location server at hs

y

j
(x) is asked for x’s

location. If this fails, the higher level server in syj−1 is checked and so on, until
a server with information about x is found at some level – which may be the
top level h(x) in the worst case. Next, the query has to follow pointers down
the levels to the leaves. An example is shown in Figure 12.

x

y

0

1

2

3

(a) (b)

Figure 13: (a) The black shaded nodes are x’s location servers. The numbers next to
them are the level of the quadtree that they correspond to. y searches for x, and finds
a trace of x at level 1. (b) At any level, x’s location is stored at eight adjacent squares
in addition to the host, When x moves to one of these squares, no updates take place.
However, on the next move an update is triggered and all twelve squares are updated.

This basic search idea has a disadvantage that in certain cases, the search
cost may be much higher than the distance between x and y – this search is
not distance sensitive. See for example the case in Figure 13: x and y are
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geographically close, but y has to communicate with the distant location server
“1” to find x. This happens because the two nodes are separated at a high level
of the partitioning, although they are quite close in location. The same issue
can cause the update cost of x to be high when x crosses this boundary.

To make the search distance sensitive, LLS replicates x’s location data at
the eight level i squares neighboring sxi . This replication guarantees that the
search incurs a communication cost O(d) where the distance between x and y
is d. It also makes it possible to keep the update costs distance sensitive by
making updates in a lazy manner. When x moves to one of the neighboring
square, no updates are performed. When x moves out of this neighborhood,
an update is performed to remove the outdated information and to enter the
new information in the new neighborhood. Therefore x drags with it a sliding
window of servers at each level – see Figure 13(b). The idea is to delay updates
to avoid unnecessary communication. On average, if a node moves a distance d,
then this scheme can be shown to have update costs of O(d log d). The cost is
amortized. That means, the average cost over many moves is guaranteed to be
low, but the update cost at a particular step can be arbitrarily high compared
to the movement at that step.

During a search, it is possible that due to the lazy update scheme, a server
claiming to have the target is in fact in error. However in such a case, the target
is guaranteed to be in one of the neighboring squares. It can be shown that this
does not increase the asymptotic search cost.

In the next section we will consider a different problem of aggregate queries:
answering a question of type: “How many device are in an arbitrary region R
of the network?” LLS, based on its information of node locations can answer
this question the same way that range queries are answered in the fractional
cascading method of section 2.2.2 – using the spiral traversal of canonical pieces
shown in figure 10. While this works, the query process is not efficient since
the preprocessing carried out by LLS was not designed for such questions. The
algorithm in [29] is more efficient in answering such queries. There the prepro-
cessing is based on computing a harmonic function that makes it easy to answer
such aggregate questions. However, the computation of a harmonic function
and its subsequent updates can be expensive; we will instead look at a different
method for answering counting queries in the next subsection.

In summary, the utility of LLS and GLS is in search and communication with
individual mobile nodes. The hierarchic partitioning scheme provides the benefit
that the search process operates in a small neighborhood of the query origin, and
goes to broader regions only when that is necessary. The updates are performed
lazily – delayed as much as possible to minimize costs. Thus the location servers
provide an essential prerequisite of point to point communication: they find a
particular user based on the device identifier.

3.2 Differential tracking forms: Aggregate tracking

Beyond the question of tracking movements of individual users, we can ask
questions about aggregates of users. This is analogous to the range queries we
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had considered in the previous section. Now we wish to answer questions of
type: “How many users are there in a region R?” This is useful when we wish
to quickly find the traffic density in arbitrary regions of the network, or the
number of people in the neighborhood of a sporting venue.

It is possible to answer the question using the location server hierarchy of
LLS. We can use the spiral traversal method shown in figure 10, and answer the
question the same way. However, there are a few aspects of LLS that we wish
to improve upon:

1. Search Costs: While the canonical traversal is nice, we do not know
where the different location servers in a canonical square may be. We
would need to search all nodes in each square, and therefore all nodes in
R to find the answer.

2. Update Costs: The costs of updating location servers may be high, even
when a node moves a small distance. This is particularly significant when
updates are very frequent, for example when tracking moving vehicles –
with high speeds and large numbers.

3. Privacy: LLS requires tracking each device at every moment. The users
may wish not to be tracked with such precision. We would like to keep
the counting information, without following the precise movement of in-
dividual devices.

For this problem, we find it beneficial to leave the hierarchic fractionally
cascaded data format and return to a flat data model once more. The model is
based on the concept of a differential form in mathematics. This fundamental
concept can be adapted to sensor networks by interpreting it as weights on edges
of a planar graph [38]. We will address a more general problem of counting the
total weight of targets in an arbitrary region. Counting targets is a special case
of this question with each target having weight 1.

We first compute a planar graph in the network the way we discussed for
routing(section 1.2). This graph needs to be one such that when a target crosses
an edge of this graph, one or more sensor detects this fact – for example, by an
explicit update from the target itself, or by a localization carried pout by the
sensors. We assign a weight to each edge. This weight function ξ is a special
one; it is constructed to have two important local properties:

1. The weight is directed: ξ(ab) = −ξ(ba). That is, if a message moving from
a to b sees a weight w, then a message moving from b to a sees a weight
−w.

2. If the weight of targets in face f is w, then a message traveling along the
boundary edges of f in a clockwise direction sees a total edge weight of
w. A message traveling along the boundary of a face without targets sees
a total weight zero.

It turns out that having these two simple properties allow very sophisticated
tracking: we can find the weight of targets inside any region R just from the
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weights of edges on the boundary of R. For a face f , let us refer to the boundary
of f traversed clockwise as ∂f . We can treat the region R to be a collection of
faces, and denote its boundary by ∂R.

a

b

c df1

ξ(∂f1) ξ(∂f2)+

+

ξ(ca)

ξ(ab)

ξ(bc)

ξ(ad)

ξ(db)

ξ(ba)

ξ(ca)

ξ(bc)

ξ(ad)

ξ(db)

=

=

ξ(∂(f1 + f2))

f2

Figure 14: The weight inside a collection of faces f1, f2, . . . can be obtained by simply
adding the weights on the boundary of the collection. For every edge ab in the interior,
weights ξ(ab) and ξ(ba) cancel, leaving only the outer perimeter edges.

To obtain the total weight on faces inside R, it is sufficient to add the weights
of edges on ∂R. Thus, we find the total weight inside R simply by making a
clockwise tour of its boundary, without ever entering R at all! Figure 14 shows
the intuition behind this idea. For a formal proof, see [38].

When a target moves, we need to update these weights. Suppose a target of
weight w moves from face f1 to face f2 above, crossing the edge ab, the function
ξ is updated by ξ(ab) ← ξ(ab) − w (or equivalently, ξ(ba) ← ξ(ba) + w). It
is easy to check that this update reduces the weight on the boundary of f1 by
w, and increases the weight around f2 by the same amount. The function ξ is
called a differential tracking form.

Initializing the function ξ requires setting its value on the edges suitably. To
do this, we can assume that the target arrived at its current position through
some arbitrary path from the exterior, and update the edges it would have
crossed on such a path (see Figure 15). This is done in a more consistent and
efficient way by constructing a dual of the planar graph and using a spanning
tree of this dual to find paths for all targets. This method works at O(n)
communication complexity.

The differential tracking form has several nice properties. It is tolerant to
coverage holes: even if a target enters a hole and is currently not in the range
of any sensor, its information is stored at the boundary of the hole, and for
any region that contains the hole, this method still returns the correct answer.
For the same reasons, it is also tolerant to sensor failures. The method can be
made locally adaptive to insertion of new sensors and movements of the sensors
themselves. The tracking is also anonymous – we update someone crossing an
edge, but not the identity of the user or device. In fact, the entire protocol
works without any need for identification.

The most important property, from a performance point of view, is that
updates are very inexpensive. The weights on the edges can be maintained
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Figure 15: (a) Suppose the single target T has weight w. Then for a loop L that
contains T , ξ(L) = w. Such a loop is shown in bold. (b) A target T enters the
network along the red curve updates a sequence of edges shown in bold blue. If
the T is already at the position, we can imagine that T entered through some
such path. (c) The trail corresponds to a path in the dual graph. The edges to
be updated are precisely the duals of the edges on this path.

locally by the sensors that are the end points of the edge. When a target
crosses the edge, this is detected locally, and this weight is modified. That is all
that is needed. When a target moves a distance d, the update cost is O(d) – the
number of edges crossed by the target. Efficient updates are critical to tracking
mobile objects, since movement of devices or vehicles are generally much more
frequent that queries. The completely local update has the additional advantage
that it does not require participation of sensors far from the region of activity,
which can happen, for example, in LLS. It is therefore possible for sensors to
stay in sleep mode while there is no activity in the neighborhood.

In general, it is useful to maintain different tracking forms for different cat-
egories of objects which we may want to search or count. This is particularly
useful for example for the tourist looking for elephant type of query we discussed
earlier, or for a traveller searching for a cab. It is shown in [38] that by repeated
application of the counting query, such questions can be answered at a distance
sensitive cost of O(d).

Other than moving targets, tracking forms are also useful in aggregating
general signals monitored by sensors. We simply need to treat the signal value
at a sensor as the target weight at that location. For example, suppose we
wish to find the average temperature. We need two tracking forms: one for
temperature, one for node count. By finding the sum of temperatures and
dividing by the number of sensors in any region, we easily find the average.

On the whole, this method is very robust and flexible. The ability to compute
sums of values can potentially be extended to compute other types of functions
of sensor values. Exactly how to achieve such extensions and exactly what can
be achieved with this method remains to be investigated.
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4 Networks with Complex Shape:

Segmentation and Virtual Coordinates

We had started off assuming that our sensors are in a nice square field, and
we applied plane geometry without regard for obstacles. Reality may not be so
accommodating. Obstacles like buildings may create holes in the sensor network
or the perimeter may be irregular instead of a square. What happens to the
hierarchic and flat structure algorithms when they encounter the boundary of
such a gap in the network?

Empty regions in a sensor network are often governed by the nearest sensor.
Recall what DIM [28] does: it stores data at zones determined by its attributes
(attr1, attr2, . . .). In irregular networks the data aimed at zones in large empty
regions are recorded by sensors at their boundary, and are also retrieved at
the boundary. While this works, it is not the most efficient. See for example
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Figure 16: (a) A network whose boundary does not match the square. (b) Load
distribution of DIM for a set of random data. The boundaries are overloaded while
interior nodes have much lower workload. The variation in load between different
boundary points comes from the design of the algorithm.

Figure 16. The network in 16(a) has an irregular shape, and we apply DIM to
the bounding box shown as the black square. All data hashed to the empty
white regions are eventually stored at nodes nearest to these regions – at the
network boundaries. These boundary nodes store a higher fraction of data than
others as shown in 16(b).

The problem is not specific to DIM. GHT and all the hierarchic data handling
methods rely on “nearby” sensors in some way or the other, and therefore show
similar imbalance against boundary nodes. Double ruling and other path based
methods are also not immune. A path that encounters a hole will typically
move along the boundary to find a way to the destination. Routing methods
like GPSR frequently move along hole boundaries in perimeter mode, and create
heavy loads there. Without any special care, workload distribution will generally
be heavily against boundary nodes, resulting in hotspots, delays, low efficiency,
and possibly loss of packets.
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The difficulties appear largely from our misplaced assumption of a simple
square network. If we take the precise network shape and adjust our algorithms
not to stray outside, they may operate in a balanced way. However, there
are several practical and theoretical hurdles to this ideal approach. Efficiently
describing a convoluted boundary and storing it at each sensor is difficult in
general, and impossible for a sufficiently complicated boundary. Even if we can
somehow figure out the boundaries and their descriptions, it is not clear how to
adjust our algorithms. Hashes and space partitions that are natural in a square,
are hard to adapt to arbitrary shapes. Instead we will discuss two other methods
of handling complex shapes. The first is to decompose a network into simpler
pieces and apply the algorithms independently in each piece. The second is to
create virtual coordinates with simple shapes thus eliminating the problems of
complicated boundaries.

4.1 Network decomposition

The network of Figure 16(a) has a natural structure made of five approximately
square shapes. Figure 17(a) shows a decomposition of this type. Nodes belong-
ing to the same segment after decomposition are shown in the same color. The
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Figure 17: (a) The network decomposed into segments forming simple shapes. Each
segment is shown in a different color, along with its own bounding box. (b) Load
distribution when DIM is applied to segment-wise bounding boxes instead of the global
range. Bounding boxes may have partial overlaps, and those nodes have to operate for
both the squares and therefore take double the load as seen above. But load balance
is still better than Figure 16.

segmented network can now be covered by five bounding boxes – one for each
segment. Instead of dividing event ranges into two parts and allocating to two
parts of the network, we can now divide them into 5 parts of suitable sizes, and
allocate to different segments proportional to sizes. In each segment, we follow
the usual DIM method of binary space partitions to allocate events to zones in
the bounding box. As a result, the allocation of zones is tight with respect to
the actual sensor distribution and the imbalance at boundaries disappears – see
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Figure 17(b). Other data storage schemes will have similar improvements.
The network segmentation idea and the results above are from [46, 47]. The

decomposition was obtained by taking the distance of nodes from the bound-
aries, and constructing a discrete representation of the gradient vector field of
this distance. The different segments correspond to partitioning the vector field
according to its different sinks or end points, and computed distributedly in-
network. This method simply tries to divide the network into its constituent
large pieces, and not specifically into squares. Smaller segments generally have
tighter bounding boxes, and as a result better balanced performance.

Managing the network in suitable partitions has been considered in different
scenarios. Decomposing the network in convex regions can help in routing, since
simple greedy routing works well in convex shapes. This has led to the effort
of decomposing the network into Greedily Routable Regions [21]. Other convex
decompositions have helped in localization methods [30].

As we saw above, once the network is segmented, the data storage algorithm
takes into account this split at the top level of operation and divides data into
the segments. This method needs the storage algorithm to be aware of the
segmentation and may be impractical and inefficient when many segments are
connected in complicated ways. Our next method tries to avoid these issues by
creating virtual coordinates.

4.2 Virtual coordinates

Virtual coordinates are a simple concept. Instead of using the real locations,
each sensor is assigned a different logical coordinate to simplify data processing.
In our case, we want coordinates that give a simple virtual shape to a network
in place of the original complex one – hopefully one that balances the load for
our storage algorithms.

(a) (b)

Figure 18: (a) Triangulated network. (b) Virtual coordinates with circular holes. The
shape of the network is transformed by Ricci Flow to obtain coordinates with circular
holes.
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Figure 18(b) shows a type of virtual coordinates where each hole boundary
of 18(a) is converted into a circle, and the outer boundary of the network be-
comes the outer circular boundary. This configuration is easier to describe than
the original one. A circle is represented by its center and radius, thus the entire
network is now described by just three numbers per boundary.

The transformation of Figure 18 is obtained by conformal deformations of
the original network. A conformal deformation is equivalent to local scaling
– either contraction or expansion – at each point in the network. Ricci Flow
is a particular technique of repeated applications of such deformations that
achieves the transformation of arbitrary boundaries to circle. Application of this
method requires a triangulated planar graph. Thus the Ricci Flow algorithm
described in [39] starts with a distributed method of triangulating networks.
This triangulated state is visible in Figure 18 – each face of the graph, except
the holes, is a triangle.

(a) (b) (c)

Figure 19: The virtual coordinates can be reflected in a circular boundary. (a) At
each reflection, a boundary goes to a circle. (b & c) The reflections can be repeated
in the new circular boundaries until holes are negligibly small.

The network still has large holes and we need a method to solve the load
imbalance of storage schemes. This is done by a technique called circular re-
flections. Similar to reflecting figures about a line in the plane, it is possible to
perform reflections about a circle – points outside the circle are sent inside and
vice versa. For each hole boundary, we perform such a reflection that creates
a copy of the network inside it, see Figure 19(a). There are two nice effects of
this reflection. First, it fills up much of the holes, reducing empty space, and
second, the circular boundaries map to circular hole boundaries inside. This sec-
ond property means that we can repeat the entire process in these new circular
boundaries and reduce empty space indefinitely: Figure 19(b & c).

Finally, we can now have a network with only small and insignificant amount
of empty spaces inside. For any point that was in a large empty space previously,
now it is possible to find a reflected image of a node close to it. A message
intended for this point goes to this node instead of the boundary, thus giving
us a more balanced storage. Routing to a point inside a “hole” is simple –
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reflection preserves continuity at the boundary, and thus it is possible to reach
the interior point by simple greedy routing. Either the storage or the routing
do not require us to compute the reflected images of the nodes beforehand –
they can be decided on the fly as needed. And we also do not need to consider
an infinite number of reflections, a few levels of reflections suffice in most cases.
See the discussions in [40] for more details of this method.

Several other methods of computing virtual coordinates exist, with differ-
ent properties and applications. The reader is may find interesting ideas in
hyperbolic virtual coordinates [24, 45]. However, these and most other virtual
coordinates [11, 13, 32, 36] are designed for routing, and not for data storage.

5 Discussion

We hope that the reader got an impression of the variety of techniques and ideas
that can be brought into play with locations as the primary index. Beyond the
natural localization of sensor data by coordinates, many interesting queries are
location oriented. Whether we look for the nearest cab or ask for the average
temperature in a part of the city; we are interested not in the whole of network
data, but only in a geometric local part of it, and our methods should be designed
accordingly.

The impact of locations and geometry is almost always useful when looking
for simple yet efficient methods to handle sensor data. See for example [9],
which uses a gossip algorithm on sensor networks to compute averages of sensor
values. Instead of exchanging information with neighbors as in a traditional
gossip algorithm, here the nodes perform gossip with random locations in the
network. As a result, the algorithm converges to the desired result, such as
the average temperature, much faster in this method. Fractionally cascaded
hierarchic information can also be computed, using a different gossip technique
called spatial gossip [42, 44]. This protocol computes and stores logn aggregates
at each node. For any level i of the hierarchy, a node p receives the aggregate
of all nodes within a distance 2i of p. This is analogous to the quadtree based
methods we saw earlier, except that unlike a quadtree, here the average is of a
disk centered exactly at each node p. This technique in fact relies on an idea
from social networks: a model for creating small world graphs [23, 20].

The concepts in processing information in sensor networks are more general
than the applications to sensor networks themselves. With low power nodes and
the need to process large quantities of data at minimal communication, sensor
networks are a more restrictive and challenging platform than most others. A
method that is suitable for sensor networks is also likely to be efficient in other
networks with suitable adaptation. The approach of treating all nodes as mini-
mal and equivalent aids this generality. Since we do not assume specific network
configurations or special abilities on part of some nodes, these methods are likely
to be easily adaptable. Such flexibility is important in the ever changing world
of modern wireless and sensor networks.

Here we mentioned only a few works in this domain, and that too only
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superficially. Our goal was to introduce some elementary yet important ideas
in the topic. The reader is encouraged to look into the original articles and
the many other works for more details, subtleties and elegant ideas in this fast
developing area.

As sensor networks and similar systems become common in the real world,
our views on them will surely change. We will learn how they are deployed and
used, and face new challenges. We will need to adapt our existing algorithms,
and develop new models, applications and algorithms to adjust to the new
networks.

With the popularity of location enabled portable devices, the tracking, stor-
ing and managing of location data are becoming more important. Since much of
our data, including photos, notes and messages are now location tagged, we can
develop new types of applications taking advantage of these features. At the
same time, we can rethink our existing ideas and protocols for a location-aware
world.
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