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Er hat einen Krebstest entwickelt

a caricature of rule-based MT:
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Machine Translation and the Limits of Generic Knowledge

Er hat einen Krebstest entwickelt

he have a crab test develop
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@ let's translate a sentence word-by-word via a bilingual dictionary ©
@ hm, we need a morphology tool to deal with inflected forms... ©
@ ...and with compounds and derivational morphology ©
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Machine Translation and the Limits of Generic Knowledge

Er hat einen Krebstest entw_ickelt

he has develc;ped a crab test

a caricature of rule-based MT:

@ let's translate a sentence word-by-word via a bilingual dictionary ©

@ hm, we need a morphology tool to deal with inflected forms... ©

@ ...and with compounds and derivational morphology ©

@ oh, and we need to transfer and generate morphological features @

@ actually, we need syntactic transfer for disambiguation and restructuring ®
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Machine Translation and the Limits of Generic Knowledge

Er hat einen Krebstest entw_ickelt

he has devek;ped a crab test

a caricature of rule-based MT:

@ let's translate a sentence word-by-word via a bilingual dictionary ©

@ hm, we need a morphology tool to deal with inflected forms... ©

@ ...and with compounds and derivational morphology ©

@ oh, and we need to transfer and generate morphological features @

@ actually, we need syntactic transfer for disambiguation and restructuring ®
@ wait, how are we going to disambiguate “Krebs” with rules? ®

Krebs m (genitive Krebses, plural Krebse)

1. crab
2. cancer (disease)
3. (astronomy, astrology) Cancer
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Today’s Talk

How Contextual is Neural Machine Translation?

@ a success story:
word sense disambiguation based on sentence context

@ an open challenge:
co-reference across sentences
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Word Sense Disambiguation

system sentence

source Dort wurde er von dem Schlager und einer weiteren mannl. Person erneut angegriffen.
reference | There he was attacked again by his original attacker and another male.

our NMT | There he was attacked again by the racket and another male person.

Google There he was again attacked by the bat and another male person.

Schlager
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Word Sense Disambiguation

system sentence

source Dort wurde er von dem Schlager und einer weiteren mannl. Person erneut angegriffen.
reference | There he was attacked again by his original attacker and another male.

our NMT | There he was attacked again by the racket and another male person.

Google There he was again attacked by the bat and another male person.

Schlager
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Neural Machine Translation in 2016: So Far, So Bad

source We thought a win like this might be close.
reference Wir dachten, dass ein solcher Sieg nah sein kénnte.
NMT (uedin WMT16)  *Wir dachten, ein Sieg wie dieser kénnte schlie3en.
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Generic Knowledge and Word Sense Disambiguation

Etymology 1

From Old English clysan ("to close, shut”)

Verb
close (third-person singular simple present closes, present participle closing, simple past and past participle closed)

1. (physical) To remove a gap. DE: schlieBen
2. (social) To finish, to terminate. DE: beenden

Noun
close (plural closes)

1. An end or conclusion. DE: Ende

Etymology 2

Borrowed from French clos, from Latin clausum, participle of clauda.
Adjective

close (comparative closer, superiative closest)

1. Narrow; confined. DE: eng
2. At a little distance; near. DE: nah

Noun
close (plural closes)

1. (chiefly British) A street that ends in a dead end. DE: Sackgasse
2. (Scotland) A very narrow alley between two buildings, often overhung by one of the buildings above the ground floor. DE: Gasse
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Adding Linguistic Knowledge to Neural MT
[Sennrich, Haddow, WMT 2016]

syntactic information in embedding

0.4
Eq(close) = |0.1 Es(adj) = [0.1]
0.2
0.4
. 0.1
E(close) || Ex(adj) = 0.2
0.1

source

reference

NMT (uedin WMT16)
+POS, dependency,
lemma, morphology

We thought a win like this might be close,.
Wir dachten, dass ein solcher Sieg nah sein kénnte.
Wir dachten, ein Sieg wie dieser kénnte schlie3en.

Wir dachten, ein Sieg wie dieser kénnte nah sein.
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Evaluating WSD in MT
[Rios, Mascarell, Sennrich, WMT 2017]
[Rios, Mller, Sennrich, WMT 2018]

ContraWSD test set
@ 35 ambiguous German nouns
@ 2-4 senses per source noun
@ = 100 test instances per sense
— ~ 7000 test instances
@ ways to evaluate:

e is reference more probable than contrastive variant?
e does translation contain correct sense, wrong sense, or both/neither?

y

source: Also nahm ich meinen amerikanischen Reisepass
und stellte mich in die Schlange fiir Extranjeros.
reference: So I took my U.S. passport and got in the line for Extranjeros.

contrastive:  So I took my U.S. passport and got in the snake for Extranjeros.
contrastive:  So | took my U.S. passport and got in the serpent for Extranjeros.
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ContraWSD Results (uedin systems)

100
80
60
40
20

0
syntax-2016 nmt-2016 nmt-2017 nmt-2018

[ 86.3
81.1

accuracy (%)

improvements to NMT systems
@ 2016: shallow RNN
@ 2017: deep RNN; layer norm; better ensembles; slightly more data

@ 2018: Transformer; more (noisy) data
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ContraWSD Results (selected systems)

100

88.8
80 |- 81.1
60 -
| 7o 51.4
40 |-
20 -
0

RWTH-unsup online-F uedin-2016  uedin-2018 RWTH

accuracy (%)

@ WSD is big challenge for unsupervised NMT and rule-based system
@ all neural systems at WMT18 > 81%
@ big reduction in WSD errors within 2 years
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So... Time to Retire?

Google’s Neural Machine Translation System: Bridging the Gap
between Human and Machine Translation

Microsoft reaches a historic milestone, using Al to match human
performance in translating news from Chinese to English

March 14, 2018 | Allison Linn

SDL Cracks Russian to English Neural Machine Translation

Global Enterprises to Capitalize on Near Perfect Russian to English Machine Translation as SDL Sets New Industry
Standard

June 19, 2018, Maidenhead, UK
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Coreference and Consistency

[Laubli, Sennrich, Volk, EMNLP 2018]

T RAE B & AT, A M E F R A F AR T A AN B AL RIVLAEOL T, T LA
TR Th REff X — AL -
8711 H e, 14 2 A B F AR S5 504 23 1 GBI 4 AR 55

XITRSS MR, B L, T RAB AL E WS S ANEIDZ 0L T B B SR W TR

AL P R D) BE AR R 2 R - [

Members of the public who find their cars
obstructed by unfamiliar vehicles during their
daily journeys can use the "Twitter Move Car"
feature to address this distress when the driver
of the unfamiliar vehicle cannot be reached.

On August 11, Xi'an traffic police WeChat
service number "Xi'an traffic police" launched
"WeChat mobile" service.

With the launch of the service, members of
the public can tackle such problems in their
daily lives by using the "WeChat Move" fea-
ture when an unfamiliar vehicle obstructs the
movement of their vehicle while the driver is
not at the scene. [...]

Rico Sennrich

A citizen whose car is obstructed by vehicle
and is unable to contact the owner of the ob-
structing vehicle can use the "WeChat Move
the Car" function to address the issue.

The Xi'an Traffic Police WeChat official ac-
count "Xi'an Jiaojing" released the "WeChat
Move the Car" service since August 11.

Once the service was released, a fellow citi-
zen whose car was obstructed by another ve-
hicle and where the driver of the vehicle was
not present, the citizen could use the "WeChat
Move the Car" function to address the issue.

[.]
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What We Need to Go Beyond Sentence Level

Models
make prediction conditional on context beyond the sentence

Metrics
measure improvements in consistency, and on less-frequent phenomena

Data
provide full document pairs as training data / deal with lack thereof
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Models for Context-Aware MT

Input: Translate: ‘The castle is old. }—»{ Hrad je stary.

Translate: |itstands ona hill.

(2) Identification of ‘ /‘\_{ " (1) Identification of
‘antecedent head The castle is old. It stands on a hill. al pronoun

(3) English - Czech mapping
of antecedent head

Hrad je stary.

(4) Extraction of number
and gender of Czech word (N=1)x

Masculine inanimate, singular

(5) Annotation of English pronoun with
number and gender of Czech word

The castle is old. It stands on a hill.

shared

shared

shared

shared

Muli-Head
‘Attention

=

Posilonal Positional
Input shared Input
Emboddin Embeddin
Context Source
context-aware SMT architecture context-aware NMT architecture

[Guillou, 2012, Voita et al., 2018]
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Models for Context-Aware NMT

multi-source architectures concatenation strategy

[Jean et al., 2017, Wang et al., 2017] [Tiedemann and Scherrer, 2017]

[Bawden et al., 2018]
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Context-Aware Transformer
Learns Anaphora Resolution

[Voita, Serdyukov, Sennrich, Titov, ACL 2018]

0.28
and
you 0‘243
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c doug(: 0‘20%
Feed
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Context Source |ast noun 540/0

Figure 1: Encoder of the discourse-aware model

Agreement with human assessment for coreference
resolution of anaphoric it.
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Metrics for Context-Aware MT

problems with standard metrics (BLEU etc.)

@ local
@ reference-based (not measuring consistency) (auilou and Hardmeier, 2018]
@ appropriate for long tail?
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Repetition Rate as Cohesion Metric?

[Wong and Kit, 2012]: more cohesive translations have more repetitions

RC = number of repeated words
~ number of content words
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Repetition Rate as Cohesion Metric?

problem:
sentence-level MT is (accidentally) more repetitive than human translation!

an artifact of statistical language modeling?

GPT 2- produced text human-produced text

‘i th valley hac WS sopeared 1 be 3 naural founta, surounded

humans. Pherez notced
by ek o rock sl
PRorez the 109 of
o Pk e v ok ol ik s v i e AR,
Pherez astonished

" 500 them
tauch thee homs

MR ot ESRRTEIRSS oo i R ORI RN conrm
language; something ke a dlect or dalctic”
. PROrez bl e o may v g o e, wher th sl wers
beleved a lost race of humans
in those pats of South America. =
aro st unclor, whena cao
] el wrte 1 st g biger 6t

In South America, such s seem to be qute common
Howerer s kay

mmmmmm

Hendrik Strobelt and Sebastian Gehrmann: http://g1tz .io/
v

can we distinguish accidental repetition from document-level cohesion?
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http://gltr.io/

Contrastive Evaluation
[Bawden, Sennrich, Birch, Haddow, NAACL 2018]

[Muller, Rios, Voita, Sennrich, WMT 2018]
[Voita, Sennrich, Titov, ACL 2019]

test sets targeting phenomena such as:
@ anaphoric pronouns
@ consistency in formality (T-V distinction)
@ consistency in named entity translation
@ translation of elliptical constructions

reference is paired with contrastive variants that introduce error
— we count how often MT system prefers correct variant
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Some Lessons From Contrastive Evaluation

60
40
0

baseline multiencoder 2702 (concat) multiencoder-T02 multiencoder-T02
(parameter tying
wlth context model)

ContraPro contrastive acc. (%) (EN-DE)

[Maler etal., 2018]

@ even simple concatenation models bring substantial improvements

@ small design decisions matter:
learning context model from scratch suboptimal

@ difficulty varies across linguistic phenomena
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(Lack of) Data for Context-Aware MT

30 years of data collection in MT: sentence pairs

can we shift to document-level parallel corpora?

@ requires extra work and reprocessing for some corpora

@ impossible for others
(e.g. bitext mining from comparable corpora)
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Using Monolingual Document-level Data

what can we do if all parallel data is sentence-level, and we only have
monolingual data with wider context?

solution 1: noisy channel model [Yu et al., 2019]
T* = arg maxy P(S|T)P(T)
@ channel model (P(S|T")) operates on sentence-level.

@ language model (P(T')) operates on document-level.

solution 2: automatic post-editing (monolingual repair)
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[Voita, Sennrich, Titov, EMNLP 2019]

Context-Aware Monolingual Repair A ﬁ
s = o

@ translate sentences independently

@ fix inconsistencies with multi-sentence monolingual repair model

[ Buaen kota <eos> OH 611 rosiofeH <eos> 9 nokopmun Kotal

DocRepair
(4 Buaena kota <eos> OH 6b11 ronoaeH <eos> 9 NOKOPMUA KOLLKY] Yd? Ydoc
(9 Buaena koral [OH 6611 ronoaeH| (9 nokopmun kowky| NMIT
[T saw acat] [ It was hungry | [I fed the cat] X-=>Y
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Training Monolingual Repair Model

how to train monolingual repair model?
@ simple sequence-to-sequence model with Transformer

@ target side: original text in target language
@ source side: original text, translated to source language and back

with sentence-level system

[9 Buaen kota <eos> OH 6bL rosiogeH <eos> 9 nokopmua kota) <—
NMT (4 suaen kota| [OH 6611 ronoaeH| |9 nokopmun kotd
Y ->X [ V .
[T saw a cat | [ It was hungry | DocRepair
NM L i, ch? Ydoc
X=>Y Ugsnena kota|  [OH 6b1n ronogeH| [ 9 nokopmun kowky]

[ Buaena kota <eos> OH 611 ronoaeH <eos> 9 NOKOPMUI KOLWKY | —

24/26
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Results on Consistency Test Sets woiactal. 2019, vt 2012

system BLEU consistency test sets
deixis lexical cohesion ellipsis (infl.)  ellipsis (VP)
sentence-level 33.9 50.0 459 53.0 284
concatenation (4-to-4) - 83.5 475 76.2 76.6
monolingual repair 34.6 91.8 80.6 86.4 75.2
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Conclusions

@ neural MT models strong at learning from context
@ current challenge: going beyond the sentence level

o better metrics for development and measuring progress

— small design decisions have big impact on "context-awareness*!
e document-level datasets...

...and models that work without document-level parallel data
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Thank you for your attention

Resources
@ ContraWSD test set for Word Sense Disambiguation:
https://github.com/ZurichNLP/ContraWSD
@ English—French contrastive test set:
https://diamt.limsi.fr/eval.html
@ large-scale contrastive test set of context-aware pronoun translation:
https://github.com/ZurichNLP/ContraPro

@ code and data for English—Russian experiments:

https://github.com/lena-voita/good-translation-wrong-in-context
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