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Machine Translation and the Limits of Generic Knowledge

Er hat einen Krebstest entwickelt

a caricature of rule-based MT:

let’s translate a sentence word-by-word via a bilingual dictionary

hm, we need a morphology tool to deal with inflected forms...

...and with compounds and derivational morphology

oh, and we need to transfer and generate morphological features

actually, we need syntactic transfer for disambiguation and restructuring

wait, how are we going to disambiguate “Krebs” with rules?
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Today’s Talk

How Contextual is Neural Machine Translation?

a success story:
word sense disambiguation based on sentence context

an open challenge:
co-reference across sentences
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Word Sense Disambiguation

system sentence
source Dort wurde er von dem Schläger und einer weiteren männl. Person erneut angegriffen.
reference There he was attacked again by his original attacker and another male.
our NMT There he was attacked again by the racket and another male person.
Google There he was again attacked by the bat and another male person.

Schläger

attacker; thugracket bat

Rico Sennrich How Contextual is Neural MT? 3 / 26



Word Sense Disambiguation

system sentence
source Dort wurde er von dem Schläger und einer weiteren männl. Person erneut angegriffen.
reference There he was attacked again by his original attacker and another male.
our NMT There he was attacked again by the racket and another male person.
Google There he was again attacked by the bat and another male person.

Schläger

attacker; thug

racket bat

Rico Sennrich How Contextual is Neural MT? 3 / 26



Word Sense Disambiguation

system sentence
source Dort wurde er von dem Schläger und einer weiteren männl. Person erneut angegriffen.
reference There he was attacked again by his original attacker and another male.
our NMT There he was attacked again by the racket and another male person.
Google There he was again attacked by the bat and another male person.

Schläger

attacker; thugracket

bat

Rico Sennrich How Contextual is Neural MT? 3 / 26



Word Sense Disambiguation

system sentence
source Dort wurde er von dem Schläger und einer weiteren männl. Person erneut angegriffen.
reference There he was attacked again by his original attacker and another male.
our NMT There he was attacked again by the racket and another male person.
Google There he was again attacked by the bat and another male person.

Schläger

attacker; thugracket bat

Rico Sennrich How Contextual is Neural MT? 3 / 26



Word Sense Disambiguation

system sentence
source Dort wurde er von dem Schläger und einer weiteren männl. Person erneut angegriffen.
reference There he was attacked again by his original attacker and another male.
our NMT There he was attacked again by the racket and another male person.
Google There he was again attacked by the bat and another male person.

Schläger

attacker; thugracket bat

Rico Sennrich How Contextual is Neural MT? 3 / 26



Neural Machine Translation in 2016: So Far, So Bad

source We thought a win like this might be closeadj.
reference Wir dachten, dass ein solcher Sieg nah sein könnte.
NMT (uedin WMT16) *Wir dachten, ein Sieg wie dieser könnte schließen.
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Generic Knowledge and Word Sense Disambiguation

Rico Sennrich How Contextual is Neural MT? 5 / 26



Adding Linguistic Knowledge to Neural MT
[Sennrich, Haddow, WMT 2016]

syntactic information in embedding

E1(close) =



0.4
0.1
0.2


 E2(adj) =

[
0.1
]

E1(close) ‖ E2(adj) =




0.4
0.1
0.2
0.1




source We thought a win like this might be closeadj.
reference Wir dachten, dass ein solcher Sieg nah sein könnte.
NMT (uedin WMT16) Wir dachten, ein Sieg wie dieser könnte schließen.
+POS, dependency,

Wir dachten, ein Sieg wie dieser könnte nah sein.
lemma, morphology
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Evaluating WSD in MT
[Rios, Mascarell, Sennrich, WMT 2017]
[Rios, Müller, Sennrich, WMT 2018]

ContraWSD test set
35 ambiguous German nouns

2–4 senses per source noun

≈ 100 test instances per sense
→≈ 7000 test instances
ways to evaluate:

is reference more probable than contrastive variant?
does translation contain correct sense, wrong sense, or both/neither?

source: Also nahm ich meinen amerikanischen Reisepass
und stellte mich in die Schlange für Extranjeros.

reference: So I took my U.S. passport and got in the line for Extranjeros.

contrastive: So I took my U.S. passport and got in the snake for Extranjeros.
contrastive: So I took my U.S. passport and got in the serpent for Extranjeros.
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ContraWSD Results (uedin systems)
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improvements to NMT systems
2016: shallow RNN

2017: deep RNN; layer norm; better ensembles; slightly more data

2018: Transformer; more (noisy) data
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ContraWSD Results (selected systems)
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WSD is big challenge for unsupervised NMT and rule-based system

all neural systems at WMT18 > 81%

big reduction in WSD errors within 2 years
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So... Time to Retire?

Google’s Neural Machine Translation System: Bridging the Gap
between Human and Machine Translation

Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V. Le, Mohammad Norouzi
yonghui,schuster,zhifengc,qvl,mnorouzi@google.com

Wolfgang Macherey, Maxim Krikun, Yuan Cao, Qin Gao, Klaus Macherey,
Jeff Klingner, Apurva Shah, Melvin Johnson, Xiaobing Liu, Łukasz Kaiser,

Stephan Gouws, Yoshikiyo Kato, Taku Kudo, Hideto Kazawa, Keith Stevens,
George Kurian, Nishant Patil, Wei Wang, Cliff Young, Jason Smith, Jason Riesa,

Alex Rudnick, Oriol Vinyals, Greg Corrado, Macduff Hughes, Jeffrey Dean

Abstract
Neural Machine Translation (NMT) is an end-to-end learning approach for automated translation,

with the potential to overcome many of the weaknesses of conventional phrase-based translation systems.
Unfortunately, NMT systems are known to be computationally expensive both in training and in translation
inference – sometimes prohibitively so in the case of very large data sets and large models. Several authors
have also charged that NMT systems lack robustness, particularly when input sentences contain rare words.
These issues have hindered NMT’s use in practical deployments and services, where both accuracy and
speed are essential. In this work, we present GNMT, Google’s Neural Machine Translation system, which
attempts to address many of these issues. Our model consists of a deep LSTM network with 8 encoder
and 8 decoder layers using residual connections as well as attention connections from the decoder network
to the encoder. To improve parallelism and therefore decrease training time, our attention mechanism
connects the bottom layer of the decoder to the top layer of the encoder. To accelerate the final translation
speed, we employ low-precision arithmetic during inference computations. To improve handling of rare
words, we divide words into a limited set of common sub-word units (“wordpieces”) for both input and
output. This method provides a good balance between the flexibility of “character”-delimited models and
the efficiency of “word”-delimited models, naturally handles translation of rare words, and ultimately
improves the overall accuracy of the system. Our beam search technique employs a length-normalization
procedure and uses a coverage penalty, which encourages generation of an output sentence that is most
likely to cover all the words in the source sentence. To directly optimize the translation BLEU scores,
we consider refining the models by using reinforcement learning, but we found that the improvement
in the BLEU scores did not reflect in the human evaluation. On the WMT’14 English-to-French and
English-to-German benchmarks, GNMT achieves competitive results to state-of-the-art. Using a human
side-by-side evaluation on a set of isolated simple sentences, it reduces translation errors by an average of
60% compared to Google’s phrase-based production system.

1 Introduction
Neural Machine Translation (NMT) [41, 2] has recently been introduced as a promising approach with the
potential of addressing many shortcomings of traditional machine translation systems. The strength of NMT
lies in its ability to learn directly, in an end-to-end fashion, the mapping from input text to associated
output text. Its architecture typically consists of two recurrent neural networks (RNNs), one to consume the
input text sequence and one to generate translated output text. NMT is often accompanied by an attention
mechanism [2] which helps it cope effectively with long input sequences.

An advantage of Neural Machine Translation is that it sidesteps many brittle design choices in traditional
phrase-based machine translation [26]. In practice, however, NMT systems used to be worse in accuracy than
phrase-based translation systems, especially when training on very large-scale datasets as used for the very
best publicly available translation systems. Three inherent weaknesses of Neural Machine Translation are
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Coreference and Consistency
[Läubli, Sennrich, Volk, EMNLP 2018]

市民在日常出行中,发现爱车被陌生车辆阻碍了,在联系不上陌生车辆司机的情况下,可以使
用“微信挪车”功能解决这一困扰。

8月11日起,西安交警微信服务号“西安交警”推出“微信挪车”服务。

这项服务推出后,日常生活中,市民如遇陌生车辆在驾驶人不在现场的情况下阻碍自己车辆行驶时,就
可通过使用“微信挪车”功能解决此类问题。[...]

Members of the public who find their cars
obstructed by unfamiliar vehicles during their
daily journeys can use the "Twitter Move Car"
feature to address this distress when the driver
of the unfamiliar vehicle cannot be reached.

On August 11, Xi’an traffic police WeChat
service number "Xi’an traffic police" launched
"WeChat mobile" service.

With the launch of the service, members of
the public can tackle such problems in their
daily lives by using the "WeChat Move" fea-
ture when an unfamiliar vehicle obstructs the
movement of their vehicle while the driver is
not at the scene. [...]

A citizen whose car is obstructed by vehicle
and is unable to contact the owner of the ob-
structing vehicle can use the "WeChat Move
the Car" function to address the issue.

The Xi’an Traffic Police WeChat official ac-
count "Xi’an Jiaojing" released the "WeChat
Move the Car" service since August 11.

Once the service was released, a fellow citi-
zen whose car was obstructed by another ve-
hicle and where the driver of the vehicle was
not present, the citizen could use the "WeChat
Move the Car" function to address the issue.
[...]
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What We Need to Go Beyond Sentence Level

Models
make prediction conditional on context beyond the sentence

Metrics
measure improvements in consistency, and on less-frequent phenomena

Data
provide full document pairs as training data / deal with lack thereof

Rico Sennrich How Contextual is Neural MT? 12 / 26



Models for Context-Aware MT

It stands on a hill.

The castle is old. Hrad je starý.

It stands on a hill.The castle is old.

Hrad je starý.

It.mascin.sg stands on a hill.

Masculine inanimate, singular

Translate:

Translate:

Input: 
The castle is old. It stands on a hill.

(1) Identification of 
coreferential pronoun

(2) Identification of 
antecedent head

(3) English – Czech mapping 
of antecedent head

(4) Extraction of number 
and gender of Czech word

(5) Annotation of English pronoun with 
number and gender of Czech word

Figure 1: Overview of the Annotation Process

task. In the first step, pronouns are annotated in
the source-language text before the text is trans-
lated by a phrase-based SMT system in the second
step. This approach leaves the translation pro-
cess unaffected. In this work, the following pro-
nouns are annotated: third person personal pro-
nouns (except instances of “it” that are pleonastic
or that corefer with clauses or VPs), reflexive per-
sonal pronouns and possessive pronouns, includ-
ing reflexive possessives. Relative pronouns are
excluded as they are local dependencies in both
English and Czech and this work is concerned
with the longer range dependencies typically ex-
hibited by the previously listed pronoun types.

Annotation of the English source-language
text and its subsequent translation into Czech is
achieved using two phrase-based translation sys-
tems. The first, hereafter called the Baseline sys-
tem, is trained using English and Czech sentence–
aligned parallel training data with no annotation.
The second system, hereafter called the Annotated
system, is trained using the same target data, but
in the source-language text, each coreferring pro-
noun has been annotated with number, gender and
animacy features. These are obtained from the
existing (Czech reference) translation of the head
of its English antecedent. Word alignment of En-
glish and Czech is obtained from the PCEDT 2.0
alignment file which maps English words to their
corresponding t-Layer (deep syntactic, tectogram-
matical) node in the Czech translation. Starting
with this t-Layer node the annotation layers of the
PCEDT 2.0 corpus are traversed and the number
and gender of the Czech word are extracted from
the morphological layer (m-Layer).

The Baseline system serves a dual purpose. It
forms the first stage of the two-step translation
process, and as described in Section 5, it provides
a baseline against which Annotated system trans-
lations are compared.

The annotation process used here is shown
in Figure 1. It identifies coreferential pronouns
and their antecedents using the annotation in the
BBN Pronoun Coreference and Entity Type cor-
pus, and obtains the Czech translation of the En-
glish antecedent from the translation produced
by the Baseline system. Because many an-
tecedents come from previous sentences, these
sentences must be translated before translating the
current sentence. Here I follow Le Nagard &
Koehn (2010) in translating the complete source-
language text using the Baseline system and then
extracting the (here, Czech) translations of the En-
glish antecedents from the output. This provides
a simple solution to the problem of obtaining the
Czech translation prior to annotation. In contrast
Hardmeier & Federico (2010) translate sentence
by sentence using a process which was deemed
to be more complex than was necessary for this
project.

The English text is annotated such that all
coreferential pronouns whose antecedents have an
identifiable Czech translation are marked with the
number and gender of that Czech word. The out-
put of the annotation process is thus the same En-
glish text that was input to the Baseline system,
with the addition of annotation of the coreferen-
tial pronouns. This annotated English text is then
translated using the Annotated translation system,
the output of which is the final translation.

4

layers each containing two sub-layers: (a) a multi-
head attention mechanism, and (b) a feed-forward
network.

The self-attention mechanism first computes at-
tention weights: i.e., for each word, it computes a
distribution over all words (including itself). This
distribution is then used to compute a new repre-
sentation of that word: this new representation is
set to an expectation (under the attention distribu-
tion specific to the word) of word representations
from the layer below. In multi-head attention, this
process is repeated h times with different repre-
sentations and the result is concatenated.

The second component of each layer of the
Transformer network is a feed-forward network.
The authors propose using a two-layered network
with the ReLU activations.

Analogously, each layer of the decoder contains
the two sub-layers mentioned above as well as
an additional multi-head attention sub-layer that
receives input from the corresponding encoding
layer.

In the decoder, the attention is masked to pre-
vent future positions from being attended to, or in
other words, to prevent illegal leftward informa-
tion flow. See Vaswani et al. (2017) for additional
details.

The proposed architecture reportedly improves
over the previous best results on the WMT 2014
English-to-German and English-to-French trans-
lation tasks, and we verified its strong perfor-
mance on our data set in preliminary experiments.
Thus, we consider it a strong state-of-the-art base-
line for our experiments. Moreover, as the Trans-
former is attractive in practical NMT applications
because of its parallelizability and training effi-
ciency, integrating extra-sentential information in
Transformer is important from the engineering
perspective. As we will see in Section 4, previ-
ous techniques developed for recurrent encoder-
decoders do not appear effective for the Trans-
former.

3 Context-aware model architecture

Our model is based on Transformer architecture
(Vaswani et al., 2017). We leave Transformer’s
decoder intact while incorporating context infor-
mation on the encoder side (Figure 1).

Source encoder: The encoder is composed of a
stack of N layers. The first N − 1 layers are iden-
tical and represent the original layers of Trans-

Figure 1: Encoder of the discourse-aware model

former’s encoder. The last layer incorporates con-
textual information as shown in Figure 1. In ad-
dition to multi-head self-attention it has a block
which performs multi-head attention over the out-
put of the context encoder stack. The outputs of
the two attention mechanisms are combined via
a gated sum. More precisely, let c(s−attn)

i be the
output of the multi-head self-attention, c(c−attn)

i

the output of the multi-head attention to context,
ci their gated sum, and σ the logistic sigmoid
function, then

gi = σ
(
Wg

[
c
(s−attn)
i , c

(c−attn)
i

]
+ bg

)
(1)

ci = gi � c
(s−attn)
i + (1− gi)� c

(c−attn)
i (2)

Context encoder: The context encoder is com-
posed of a stack of N identical layers and repli-
cates the original Transformer encoder. In con-
trast to related work (Jean et al., 2017; Wang et al.,
2017), we found in preliminary experiments that
using separate encoders does not yield an accurate
model. Instead we share the parameters of the first
N − 1 layers with the source encoder.

Since major proportion of the context encoder’s
parameters are shared with the source encoder, we
add a special token (let us denote it <bos>) to
the beginning of context sentences, but not source

context-aware SMT architecture context-aware NMT architecture

[Guillou, 2012, Voita et al., 2018]
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Models for Context-Aware NMT

multi-source architectures concatenation strategy

x1,1 x1,2 x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s1 s2 s3

h1 h2 h1 h2 h3

z1 z2 z3

u1 u2 u3

y1 y2 y3

ATT ATT

c(1)i c(2)i

ci

Combination

x1,1 x1,2 <CONCAT > x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s3 s4 s5 s6

h1 h2 h3 h4 h5 h6

z1 z2 z3 z4 z5 z6

u1 u2 u3 u4 u5 u6

y1 y2 y3 y4 y5 y6

ATT ci

[Jean et al., 2017, Wang et al., 2017] [Tiedemann and Scherrer, 2017]

[Bawden et al., 2018]
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Context-Aware Transformer
Learns Anaphora Resolution
[Voita, Serdyukov, Sennrich, Titov, ACL 2018]

layers each containing two sub-layers: (a) a multi-
head attention mechanism, and (b) a feed-forward
network.

The self-attention mechanism first computes at-
tention weights: i.e., for each word, it computes a
distribution over all words (including itself). This
distribution is then used to compute a new repre-
sentation of that word: this new representation is
set to an expectation (under the attention distribu-
tion specific to the word) of word representations
from the layer below. In multi-head attention, this
process is repeated h times with different repre-
sentations and the result is concatenated.

The second component of each layer of the
Transformer network is a feed-forward network.
The authors propose using a two-layered network
with the ReLU activations.

Analogously, each layer of the decoder contains
the two sub-layers mentioned above as well as
an additional multi-head attention sub-layer that
receives input from the corresponding encoding
layer.

In the decoder, the attention is masked to pre-
vent future positions from being attended to, or in
other words, to prevent illegal leftward informa-
tion flow. See Vaswani et al. (2017) for additional
details.

The proposed architecture reportedly improves
over the previous best results on the WMT 2014
English-to-German and English-to-French trans-
lation tasks, and we verified its strong perfor-
mance on our data set in preliminary experiments.
Thus, we consider it a strong state-of-the-art base-
line for our experiments. Moreover, as the Trans-
former is attractive in practical NMT applications
because of its parallelizability and training effi-
ciency, integrating extra-sentential information in
Transformer is important from the engineering
perspective. As we will see in Section 4, previ-
ous techniques developed for recurrent encoder-
decoders do not appear effective for the Trans-
former.

3 Context-aware model architecture

Our model is based on Transformer architecture
(Vaswani et al., 2017). We leave Transformer’s
decoder intact while incorporating context infor-
mation on the encoder side (Figure 1).

Source encoder: The encoder is composed of a
stack of N layers. The first N − 1 layers are iden-
tical and represent the original layers of Trans-
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former’s encoder. The last layer incorporates con-
textual information as shown in Figure 1. In ad-
dition to multi-head self-attention it has a block
which performs multi-head attention over the out-
put of the context encoder stack. The outputs of
the two attention mechanisms are combined via
a gated sum. More precisely, let c(s−attn)

i be the
output of the multi-head self-attention, c(c−attn)

i

the output of the multi-head attention to context,
ci their gated sum, and σ the logistic sigmoid
function, then

gi = σ
(
Wg

[
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(s−attn)
i , c

(c−attn)
i

]
+ bg

)
(1)

ci = gi � c
(s−attn)
i + (1− gi)� c

(c−attn)
i (2)

Context encoder: The context encoder is com-
posed of a stack of N identical layers and repli-
cates the original Transformer encoder. In con-
trast to related work (Jean et al., 2017; Wang et al.,
2017), we found in preliminary experiments that
using separate encoders does not yield an accurate
model. Instead we share the parameters of the first
N − 1 layers with the source encoder.

Since major proportion of the context encoder’s
parameters are shared with the source encoder, we
add a special token (let us denote it <bos>) to
the beginning of context sentences, but not source

pronoun agreement (in %)
random first last attention

it 40 36 52 58
you 42 63 29 67
I 39 56 35 62

Table 7: Agreement with CoreNLP for test sets of
pronouns having a nominal antecedent in context
sentence (%). Examples with ≥1 noun in context
sentence.

noun from the context sentence as an antecedent.
Note that an agreement of the last noun for “it”

or the first noun for “you” and “I” is very high.
This is partially due to the fact that most context
sentences have only one noun. For these examples
a random and last predictions are always correct,
meanwhile attention does not always pick a noun
as the most relevant word in the context. To get
a more clear picture let us now concentrate only
on examples where there is more than one noun in
the context (Table 7). We can now see that the at-
tention weights are in much better agreement with
the coreference system than any of the heuristics.
This indicates that the model is indeed performing
anaphora resolution.

While agreement with CoreNLP is encourag-
ing, we are aware that coreference resolution by
CoreNLP is imperfect and partial agreement with
it may not necessarily indicate that the attention is
particularly accurate. In order to control for this,
we asked human annotators to manually evaluate
500 examples from the test sets where CoreNLP
predicted that “it” refers to a noun in the con-
text sentence. More precisely, we picked random
500 examples from the test set with “it” from Ta-
ble 7. We marked the pronoun in a source which
CoreNLP found anaphoric. Assessors were given
the source and context sentences and were asked to
mark an antecedent noun phrase for a marked pro-
noun in a source sentence or say that there is no
antecedent at all. We then picked those examples
where assessors found a link from “it” to some
noun in context (79% of all examples). Then we
evaluated agreement of CoreNLP and our model
with the ground truth links. We also report the
performance of the best heuristic for “it” from our
previous analysis (i.e. last noun in context). The
results are provided in Table 8.

The agreement between our model and the
ground truth is 72%. Though 5% below the coref-
erence system, this is a lot higher than the best

agreement (in %)
CoreNLP 77
attention 72
last noun 54

Table 8: Performance of CoreNLP and our
model’s attention mechanism compared to human
assessment. Examples with ≥1 noun in context
sentence.

Figure 5: An example of an attention map between
source and context. On the y-axis are the source
tokens, on the x-axis the context tokens. Note
the high attention between “it” and its antecedent
“heart”.

CoreNLP
right wrong

attn right 53 19
attn wrong 24 4

Table 9: Performance of CoreNLP and our
model’s attention mechanism compared to human
assessment (%). Examples with ≥1 noun in con-
text sentence.

heuristic (+18%). This confirms our conclusion
that our model performs latent anaphora resolu-
tion. Interestingly, the patterns of mistakes are
quite different for CoreNLP and our model (Ta-
ble 9). We also present one example (Figure 5)
where the attention correctly predicts anaphora
while CoreNLP fails. Nevertheless, there is room
for improvement, and improving the attention
component is likely to boost translation perfor-
mance.

6 Related work

Our analysis focuses on how our context-aware
neural model implicitly captures anaphora. Early
work on anaphora phenomena in statistical ma-
chine translation has relied on external systems
for coreference resolution (Le Nagard and Koehn,
2010; Hardmeier and Federico, 2010). Results

agreement
coreNLP 77%
attention 72%
last noun 54%

Agreement with human assessment for coreference
resolution of anaphoric it.
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Metrics for Context-Aware MT

problems with standard metrics (BLEU etc.)

local

reference-based (not measuring consistency) [Guillou and Hardmeier, 2018]

appropriate for long tail?
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Repetition Rate as Cohesion Metric?

[Wong and Kit, 2012]: more cohesive translations have more repetitions

RC = number of repeated words
number of content words
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Repetition Rate as Cohesion Metric?

problem:
sentence-level MT is (accidentally) more repetitive than human translation!

an artifact of statistical language modeling?

GPT-2-produced text human-produced text

Hendrik Strobelt and Sebastian Gehrmann: http://gltr.io/

can we distinguish accidental repetition from document-level cohesion?
Rico Sennrich How Contextual is Neural MT? 18 / 26
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Contrastive Evaluation
[Bawden, Sennrich, Birch, Haddow, NAACL 2018]
[Müller, Rios, Voita, Sennrich, WMT 2018]
[Voita, Sennrich, Titov, ACL 2019]

test sets targeting phenomena such as:

anaphoric pronouns

consistency in formality (T-V distinction)

consistency in named entity translation

translation of elliptical constructions

reference is paired with contrastive variants that introduce error
→ we count how often MT system prefers correct variant
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Some Lessons From Contrastive Evaluation

baseline multiencoder 2TO2 (concat) multiencoder-TO2 multiencoder-TO2
(parameter tying

with context model)
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[Müller et al., 2018]

even simple concatenation models bring substantial improvements

small design decisions matter:
learning context model from scratch suboptimal

difficulty varies across linguistic phenomena
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(Lack of) Data for Context-Aware MT

30 years of data collection in MT: sentence pairs

can we shift to document-level parallel corpora?

requires extra work and reprocessing for some corpora

impossible for others
(e.g. bitext mining from comparable corpora)
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Using Monolingual Document-level Data

what can we do if all parallel data is sentence-level, and we only have
monolingual data with wider context?

solution 1: noisy channel model [Yu et al., 2019]
T ∗ = argmaxT P (S|T )P (T )

channel model (P (S|T )) operates on sentence-level.

language model (P (T )) operates on document-level.

solution 2: automatic post-editing (monolingual repair)
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Context-Aware Monolingual Repair
[Voita, Sennrich, Titov, EMNLP 2019]

1 translate sentences independently
2 fix inconsistencies with multi-sentence monolingual repair model

877

translations and genuine document-level parallel
data. Among the four phenomena in the test sets
we use (deixis, lexical cohesion, VP ellipsis and
ellipsis which affects NP inflection) we find VP
ellipsis to be the hardest phenomenon to be cap-
tured using round-trip translations.

Our key contributions are as follows:

• we introduce the first approach to context-
aware machine translation using only mono-
lingual document-level data;

• our approach shows substantial improve-
ments in translation quality as measured by
BLEU, targeted contrastive evaluation of sev-
eral discourse phenomena and human evalu-
ation;

• we show which discourse phenomena are
hard to capture using monolingual data only.

2 Our Approach: Document-level Repair

We propose a monolingual DocRepair model
to correct inconsistencies between sentence-level
translations of a context-agnostic MT system. It
does not use any states of a trained MT model
whose outputs it corrects and therefore can in prin-
ciple be trained to correct translations from any
black-box MT system.

The DocRepair model requires only monolin-
gual document-level data in the target language. It
is a monolingual sequence-to-sequence model that
maps inconsistent groups of sentences into consis-
tent ones. Consistent groups come from mono-
lingual document-level data. To obtain inconsis-
tent groups, each sentence in a group is replaced
with its round-trip translation produced in isola-
tion from context. More formally, forming a train-
ing minibatch for the DocRepair model involves
the following steps (see also Figure 1):

1. sample several groups of sentences from the
monolingual data;

2. for each sentence in a group, (i) translate it
using a target-to-source MT model, (ii) sam-
ple a translation of this back-translated sen-
tence in the source language using a source-
to-target MT model;

3. using these round-trip translations of isolated
sentences, form an inconsistent version of the
initial groups;

Figure 1: Training procedure of DocRepair. First,
round-trip translations of individual sentences are pro-
duced to form an inconsistent text fragment (in the ex-
ample, both genders of the speaker and the cat became
inconsistent). Then, a repair model is trained to pro-
duce an original text from the inconsistent one.

Figure 2: The process of producing document-level
translations at test time is two-step: (1) sentences are
translated independently using a sentence-level model,
(2) DocRepair model corrects translation of the result-
ing text fragment.

4. use inconsistent groups as input for the
DocRepair model, consistent ones as output.

At test time, the process of getting document-
level translations is two-step (Figure 2):

1. produce translations of isolated sentences us-
ing a context-agnostic MT model;

2. apply the DocRepair model to a sequence
of context-agnostic translations to correct in-
consistencies between translations.

In the scope of the current work, the DocRe-
pair model is the standard sequence-to-sequence
Transformer. Sentences in a group are concate-
nated using a reserved token-separator between
sentences.2 The Transformer is trained to correct
these long inconsistent pseudo-sentences into con-
sistent ones. The token-separator is then removed
from corrected translations.

3 Evaluation of Contextual Phenomena

We use contrastive test sets for evaluation of dis-
course phenomena for English-Russian by Voita
et al. (2019). These test sets allow for testing dif-
ferent kinds of phenomena which, as we show, can

2In preliminary experiments, we observed that this per-
forms better than concatenating sentences without a separa-
tor.
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Training Monolingual Repair Model

how to train monolingual repair model?
simple sequence-to-sequence model with Transformer

target side: original text in target language

source side: original text, translated to source language and back
with sentence-level system

877

translations and genuine document-level parallel
data. Among the four phenomena in the test sets
we use (deixis, lexical cohesion, VP ellipsis and
ellipsis which affects NP inflection) we find VP
ellipsis to be the hardest phenomenon to be cap-
tured using round-trip translations.

Our key contributions are as follows:

• we introduce the first approach to context-
aware machine translation using only mono-
lingual document-level data;

• our approach shows substantial improve-
ments in translation quality as measured by
BLEU, targeted contrastive evaluation of sev-
eral discourse phenomena and human evalu-
ation;

• we show which discourse phenomena are
hard to capture using monolingual data only.

2 Our Approach: Document-level Repair

We propose a monolingual DocRepair model
to correct inconsistencies between sentence-level
translations of a context-agnostic MT system. It
does not use any states of a trained MT model
whose outputs it corrects and therefore can in prin-
ciple be trained to correct translations from any
black-box MT system.

The DocRepair model requires only monolin-
gual document-level data in the target language. It
is a monolingual sequence-to-sequence model that
maps inconsistent groups of sentences into consis-
tent ones. Consistent groups come from mono-
lingual document-level data. To obtain inconsis-
tent groups, each sentence in a group is replaced
with its round-trip translation produced in isola-
tion from context. More formally, forming a train-
ing minibatch for the DocRepair model involves
the following steps (see also Figure 1):

1. sample several groups of sentences from the
monolingual data;

2. for each sentence in a group, (i) translate it
using a target-to-source MT model, (ii) sam-
ple a translation of this back-translated sen-
tence in the source language using a source-
to-target MT model;

3. using these round-trip translations of isolated
sentences, form an inconsistent version of the
initial groups;

Figure 1: Training procedure of DocRepair. First,
round-trip translations of individual sentences are pro-
duced to form an inconsistent text fragment (in the ex-
ample, both genders of the speaker and the cat became
inconsistent). Then, a repair model is trained to pro-
duce an original text from the inconsistent one.

Figure 2: The process of producing document-level
translations at test time is two-step: (1) sentences are
translated independently using a sentence-level model,
(2) DocRepair model corrects translation of the result-
ing text fragment.

4. use inconsistent groups as input for the
DocRepair model, consistent ones as output.

At test time, the process of getting document-
level translations is two-step (Figure 2):

1. produce translations of isolated sentences us-
ing a context-agnostic MT model;

2. apply the DocRepair model to a sequence
of context-agnostic translations to correct in-
consistencies between translations.

In the scope of the current work, the DocRe-
pair model is the standard sequence-to-sequence
Transformer. Sentences in a group are concate-
nated using a reserved token-separator between
sentences.2 The Transformer is trained to correct
these long inconsistent pseudo-sentences into con-
sistent ones. The token-separator is then removed
from corrected translations.

3 Evaluation of Contextual Phenomena

We use contrastive test sets for evaluation of dis-
course phenomena for English-Russian by Voita
et al. (2019). These test sets allow for testing dif-
ferent kinds of phenomena which, as we show, can

2In preliminary experiments, we observed that this per-
forms better than concatenating sentences without a separa-
tor.
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Results on Consistency Test Sets [Voita et al., 2019b, Voita et al., 2019a]

system BLEU consistency test sets
deixis lexical cohesion ellipsis (infl.) ellipsis (VP)

sentence-level 33.9 50.0 45.9 53.0 28.4
concatenation (4-to-4) - 83.5 47.5 76.2 76.6
monolingual repair 34.6 91.8 80.6 86.4 75.2
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Conclusions

neural MT models strong at learning from context
current challenge: going beyond the sentence level

better metrics for development and measuring progress
→ small design decisions have big impact on ”context-awareness“!
document-level datasets...
...and models that work without document-level parallel data
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Thank you for your attention

Resources
ContraWSD test set for Word Sense Disambiguation:
https://github.com/ZurichNLP/ContraWSD

English–French contrastive test set:
https://diamt.limsi.fr/eval.html

large-scale contrastive test set of context-aware pronoun translation:
https://github.com/ZurichNLP/ContraPro

code and data for English–Russian experiments:
https://github.com/lena-voita/good-translation-wrong-in-context
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