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Setting the Scene: Why Document-level MT?

It stands on a hill.

The castle is old. Hrad je starý.

It stands on a hill.The castle is old.

Hrad je starý.

It.mascin.sg stands on a hill.

Masculine inanimate, singular

Translate:

Translate:

Input: 
The castle is old. It stands on a hill.

(1) Identification of 
coreferential pronoun

(2) Identification of 
antecedent head

(3) English – Czech mapping 
of antecedent head

(4) Extraction of number 
and gender of Czech word

(5) Annotation of English pronoun with 
number and gender of Czech word

Figure 1: Overview of the Annotation Process

task. In the first step, pronouns are annotated in
the source-language text before the text is trans-
lated by a phrase-based SMT system in the second
step. This approach leaves the translation pro-
cess unaffected. In this work, the following pro-
nouns are annotated: third person personal pro-
nouns (except instances of “it” that are pleonastic
or that corefer with clauses or VPs), reflexive per-
sonal pronouns and possessive pronouns, includ-
ing reflexive possessives. Relative pronouns are
excluded as they are local dependencies in both
English and Czech and this work is concerned
with the longer range dependencies typically ex-
hibited by the previously listed pronoun types.

Annotation of the English source-language
text and its subsequent translation into Czech is
achieved using two phrase-based translation sys-
tems. The first, hereafter called the Baseline sys-
tem, is trained using English and Czech sentence–
aligned parallel training data with no annotation.
The second system, hereafter called the Annotated
system, is trained using the same target data, but
in the source-language text, each coreferring pro-
noun has been annotated with number, gender and
animacy features. These are obtained from the
existing (Czech reference) translation of the head
of its English antecedent. Word alignment of En-
glish and Czech is obtained from the PCEDT 2.0
alignment file which maps English words to their
corresponding t-Layer (deep syntactic, tectogram-
matical) node in the Czech translation. Starting
with this t-Layer node the annotation layers of the
PCEDT 2.0 corpus are traversed and the number
and gender of the Czech word are extracted from
the morphological layer (m-Layer).

The Baseline system serves a dual purpose. It
forms the first stage of the two-step translation
process, and as described in Section 5, it provides
a baseline against which Annotated system trans-
lations are compared.

The annotation process used here is shown
in Figure 1. It identifies coreferential pronouns
and their antecedents using the annotation in the
BBN Pronoun Coreference and Entity Type cor-
pus, and obtains the Czech translation of the En-
glish antecedent from the translation produced
by the Baseline system. Because many an-
tecedents come from previous sentences, these
sentences must be translated before translating the
current sentence. Here I follow Le Nagard &
Koehn (2010) in translating the complete source-
language text using the Baseline system and then
extracting the (here, Czech) translations of the En-
glish antecedents from the output. This provides
a simple solution to the problem of obtaining the
Czech translation prior to annotation. In contrast
Hardmeier & Federico (2010) translate sentence
by sentence using a process which was deemed
to be more complex than was necessary for this
project.

The English text is annotated such that all
coreferential pronouns whose antecedents have an
identifiable Czech translation are marked with the
number and gender of that Czech word. The out-
put of the annotation process is thus the same En-
glish text that was input to the Baseline system,
with the addition of annotation of the coreferen-
tial pronouns. This annotated English text is then
translated using the Annotated translation system,
the output of which is the final translation.

4

layers each containing two sub-layers: (a) a multi-
head attention mechanism, and (b) a feed-forward
network.

The self-attention mechanism first computes at-
tention weights: i.e., for each word, it computes a
distribution over all words (including itself). This
distribution is then used to compute a new repre-
sentation of that word: this new representation is
set to an expectation (under the attention distribu-
tion specific to the word) of word representations
from the layer below. In multi-head attention, this
process is repeated h times with different repre-
sentations and the result is concatenated.

The second component of each layer of the
Transformer network is a feed-forward network.
The authors propose using a two-layered network
with the ReLU activations.

Analogously, each layer of the decoder contains
the two sub-layers mentioned above as well as
an additional multi-head attention sub-layer that
receives input from the corresponding encoding
layer.

In the decoder, the attention is masked to pre-
vent future positions from being attended to, or in
other words, to prevent illegal leftward informa-
tion flow. See Vaswani et al. (2017) for additional
details.

The proposed architecture reportedly improves
over the previous best results on the WMT 2014
English-to-German and English-to-French trans-
lation tasks, and we verified its strong perfor-
mance on our data set in preliminary experiments.
Thus, we consider it a strong state-of-the-art base-
line for our experiments. Moreover, as the Trans-
former is attractive in practical NMT applications
because of its parallelizability and training effi-
ciency, integrating extra-sentential information in
Transformer is important from the engineering
perspective. As we will see in Section 4, previ-
ous techniques developed for recurrent encoder-
decoders do not appear effective for the Trans-
former.

3 Context-aware model architecture

Our model is based on Transformer architecture
(Vaswani et al., 2017). We leave Transformer’s
decoder intact while incorporating context infor-
mation on the encoder side (Figure 1).

Source encoder: The encoder is composed of a
stack of N layers. The first N − 1 layers are iden-
tical and represent the original layers of Trans-

Figure 1: Encoder of the discourse-aware model

former’s encoder. The last layer incorporates con-
textual information as shown in Figure 1. In ad-
dition to multi-head self-attention it has a block
which performs multi-head attention over the out-
put of the context encoder stack. The outputs of
the two attention mechanisms are combined via
a gated sum. More precisely, let c(s−attn)

i be the
output of the multi-head self-attention, c(c−attn)

i

the output of the multi-head attention to context,
ci their gated sum, and σ the logistic sigmoid
function, then

gi = σ
(
Wg

[
c
(s−attn)
i , c

(c−attn)
i

]
+ bg

)
(1)

ci = gi � c
(s−attn)
i + (1− gi)� c

(c−attn)
i (2)

Context encoder: The context encoder is com-
posed of a stack of N identical layers and repli-
cates the original Transformer encoder. In con-
trast to related work (Jean et al., 2017; Wang et al.,
2017), we found in preliminary experiments that
using separate encoders does not yield an accurate
model. Instead we share the parameters of the first
N − 1 layers with the source encoder.

Since major proportion of the context encoder’s
parameters are shared with the source encoder, we
add a special token (let us denote it <bos>) to
the beginning of context sentences, but not source

context-aware SMT architecture context-aware NMT architecture
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Setting the Scene: Multi-Source Architectures

idea: use additional encoders for context [Jean et al., 2017, Wang et al., 2017]

x1,1 x1,2 x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s1 s2 s3

h1 h2 h1 h2 h3

z1 z2 z3

u1 u2 u3

y1 y2 y3

ATT ATT

c(1)i c(2)i

ci

Combination

[Bawden et al., 2018]
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Setting the Scene: Concatenation Strategy

main translation unit: concatenation of multiple sentences

x1,1 x1,2 <CONCAT > x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s3 s4 s5 s6

h1 h2 h3 h4 h5 h6

z1 z2 z3 z4 z5 z6

u1 u2 u3 u4 u5 u6

y1 y2 y3 y4 y5 y6

ATT ci

[Tiedemann and Scherrer, 2017]

[Bawden et al., 2018]

[Junczys-Dowmunt, 2019]: sequences of up to 1000 (sub)words
→ enough to translate many news articles as one sequence.
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Some Open Questions

How do we measure progress?

Which context matters?

What neural architectures work well?

How do we make sure model learns to consider context?

How do we deal with lack of document-level data?
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Document-level Neural Machine Translation

1 Contrastive Evaluation

2 A Two-Pass Model for Context-Aware MT

3 Context-Aware Monolingual Repair
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Standard Metrics

problems with BLEU and other standard metrics:

n-gram statistics are very local
→ insensitive to long-distance agreement etc.

reference-based evaluation not ideal to measure consistency
→ consistency does not increase expected overlap with reference

only small proportion of words depends on context beyond sentence
→ how do we measure incremental improvements?
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Reference-Based Evaluation of Pronoun Translation

idea: let’s automatically measure if translation of pronouns matches
reference (APT; AutoPRF)
problem: this agrees poorly with human judgments

example [Guillou and Hardmeier, 2018]
SOURCE: so what these two clips show is not just the devastating consequence
of the disease, but they also tell us something about the shocking pace of the
disease...

MT: donc ce que ces deux extraits[masc.pl.] montrent n’est pas seulement la
consequence devastatrice de la maladie, mais ils[masc.pl.] nous disent aussi
quelque chose sur le rythme choquant de la maladie...

REFERENCE: ce que ces deux videos[fem.pl.] montrent, ce ne sont pas
seulement les consequences dramatiques de cette maladie, elles[fem.pl.] nous
montrent aussi la vitesse fulgurante de cette maladie...
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Repetition Rate as Cohesion Metric?

[Wong and Kit, 2012]: more cohesive translations have more repetitions

RC = number of repeated words
number of content words
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Repetition Rate as Cohesion Metric?

problem:
sentence-level MT is (accidentally) more repetitive than human translation!

an artifact of statistical language modeling?

GPT-2-produced text human-produced text

Hendrik Strobelt and Sebastian Gehrmann: http://gltr.io/

can we distinguish accidental repetition from document-level cohesion?
Rico Sennrich Document-level Neural Machine Translation 9 / 46
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Evaluating Discourse Phenomena
[Bawden et al., NAACL 2018]

targeted evaluation:
hand-crafted test set of 200 context-dependent translations

exploration of multi-encoder and concatenation architectures

models trained on subset of OpenSubtitles2016 English-French
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A Contrastive Test Set: Coreference

Source:
context: Oh, I hate flies. Look, there's another one!
sentence: Don’t worry, I'll kill it for you.

Target:
context: Ô je déteste les mouches. 

Regarde, il y en a une autre !
correct: T'inquiète, je la tuerai pour toi.
incorrect: T'inquiète, je le tuerai pour toi.
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A Contrastive Test Set: Coreference

Source:
context: Oh, I hate flies. Look, there's another one!
sentence: Don’t worry, I'll kill it for you.

Target:
context: Ô je déteste les mouches. 

Regarde, il y en a une autre !
correct: T'inquiète, je la tuerai pour toi.
incorrect: T'inquiète, je le tuerai pour toi.

context: Ô je déteste les moucherons. 
Regarde, il y en a un autre !

correct: T'inquiète, je le tuerai pour toi.
incorrect: T'inquiète, je la tuerai pour toi.

Previous linguistic context 
necessary to disambiguate 

Can the model 
rank the correct 
sentence above 

the incorrect one?

Balanced 
examples: 

Non-contextual 
baseline scores 

50%

Rico Sennrich Document-level Neural Machine Translation 11 / 46



A Contrastive Test Set: Coherence and Cohesion

context:          So what do you say to £50?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Qu'est-ce que vous en pensez de 50£ ?
correct:           C'est un peu plus cher que ce que je pensais.
incorrect:        C'est un peu plus raide que ce que je pensais.

Target:

context:          How are your feet holding up?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Comment vont tes pieds ?
correct:           C'est un peu plus raide que ce que je pensais. 
incorrect:        C'est un peu plus cher que ce que je pensais.

Target:
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A Contrastive Test Set: Coherence and Cohesion

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de dingue chez moi ?
correct:           Est-ce que ça c'est dingue ?
incorrect:        Est-ce que ça c'est fou ?

Target:

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de fou chez moi ?
correct:           Est-ce que ça c'est fou ?
incorrect:        Est-ce que ça c'est dingue ?

Target:
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Case Study: Architectures

Baseline 2TO2 - concatenated input Multiple encoders

x1 x2 x3

s1 s2 s3

CURRENT SENT.

h1 h2 h3

z1 z2 z3

u1 u2 u3

y1 y2 y3

ATT ci

x1,1 x1,2 <CONCAT > x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s3 s4 s5 s6

h1 h2 h3 h4 h5 h6

z1 z2 z3 z4 z5 z6

u1 u2 u3 u4 u5 u6

y1 y2 y3 y4 y5 y6

ATT ci

x1,1 x1,2 x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s1 s2 s3

h1 h2 h1 h2 h3

z1 z2 z3

u1 u2 u3

y1 y2 y3

ATT ATT

c(1)i c(2)i

ci

Combination

[Bahdanau et al., 2015] [Tiedemann and Scherrer, 2017] [Jean et al., 2017, Wang et al., 2017]
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Case Study: Architectures

architecture exploration:

condition on previous source, target, or both?

use multiple encoders or just concatenate sentences?
how to combine multiple context vectors in multi-encoder setups?

concatenate
gating mechanism
hierarchical attention
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Results: BLEU

baseline concat-2TO1 concat-2TO2 multiencoder
(source;

hierarchical
attention)

multiencoder-
TO2

(hierarchical
attention)

0

10

20

30

19.5 19.5 20.1 20.2 20.9

B
LE

U
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Results: Contrastive Test Set: Coreference

baseline concat-2TO1 concat-2TO2 multiencoder
(source;

hierarchical
attention)

multiencoder-
TO2

(hierarchical
attention)

50

60

70

80

50.0
52.0

63.5

50.0

72.5

ac
cu

ra
cy

(%
)
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Results: Contrastive Test Set: Coherence/Cohesion

baseline concat-2TO1 concat-2TO2 multiencoder
(source;

hierarchical
attention)

multiencoder-
TO2

(hierarchical
attention)

50

60

70

80

50.0

53.0 52.0 53.0

57.0

ac
cu

ra
cy

(%
)
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Large-Scale Evaluation:
ContraPro
[Müller, Rios, Voita, Sennrich, WMT 2018]

12 000 instances of ambiguous pronoun “it” (EN→DE)
→ German marks grammatical gender (3 classes) on all nouns

real examples extracted from OpenSubtitles
metadata for analysis of hard cases:

distant antecedents
minority classes
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Research Questions

can we confirm findings by [Bawden et al., 2018]
on large-scale, more natural dataset?

is training signal strong enough to learn good context encoder?
Does parameter tying with main encoder help?
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ContraPro: Selected Results

baseline multiencoder 2TO2 (concat) multiencoder-TO2 multiencoder-TO2
(with encoder

embedding tying)
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ContraPro: Interpreting Results

0 1 2 3 ≥4
0

20

40

60

80

57

38

47
52

67
65

58
55 55

75

antecedent distance (sentences)

ac
cu

ra
cy

(%
)

baseline
multiencoder-TO2 (tied)

multiencoder-TO2 has context window of 1:

why does quality improve when nominal antecedent is in same
sentence, or further away?

→ coreference chains

why does baseline improve with increased antecedent distance?

→ more instances of majority class
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ContraPro: Coreference Chain Example

Example with antecedent distance 2:

t-2 t-1 t
source (EN) What’s with the door? It won’t open. - Is it locked?
target (DE) Was ist mit der Tür? Sie geht nicht auf. - Ist sie abgeschlossen?
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ContraPro: Conclusions

confirms importance of target context for predicting agreement
how context encoder is trained has big effect (weak learning signal?)

parameter tying between encoders helps [Voita et al., 2018]
promising direction: modify training objective [Jean and Cho, 2019]
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When a Good Translation is
Wrong in Context
[Voita, Sennrich, Titov, ACL 2019]

anaphora are well-known discourse phenomenon; what else do we find?

human evaluation:

mark sentence-level translations as good or bad

2nd evaluation: if two consecutive translations are good,
mark if they are also good in context of each other

if translations are good in isolation, but not in context, annotate error

data: English–Russian, OpenSubtitles
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Human Evaluation of Consecutive Translations: Results

one/both bad
both good

bad pair good pair
211 140 1649
11% 7% 82%

type of error frequency
deixis 37%
ellipsis 29%
lexical cohesion 14%
ambiguity 9%
anaphora 6%
other 5%
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Deixis

type of error frequency
T-V distinction 67%
speaker/addressee gender:

same speaker 22%
different speaker 9%

other 2%

translation errors caused by deixis (excluding anaphora)
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Deixis

type of error frequency
T-V distinction 67%
speaker/addressee gender:

same speaker 22%
different speaker 9%

other 2%

translation errors caused by deixis (excluding anaphora)

EN We haven’t really spoken much since your return. Tell me, what’s on
your mind these days?

RU Ìû íå ðàçãîâàðèâàëè ñ òåõ ïîð, êàê âû âåðíóëèñü. Ñêàæè ìíå,

÷òî ó òåáÿ íà óìå â ïîñëåäíåå âðåìÿ?

My ne razgovarivali s tekh por, kak vy vernulis’. Skazhi mne, chto u
tebya na ume v posledneye vremya?

V-form (formal), T-form (informal)
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Deixis

type of error frequency
T-V distinction 67%
speaker/addressee gender:

same speaker 22%
different speaker 9%

other 2%

translation errors caused by deixis (excluding anaphora)

EN I didn’t come to Simon’s for you. I did that for me.

RU ß ïðèøëà â Ñàéìîíó íå ðàäè òåáÿ. ß ñäåëàë ýòî äëÿ ñåáÿ.

Ya prishla v Saymonu ne radi tebya. Ya sdelal eto dlya sebya.

feminine, masculine.
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Ellipsis

type of error frequency
wrong morphological form 66%
wrong verb (VP-ellipsis) 20%
other error 14%

translation errors caused by ellipsis
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Ellipsis

type of error frequency
wrong morphological form 66%
wrong verb (VP-ellipsis) 20%
other error 14%

translation errors caused by ellipsis

EN You call her your friend but have you been to her home ? Her work ?

RU Òû íàçûâàåøü å¼ ñâîåé ïîäðóãîé, íî òû áûë ó íå¼ äîìà? Å¼ ðàáîòà?

Ty nazyvayesh’ yeyë svoyey podrugoy, no ty byl u neyë doma? Yeyë rabota?

wrong morphological form: noun phrase marked as subject
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Ellipsis

type of error frequency
wrong morphological form 66%
wrong verb (VP-ellipsis) 20%
other error 14%

translation errors caused by ellipsis

EN Veronica, thank you, but you saw what happened. We all did.

RU Âåðîíèêà, ñïàñèáî, íî òû âèäåëà, ÷òî ïðîèçîøëî. Ìû âñå õîòåëè.

Veronika, spasibo, no ty videla, chto proizoshlo. My vse khoteli.

correct meaning is “see”, but MT produces õîòåëè (“want”).
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Lexical Cohesion

EN But that’s not what I’m talking about. I’m talking about your future.

RU Íî ÿ ãîâîðþ íå îá ýòîì. Ðå÷ü î òâî¼ì áóäóùåì.

No ya govoryu ne ob etom. Rech’ o tvoyëm budushchem.

Inconsistent translation

EN Not for Julia. Julia has a taste for taunting her victims.

RU Íå äëÿ Äæóëèè. Þëèÿ óìååò äðàçíèòü ñâîèõ æåðòâ.

Ne dlya Dzhulii. Yuliya umeyet draznit’ svoikh zhertv.

Name translation inconsistency
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A Contrastive Test Set for Ellipsis, Deixis, and Lexical
Cohesion

held-out data from English–Russian OpenSubtitles
relevant context up to 3 sentences away
deixis: focus on T-V distinction
lexical cohesion: focus on name translation consistency
ellipsis:

predict NP inflection from context
predict verb from context

latest relevant context
total 1st 2nd 3rd

deixis 3000 1000 1000 1000
lexical cohesion 2000 855 630 515
ellipsis (inflection) 500 500
ellipsis (VP) 500 500

Size of test sets

Rico Sennrich Document-level Neural Machine Translation 30 / 46



Document-level Neural Machine Translation

1 Contrastive Evaluation

2 A Two-Pass Model for Context-Aware MT

3 Context-Aware Monolingual Repair
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Research Questions

how much does context-aware model help for deixis, ellipsis, lexical
cohesion?

how to build a context-aware model where most of the training data is
sentence-level?

Training data
OpenSubtitles English–Russian

6 million sentence pairs as starting point

after data cleaning, 1.5 million sentence pairs have reliable context
(1–3 sentences)
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Model: Two-Pass Translation

Model architecture
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Two-Pass Model

Training
first-pass model is trained on all parallel data

second-pass model is trained on subset with context
second-pass model receives draft translation as input, either:

sampled from first-pass model
corrupted reference (20% of words randomly replaced)

first-pass model is also used to compute hidden representations of
current sentence and context

Inference
at test time, first-pass translation is produced with beam search
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One-Pass Model

concatenate sentences to form “context-aware” translation units

train on mix of sentence-level and document-level data

spoiler: this gave us poor BLEU results

(other researchers had more success with pre-training model on
sentence-level data, then fine-tuning on document-level data
[Zhang et al., 2018, Tan et al., 2019])
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Results: BLEU
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Contrastive Results
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Contrastive Results

baseline concatenate CADec (ours)

0

20

40

60

80

100

53.0

76.2
72.2

ac
cu

ra
cy

(%
)

ellipsis test set (inflection)

baseline concatenate CADec (ours)

0

20

40

60

80

100

28.4

76.6 80.0

ac
cu

ra
cy

(%
)

ellipsis test set (VP)

Rico Sennrich Document-level Neural Machine Translation 38 / 46



Results: Choice of First-Pass Translation During Training

p BLEU deixis lexical cohesion ellipsis

baseline 32.40 50.0 45.9 53 / 28
p=0 32.34 84.1 48.7 65 / 75
p=0.25 32.31 83.3 52.4 67 / 78
p=0.5 32.38 81.6 58.1 72 / 80
p=0.75 32.45 80.0 65.0 70 / 80

Results for different probabilities of using corrupted reference at training time.
BLEU for 3 context sentences. For ellipsis, we show inflection/VP scores.

Changes with small effect on BLEU can have large effect on
consistency!
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Document-level Neural Machine Translation

1 Contrastive Evaluation

2 A Two-Pass Model for Context-Aware MT

3 Context-Aware Monolingual Repair
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Using Monolingual Document-level Data

document context is often lost in parallel data extraction

what can we do if all parallel data is sentence-level, and we only have
monolingual data with wider context?

solution 1: noisy channel model [Yu et al., 2019]
T ∗ = argmaxT P (S|T )P (T )

channel model (P (S|T )) operates on sentence-level.

language model (P (T )) operates on document-level.

solution 2: automatic post-editing (monolingual repair)

Rico Sennrich Document-level Neural Machine Translation 41 / 46



Context-Aware Monolingual Repair
[Voita, Sennrich, Titov, EMNLP 2019]

1 translate sentences independently
2 fix inconsistencies with multi-sentence monolingual repair model

877

translations and genuine document-level parallel
data. Among the four phenomena in the test sets
we use (deixis, lexical cohesion, VP ellipsis and
ellipsis which affects NP inflection) we find VP
ellipsis to be the hardest phenomenon to be cap-
tured using round-trip translations.

Our key contributions are as follows:

• we introduce the first approach to context-
aware machine translation using only mono-
lingual document-level data;

• our approach shows substantial improve-
ments in translation quality as measured by
BLEU, targeted contrastive evaluation of sev-
eral discourse phenomena and human evalu-
ation;

• we show which discourse phenomena are
hard to capture using monolingual data only.

2 Our Approach: Document-level Repair

We propose a monolingual DocRepair model
to correct inconsistencies between sentence-level
translations of a context-agnostic MT system. It
does not use any states of a trained MT model
whose outputs it corrects and therefore can in prin-
ciple be trained to correct translations from any
black-box MT system.

The DocRepair model requires only monolin-
gual document-level data in the target language. It
is a monolingual sequence-to-sequence model that
maps inconsistent groups of sentences into consis-
tent ones. Consistent groups come from mono-
lingual document-level data. To obtain inconsis-
tent groups, each sentence in a group is replaced
with its round-trip translation produced in isola-
tion from context. More formally, forming a train-
ing minibatch for the DocRepair model involves
the following steps (see also Figure 1):

1. sample several groups of sentences from the
monolingual data;

2. for each sentence in a group, (i) translate it
using a target-to-source MT model, (ii) sam-
ple a translation of this back-translated sen-
tence in the source language using a source-
to-target MT model;

3. using these round-trip translations of isolated
sentences, form an inconsistent version of the
initial groups;

Figure 1: Training procedure of DocRepair. First,
round-trip translations of individual sentences are pro-
duced to form an inconsistent text fragment (in the ex-
ample, both genders of the speaker and the cat became
inconsistent). Then, a repair model is trained to pro-
duce an original text from the inconsistent one.

Figure 2: The process of producing document-level
translations at test time is two-step: (1) sentences are
translated independently using a sentence-level model,
(2) DocRepair model corrects translation of the result-
ing text fragment.

4. use inconsistent groups as input for the
DocRepair model, consistent ones as output.

At test time, the process of getting document-
level translations is two-step (Figure 2):

1. produce translations of isolated sentences us-
ing a context-agnostic MT model;

2. apply the DocRepair model to a sequence
of context-agnostic translations to correct in-
consistencies between translations.

In the scope of the current work, the DocRe-
pair model is the standard sequence-to-sequence
Transformer. Sentences in a group are concate-
nated using a reserved token-separator between
sentences.2 The Transformer is trained to correct
these long inconsistent pseudo-sentences into con-
sistent ones. The token-separator is then removed
from corrected translations.

3 Evaluation of Contextual Phenomena

We use contrastive test sets for evaluation of dis-
course phenomena for English-Russian by Voita
et al. (2019). These test sets allow for testing dif-
ferent kinds of phenomena which, as we show, can

2In preliminary experiments, we observed that this per-
forms better than concatenating sentences without a separa-
tor.
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Training Monolingual Repair Model

how to train monolingual repair model?
simple sequence-to-sequence model with Transformer

target side: original text in target language

source side: original text, translated to source language and back
with sentence-level system

877

translations and genuine document-level parallel
data. Among the four phenomena in the test sets
we use (deixis, lexical cohesion, VP ellipsis and
ellipsis which affects NP inflection) we find VP
ellipsis to be the hardest phenomenon to be cap-
tured using round-trip translations.

Our key contributions are as follows:

• we introduce the first approach to context-
aware machine translation using only mono-
lingual document-level data;

• our approach shows substantial improve-
ments in translation quality as measured by
BLEU, targeted contrastive evaluation of sev-
eral discourse phenomena and human evalu-
ation;

• we show which discourse phenomena are
hard to capture using monolingual data only.

2 Our Approach: Document-level Repair

We propose a monolingual DocRepair model
to correct inconsistencies between sentence-level
translations of a context-agnostic MT system. It
does not use any states of a trained MT model
whose outputs it corrects and therefore can in prin-
ciple be trained to correct translations from any
black-box MT system.

The DocRepair model requires only monolin-
gual document-level data in the target language. It
is a monolingual sequence-to-sequence model that
maps inconsistent groups of sentences into consis-
tent ones. Consistent groups come from mono-
lingual document-level data. To obtain inconsis-
tent groups, each sentence in a group is replaced
with its round-trip translation produced in isola-
tion from context. More formally, forming a train-
ing minibatch for the DocRepair model involves
the following steps (see also Figure 1):

1. sample several groups of sentences from the
monolingual data;

2. for each sentence in a group, (i) translate it
using a target-to-source MT model, (ii) sam-
ple a translation of this back-translated sen-
tence in the source language using a source-
to-target MT model;

3. using these round-trip translations of isolated
sentences, form an inconsistent version of the
initial groups;

Figure 1: Training procedure of DocRepair. First,
round-trip translations of individual sentences are pro-
duced to form an inconsistent text fragment (in the ex-
ample, both genders of the speaker and the cat became
inconsistent). Then, a repair model is trained to pro-
duce an original text from the inconsistent one.

Figure 2: The process of producing document-level
translations at test time is two-step: (1) sentences are
translated independently using a sentence-level model,
(2) DocRepair model corrects translation of the result-
ing text fragment.

4. use inconsistent groups as input for the
DocRepair model, consistent ones as output.

At test time, the process of getting document-
level translations is two-step (Figure 2):

1. produce translations of isolated sentences us-
ing a context-agnostic MT model;

2. apply the DocRepair model to a sequence
of context-agnostic translations to correct in-
consistencies between translations.

In the scope of the current work, the DocRe-
pair model is the standard sequence-to-sequence
Transformer. Sentences in a group are concate-
nated using a reserved token-separator between
sentences.2 The Transformer is trained to correct
these long inconsistent pseudo-sentences into con-
sistent ones. The token-separator is then removed
from corrected translations.

3 Evaluation of Contextual Phenomena

We use contrastive test sets for evaluation of dis-
course phenomena for English-Russian by Voita
et al. (2019). These test sets allow for testing dif-
ferent kinds of phenomena which, as we show, can

2In preliminary experiments, we observed that this per-
forms better than concatenating sentences without a separa-
tor.
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Some Results [Voita et al., 2019b, Voita et al., 2019a]

system BLEU consistency test sets
deixis lexical cohesion ellipsis (infl.) ellipsis (VP)

sentence-level 33.9 50.0 45.9 53.0 28.4
concatenation (4-to-4) - 83.5 47.5 76.2 76.6
CADec - 81.6 58.1 72.2 80.0
monolingual repair 34.6 91.8 80.6 86.4 75.2
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Discussion

monolingual repair best in terms of BLEU, and most contrastive test
sets

why poorer performance for VP ellipsis?
→ fewer VP ellipses in synthetic source sentences

880

model deixis lex. c. ell. infl. ell. VP

baseline 50.0 45.9 53.0 28.4
CADec 81.6 58.1 72.2 80.0
DocRepair 91.8 80.6 86.4 75.2

+10.2 +22.5 +14.4 -4.8

Table 3: Results on contrastive test sets for specific
contextual phenomena (deixis, lexical consistency, el-
lipsis (inflection), and VP ellipsis).

(a) EN No one believed me. But she did.

RU Мне никто не верил. Но она сказала.

(b)RU Никто мне не верил. Но она верила.

EN No one believed me. But she believed.

RU Мне никто не верил. Но она поверила.

Figure 3: (a) Example of a discrepancy caused by VP
ellipsis: correct meaning is “believe”, but MT produces
сказала (“say”). (b) Example of producing round-trip
translations. From top to bottom: target, first trans-
lation, round-trip translation. When translating from
Russian, main verbs are unlikely to be translated into
auxiliary ones in English, and VP ellipsis is not present.

is for lexical cohesion. However, there is a drop
of almost 5 percentage points for VP ellipsis. We
hypothesize that this is because it is hard to learn
to correct inconsistencies in translations caused
by VP ellipsis relying on monolingual data alone.
Figure 3(a) shows an example of inconsistency
caused by VP ellipsis in English. There is no
VP ellipsis in Russian, and when translating aux-
iliary “did” the model has to guess the main verb.
Figure 3(b) shows steps of generating round-trip
translations for the target side of the previous
example. When translating from Russian, main
verbs are unlikely to be translated as the auxil-
iary “do” in English, and hence the VP ellipsis is
rarely present on the English side. This implies
the model trained using the round-trip translations
will not be exposed to many VP ellipsis examples
in training. We discuss this further in Section 6.2.

Table 4 provides scores for deixis and lexi-
cal cohesion separately for different distances be-
tween sentences requiring consistency. It can be
seen, that the performance of DocRepair degrades
less than that of CADec when the distance be-
tween sentences requiring consistency gets larger.

distance
total 1 2 3

deixis
baseline 50.0 50.0 50.0 50.0
CADec 81.6 84.6 84.4 75.9
DocRepair 91.8 94.8 93.1 87.7

+ 10.2 +10.2 +8.7 +11.8

lexical cohesion
baseline 45.9 46.1 45.9 45.4
CADec 58.1 63.2 52.0 56.7
DocRepair 80.6 83.0 78.5 79.4

+ 22.5 +20.2 +26.5 +22.3

Table 4: Detailed accuracy on deixis and lexical cohe-
sion test sets.

all equal better worse
700 367 242 90

100% 52% 35% 13%

Table 5: Human evaluation results, comparing DocRe-
pair with baseline.

5.3 Human evaluation
We conduct a human evaluation on random 700
examples from our general test set. We picked
only examples where a DocRepair translation is
not a full copy of the baseline one.5

The annotators were provided an original group
of sentences in English and two translations: base-
line context-agnostic one and the one corrected
by the DocRepair model. Translations were pre-
sented in random order with no indication which
model they came from. The task is to pick one of
the three options: (1) the first translation is better,
(2) the second translation is better, (3) the trans-
lations are of equal quality. The annotators were
asked to avoid the third answer if they are able to
give preference to one of the translations. No other
guidelines were given.

The results are provided in Table 5. In about
52% of the cases annotators marked translations
as having equal quality. Among the cases where
one of the translations was marked better than the
other, the DocRepair translation was marked bet-
ter in 73% of the cases. This shows a strong pref-
erence of the annotators for corrected translations
over the baseline ones.

5As we further discuss in Section 7, DocRepair does not
change the base translation at all in about 20% of the cases.

real source sentence (a) vs. synthetic example (b)
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Conclusions

sentence-level machine translation is not “good enough”

context-aware models have large effects...
...but we need tools to better measure them

targeted evaluation shows effect of context-aware models:
→ small design decisions have big impact on ”context-awareness“!

monolingual models are attractive because of data requirements and
potential applications
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Thank you for your attention

Resources
English–French contrastive test set:
https://diamt.limsi.fr/eval.html

large-scale contrastive test set of context-aware pronoun translation:
https://github.com/ZurichNLP/ContraPro

code and data for English–Russian experiments:
https://github.com/lena-voita/good-translation-wrong-in-context
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