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A History of Discourse in MT (Abridged)

Machine Translation will not Work [Kay, 1986]
But, we still have little idea how to translate into a closely related
language like French or German, English sentences containing such
words as "he", "she", "it", "not", "and", and "of". Furthermore, such work
as has been done on these problems has been studiously ignored by all
those currently involved in developing systems.
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A History of Discourse in MT (Abridged)

Anaphora in Rule-based MT
The 1990s have seen an intensification of research efforts in anaphora resolution
for MT. This can be seen in the growing number of related projects which have
reported promising results (e.g., Wada 1990; Leass & Schwall 1991; Nakaiwa &
Ikehara 1992, 1995; Chen 1992; Saggion & Carvalho 1994; Preuss et al. 1994;
Nakaiwa et al. 1994, 1995; Mitkov et al. 1995, 1997; Geldbach 1997).

[Mitkov, 1999]
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A History of Discourse in MT (Abridged)

Discourse in SMT
anaphora resolution [Le Nagard and Koehn, 2010, Hardmeier and Federico, 2010, Hardmeier et al., 2015]

lexical consistency [Carpuat, 2009, Tiedemann, 2010, Gong et al., 2011]

discourse connectives [Meyer et al., 2012]

topic adaptation [Su et al., 2012, Hasler et al., 2014]
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A History of Discourse in MT (Abridged)

Where Are We Now?
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Where Is Machine Translation Now?

Google’s Neural Machine Translation System: Bridging the Gap
between Human and Machine Translation

Yonghui Wu, Mike Schuster, Zhifeng Chen, Quoc V. Le, Mohammad Norouzi
yonghui,schuster,zhifengc,qvl,mnorouzi@google.com

Wolfgang Macherey, Maxim Krikun, Yuan Cao, Qin Gao, Klaus Macherey,
Jeff Klingner, Apurva Shah, Melvin Johnson, Xiaobing Liu, Łukasz Kaiser,

Stephan Gouws, Yoshikiyo Kato, Taku Kudo, Hideto Kazawa, Keith Stevens,
George Kurian, Nishant Patil, Wei Wang, Cliff Young, Jason Smith, Jason Riesa,

Alex Rudnick, Oriol Vinyals, Greg Corrado, Macduff Hughes, Jeffrey Dean

Abstract
Neural Machine Translation (NMT) is an end-to-end learning approach for automated translation,

with the potential to overcome many of the weaknesses of conventional phrase-based translation systems.
Unfortunately, NMT systems are known to be computationally expensive both in training and in translation
inference – sometimes prohibitively so in the case of very large data sets and large models. Several authors
have also charged that NMT systems lack robustness, particularly when input sentences contain rare words.
These issues have hindered NMT’s use in practical deployments and services, where both accuracy and
speed are essential. In this work, we present GNMT, Google’s Neural Machine Translation system, which
attempts to address many of these issues. Our model consists of a deep LSTM network with 8 encoder
and 8 decoder layers using residual connections as well as attention connections from the decoder network
to the encoder. To improve parallelism and therefore decrease training time, our attention mechanism
connects the bottom layer of the decoder to the top layer of the encoder. To accelerate the final translation
speed, we employ low-precision arithmetic during inference computations. To improve handling of rare
words, we divide words into a limited set of common sub-word units (“wordpieces”) for both input and
output. This method provides a good balance between the flexibility of “character”-delimited models and
the efficiency of “word”-delimited models, naturally handles translation of rare words, and ultimately
improves the overall accuracy of the system. Our beam search technique employs a length-normalization
procedure and uses a coverage penalty, which encourages generation of an output sentence that is most
likely to cover all the words in the source sentence. To directly optimize the translation BLEU scores,
we consider refining the models by using reinforcement learning, but we found that the improvement
in the BLEU scores did not reflect in the human evaluation. On the WMT’14 English-to-French and
English-to-German benchmarks, GNMT achieves competitive results to state-of-the-art. Using a human
side-by-side evaluation on a set of isolated simple sentences, it reduces translation errors by an average of
60% compared to Google’s phrase-based production system.

1 Introduction
Neural Machine Translation (NMT) [41, 2] has recently been introduced as a promising approach with the
potential of addressing many shortcomings of traditional machine translation systems. The strength of NMT
lies in its ability to learn directly, in an end-to-end fashion, the mapping from input text to associated
output text. Its architecture typically consists of two recurrent neural networks (RNNs), one to consume the
input text sequence and one to generate translated output text. NMT is often accompanied by an attention
mechanism [2] which helps it cope effectively with long input sequences.

An advantage of Neural Machine Translation is that it sidesteps many brittle design choices in traditional
phrase-based machine translation [26]. In practice, however, NMT systems used to be worse in accuracy than
phrase-based translation systems, especially when training on very large-scale datasets as used for the very
best publicly available translation systems. Three inherent weaknesses of Neural Machine Translation are
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...extraordinary claims require extraordinary evidence
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Examples from Top WMT18 Systems

coreference

In fairness, Miller did not attack the statue itself.
[...]
But he did attack its meaning [...]

HUMAN MT
Um fair zu bleiben, Miller griff nicht die Statue
selbst an.
[...]
Aber er griff deren Bedeutung an [...]

Fairerweise hat Miller die Statue nicht selbst
angegriffen.
[...]
Aber er griff seine Bedeutung an [...]
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Examples from Top WMT18 Systems

lexical coherence

Weidezaunprojekt ist elementar

Das Fischerbacher Weidezaun-Projekt ist ein Erfolgsprojekt und wird im kommenden Jahr fortgesetzt.

HUMAN MT
Pasture fence project is fundamental

The Fischerbach pasture fence project is a suc-
cessful project and will be continued next year.

Electric fence project is basic

The Fischerbacher Weidezaun-Project is a suc-
cess and will be continued in the coming year.
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Examples from Top WMT18 Systems

pro-drop

该款机器人使用语音合成、[...]

曾获得国际消费电子产品展（CES）[...]

HUMAN MT
This robot uses speech synthesis, [...] with con-
versational [...] features.

It has won two major CES awards [...]

Using speech synthesis [...] the robot has the
functions of chatting conversation [...]

Has won two awards at the International Con-
sumer Electronics Exhibition (CES) [...]
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Discourse in MT

1 A History of Discourse in MT (Abridged)

2 Evaluating Machine Translation in Context

3 Context-Aware Neural Machine Translation

4 Revisiting Some Research Questions
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Achieving Human Parity

laudable...
follows best practices with WMT-style evaluation

data released for scientific scrutiny (outputs, references, rankings)
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Achieving Human Parity

...but warrants further scrutiny
failure to reject null hypothesis is not evidence of parity

are we 95% sure that there is a quality difference?
...hm...no.
hey everyone, they’re the same! I’m 95% sure!

alternative hypothesis:
human raters prefer human translations on a document-level
rationale:

context helps raters understand text and spot semantic errors
discourse errors are invisible in sentence-level evaluation
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A Case for Document-level Evaluation
[Läubli, Sennrich, Volk, in preparation]

can we reproduce Microsoft’s finding with different evaluation protocol?

original evaluation our evaluation
test set WMT17 WMT17 (native Chinese part)
system Microsoft COMBO-6 Microsoft COMBO-6
raters crowd-workers professional translators
experimental unit sentence sentence / document
measurement direct assessment pairwise ranking
raters see reference no no
raters see source yes yes / no
ratings ≥ 2,520 per system ≈ 200 per setting
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Which Text is Better?

市民在日常出行中,发现爱车被陌生车辆阻碍了,在联系不上陌生车辆司机的情况下,可以使用“微信
挪车”功能解决这一困扰。

8月11日起,西安交警微信服务号“西安交警”推出“微信挪车”服务。

这项服务推出后,日常生活中,市民如遇陌生车辆在驾驶人不在现场的情况下阻碍自己车辆行驶时,就
可通过使用“微信挪车”功能解决此类问题。[...]

Members of the public who find their cars
obstructed by unfamiliar vehicles during their
daily journeys can use the "Twitter Move Car"
feature to address this distress when the driver
of the unfamiliar vehicle cannot be reached.

On August 11, Xi’an traffic police WeChat
service number "Xi’an traffic police" launched
"WeChat mobile" service.

With the launch of the service, members of
the public can tackle such problems in their
daily lives by using the "WeChat Move" fea-
ture when an unfamiliar vehicle obstructs the
movement of their vehicle while the driver is
not at the scene. [...]

A citizen whose car is obstructed by vehicle
and is unable to contact the owner of the ob-
structing vehicle can use the "WeChat Move
the Car" function to address the issue.

The Xi’an Traffic Police WeChat official ac-
count "Xi’an Jiaojing" released the "WeChat
Move the Car" service since August 11.

Once the service was released, a fellow citi-
zen whose car was obstructed by another ve-
hicle and where the driver of the vehicle was
not present, the citizen could use the "WeChat
Move the Car" function to address the issue.
[...]
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Evaluation Results: Bilingual Assessment
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Evaluation Results: Monolingual Assessment
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A Case for Document-level Evaluation

document-level ratings show significant preference for HUMAN

preference for HUMAN is even stronger in monolingual evaluation

Conclusions
discourse-level cohesion and coherence is important, but invisible in
sentence-level evaluation

distinguishing MT from human translations becomes harder with
increasing quality
→ is it time to move to document-level evaluation in shared tasks?
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Discourse in MT

1 A History of Discourse in MT (Abridged)

2 Evaluating Machine Translation in Context

3 Context-Aware Neural Machine Translation

4 Revisiting Some Research Questions
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New Chances: Context-Aware NMT

SMT era:

It stands on a hill.

The castle is old. Hrad je starý.

It stands on a hill.The castle is old.

Hrad je starý.

It.mascin.sg stands on a hill.

Masculine inanimate, singular

Translate:

Translate:

Input: 
The castle is old. It stands on a hill.

(1) Identification of 
coreferential pronoun

(2) Identification of 
antecedent head

(3) English – Czech mapping 
of antecedent head

(4) Extraction of number 
and gender of Czech word

(5) Annotation of English pronoun with 
number and gender of Czech word

Figure 1: Overview of the Annotation Process

task. In the first step, pronouns are annotated in
the source-language text before the text is trans-
lated by a phrase-based SMT system in the second
step. This approach leaves the translation pro-
cess unaffected. In this work, the following pro-
nouns are annotated: third person personal pro-
nouns (except instances of “it” that are pleonastic
or that corefer with clauses or VPs), reflexive per-
sonal pronouns and possessive pronouns, includ-
ing reflexive possessives. Relative pronouns are
excluded as they are local dependencies in both
English and Czech and this work is concerned
with the longer range dependencies typically ex-
hibited by the previously listed pronoun types.

Annotation of the English source-language
text and its subsequent translation into Czech is
achieved using two phrase-based translation sys-
tems. The first, hereafter called the Baseline sys-
tem, is trained using English and Czech sentence–
aligned parallel training data with no annotation.
The second system, hereafter called the Annotated
system, is trained using the same target data, but
in the source-language text, each coreferring pro-
noun has been annotated with number, gender and
animacy features. These are obtained from the
existing (Czech reference) translation of the head
of its English antecedent. Word alignment of En-
glish and Czech is obtained from the PCEDT 2.0
alignment file which maps English words to their
corresponding t-Layer (deep syntactic, tectogram-
matical) node in the Czech translation. Starting
with this t-Layer node the annotation layers of the
PCEDT 2.0 corpus are traversed and the number
and gender of the Czech word are extracted from
the morphological layer (m-Layer).

The Baseline system serves a dual purpose. It
forms the first stage of the two-step translation
process, and as described in Section 5, it provides
a baseline against which Annotated system trans-
lations are compared.

The annotation process used here is shown
in Figure 1. It identifies coreferential pronouns
and their antecedents using the annotation in the
BBN Pronoun Coreference and Entity Type cor-
pus, and obtains the Czech translation of the En-
glish antecedent from the translation produced
by the Baseline system. Because many an-
tecedents come from previous sentences, these
sentences must be translated before translating the
current sentence. Here I follow Le Nagard &
Koehn (2010) in translating the complete source-
language text using the Baseline system and then
extracting the (here, Czech) translations of the En-
glish antecedents from the output. This provides
a simple solution to the problem of obtaining the
Czech translation prior to annotation. In contrast
Hardmeier & Federico (2010) translate sentence
by sentence using a process which was deemed
to be more complex than was necessary for this
project.

The English text is annotated such that all
coreferential pronouns whose antecedents have an
identifiable Czech translation are marked with the
number and gender of that Czech word. The out-
put of the annotation process is thus the same En-
glish text that was input to the Baseline system,
with the addition of annotation of the coreferen-
tial pronouns. This annotated English text is then
translated using the Annotated translation system,
the output of which is the final translation.

4

specialized features
[Hardmeier, 2012, Guillou, 2012, Meyer et al., 2012]
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New Chances: Context-Aware NMT

NMT era:

contextual sentences as additional input
[Jean et al., 2017, Wang et al., 2017, Tiedemann and Scherrer, 2017, Bawden et al., 2018,

Voita et al., 2018, Maruf and Haffari, 2018]
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Some Research Questions

How do we measure progress?

Which context matters?

What neural architectures work well?
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Evaluating Discourse Phenomena
[Bawden et al., NAACL 2018]

How do we measure progress?
→ hand-crafted test set of 200 context-dependent translations

Which context matters?
→ (focus on translations that depend on previous target sentence)

What neural architectures work well?
→ exploration of multi-encoder and concatenating architectures

setup: train on subset of OpenSubtitles2016 English-French

Rico Sennrich Discourse in MT 19 / 41



A Contrastive Test Set: Coreference

Source:
context: Oh, I hate flies. Look, there's another one!
sentence: Don’t worry, I'll kill it for you.

Target:
context: Ô je déteste les mouches. 

Regarde, il y en a une autre !
correct: T'inquiète, je la tuerai pour toi.
incorrect: T'inquiète, je le tuerai pour toi.
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Can the model 
rank the correct 
sentence above 

the incorrect one?
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sentence: Don’t worry, I'll kill it for you.

Target:
context: Ô je déteste les mouches. 

Regarde, il y en a une autre !
correct: T'inquiète, je la tuerai pour toi.
incorrect: T'inquiète, je le tuerai pour toi.

context: Ô je déteste les moucherons. 
Regarde, il y en a un autre !

correct: T'inquiète, je le tuerai pour toi.
incorrect: T'inquiète, je la tuerai pour toi.

Previous linguistic context 
necessary to disambiguate 

Can the model 
rank the correct 
sentence above 

the incorrect one?

Balanced 
examples: 

Non-contextual 
baseline scores 

50%
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A Contrastive Test Set: Coherence and Cohesion

context:          So what do you say to £50?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Qu'est-ce que vous en pensez de 50£ ?
correct:           C'est un peu plus cher que ce que je pensais.
incorrect:        C'est un peu plus raide que ce que je pensais.

Target:

context:          How are your feet holding up?
current sent.:  It's a little steeper than I was expecting.

Source:

context:          Comment vont tes pieds ?
correct:           C'est un peu plus raide que ce que je pensais. 
incorrect:        C'est un peu plus cher que ce que je pensais.

Target:

Rico Sennrich Discourse in MT 21 / 41



A Contrastive Test Set: Coherence and Cohesion

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de dingue chez moi ?
correct:           Est-ce que ça c'est dingue ?
incorrect:        Est-ce que ça c'est fou ?

Target:

context:          What's crazy about me?
current sent.:  Is this crazy?

Source:

context:          Qu'est-ce qu'il y a de fou chez moi ?
correct:           Est-ce que ça c'est fou ?
incorrect:        Est-ce que ça c'est dingue ?

Target:
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Architectures

Baseline 2TO2 - concatenated input Multiple encoders

x1 x2 x3

s1 s2 s3

CURRENT SENT.

h1 h2 h3

z1 z2 z3

u1 u2 u3

y1 y2 y3

ATT ci

x1,1 x1,2 <CONCAT > x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s3 s4 s5 s6

h1 h2 h3 h4 h5 h6

z1 z2 z3 z4 z5 z6

u1 u2 u3 u4 u5 u6

y1 y2 y3 y4 y5 y6

ATT ci

x1,1 x1,2 x2,1 x2,2 x2,3

PREVIOUS SENT. CURRENT SENT.

s1 s2 s1 s2 s3

h1 h2 h1 h2 h3

z1 z2 z3

u1 u2 u3

y1 y2 y3

ATT ATT

c(1)i c(2)i

ci

Combination

[Bahdanau et al., 2015] [Tiedemann and Scherrer, 2017] [Wang et al., 2017]
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Architectures

architecture exploration:

condition on previous source, target, or both?

use multiple encoders or just concatenate sentences?
how to combine multiple context vectors in multi-encoder setups?

concatenate
gating mechanism
hierarchical attention
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Results: BLEU

baseline concat-2TO1 concat-2TO2 multiencoder
(source;

hierarchical
attention)

multiencoder
(target;

hierarchical
attention)

multiencoder-
TO2

(hierarchical
attention)

16

18

20

22

24

19.5 19.5
20.1 20.2

17.9

20.9
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Results: Contrastive Test Set: Coreference

baseline concat-2TO1 concat-2TO2 multiencoder
(source;

hierarchical
attention)

multiencoder
(target;

hierarchical
attention)

multiencoder-
TO2

(hierarchical
attention)

50

60

70

80

50.0
52.0

63.5

50.0

47.0

72.5
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Results: Contrastive Test Set: Coherence/Cohesion

baseline concat-2TO1 concat-2TO2 multiencoder
(source;

hierarchical
attention)

multiencoder
(target;

hierarchical
attention)

multiencoder-
TO2

(hierarchical
attention)

50

60

70

80

50.0

53.0 52.0 53.0
50.5

57.0
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Evaluating Discourse Phenomena: Conclusions

simple context-aware NMT systems learn discourse phenomena

architectures matter

learning coreference easier than lexical coherence and
word sense disambiguation (?)
(for hand-crafted, difficult cases)

future work: more comprehensive test set of discourse phenomena
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Analyzing Use of Context
[Tiedemann and Scherrer, 2017]

set-up
simple architecture: concatenation of previous sentence

analysis of attention patterns

recurrent connections make analysis difficult
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Analyzing Use of Context: RNN

word freq external internal prop.% ∅ pos.
exactly 5 0.190 0.644 22.8 2.20
shelf 5 0.202 0.692 22.6 8.40
upstairs 5 0.186 0.757 19.7 7.60
unbelievable 7 0.151 0.641 19.1 2.86
yeah 91 0.144 0.667 17.8 1.95
hardly 5 0.155 0.740 17.4 2.20
cares 5 0.144 0.755 16.0 2.60
horns 8 0.134 0.713 15.8 5.25
fossils 7 0.137 0.744 15.5 3.57
-what 10 0.121 0.660 15.5 1.00
average — 0.028 0.880 3.1 —

Table 5: Word types with the highest cross-
segmental attention (excluding attention on sen-
tence break symbols)).

but also some additional adverbials that can have
connective functions. Pronouns appear quite low
in the ranked list and, therefore, we leave them out
in the presentation here.

word freq external internal prop.% ∅ pos.
-the 5 0.436 0.541 44.6 1.00
-what 10 0.358 0.519 40.9 1.00
exactly 5 0.171 0.266 39.2 2.20
-aye 12 0.345 0.550 38.5 1.00
-yes 7 0.281 0.472 37.3 1.00
apparently 7 0.308 0.536 36.5 1.00
hardly 5 0.178 0.321 35.7 2.20
anyway 9 0.241 0.443 35.2 1.00
ah 6 0.217 0.407 34.8 1.00
ahoy 6 0.304 0.590 34.0 1.00
average — 0.043 0.440 8.9 —

Table 6: Word types with the highest average of
cross-segmental attention peaks.

Cross-segmental attention peaks are dominated
by tokens with relatively low overall frequency,
some of which arise from tokenization errors (e.g.
the words starting with a hyphen, typically from
sentence-initial positions). Therefore, we propose
another type of evaluation, less sensitive to over-
all frequency: we only count occurrences of target
words whose external attention is higher than the
internal attention, and normalize them by the total
occurrence count of the target word. We discard
words which have majoritarily external attention
in four or less cases. Results are shown in Table 7.

In addition to the known response particles
and punctuation signs, we also see pronouns and
demonstrative particles (such as here, what, that)
ranked prominently. However, the absolute num-
bers are small and only permit tentative conclu-
sions. This analysis also allows us to see the di-
rection of cross-segmental attention. Items that
tend to occur at the beginning of the sentence show

word proportion freq ext peak freq
yeah 0.077 7 91
oh 0.069 7 101
yes 0.054 11 204
thank 0.049 7 144
no 0.025 8 320
- 0.023 44 1890
good 0.018 5 284
here 0.017 6 346
? 0.016 29 1812
... 0.016 5 316
. 0.014 104 7645
what 0.012 6 486
you 0.009 23 2458
that 0.008 6 725
’s 0.008 9 1102
it 0.005 5 914
, 0.004 16 3561
i 0.004 10 2372

Table 7: Word types with the highest proportion
of cross-segmental attention peaks, with absolute
frequencies of cross-segmental attention peak and
overall absolute word frequencies.

attention towards the previous sentence, whereas
items that occur at the end of a sentence (such as
punctuation signs, but also the ‘s token) show at-
tention towards the following sentence.

We also inspected some translations and their
attention distributions in order to study the effect
of larger translation units on translation quality.
One example is the translation in Figure 6.

where are they ? || see them ?
target

?

sie

du

siehst

=

?

sie

sind

-Wo

so
ur

ce

0.0094 0.0069 0.011 0.014 0.014 0.045 0.098 0.47

0.0098 0.017 0.017 0.017 0.0078 0.059 0.27 0.19

0.0069 0.01 0.0024 0.007 0.0021 0.06 0.094 0.011

0.078 0.039 0.011 0.02 0.12 0.51 0.26 0.085

0.045 0.013 0.0057 0.03 0.39 0.14 0.02 0.017

0.043 0.041 0.19 0.59 0.13 0.0045 0.0034 0.022

0.029 0.045 0.29 0.048 0.012 0.0037 0.0061 0.011

0.04 0.38 0.22 0.043 0.021 0.019 0.031 0.011

0.56 0.22 0.024 0.013 0.094 0.023 0.014 0.0029

0.1

0.2

0.3

0.4

0.5

Figure 6: Attention patterns with referential pro-
nouns in extended context.

The example illustrates how the model works
when deciding translations of ambiguous words
like the German pronoun “sie”. First, when gener-
ating “they”, the model looks at the verb for agree-
ment constraints and the representation around the
plural inflection “sind” of the German equivalent
of “are” receives significant attention. Even more
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Analyzing Use of Context: Transformer

[Uszkoreit, 2017]
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Analyzing Use of Context
[Voita, Serdyukov, Sennrich, Titov, ACL 2018]

set-up
Transformer architecture with clear interface to context

analysis of attention patterns
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Context-Aware Transformer

layers each containing two sub-layers: (a) a multi-
head attention mechanism, and (b) a feed-forward
network.

The self-attention mechanism first computes at-
tention weights: i.e., for each word, it computes a
distribution over all words (including itself). This
distribution is then used to compute a new repre-
sentation of that word: this new representation is
set to an expectation (under the attention distribu-
tion specific to the word) of word representations
from the layer below. In multi-head attention, this
process is repeated h times with different repre-
sentations and the result is concatenated.

The second component of each layer of the
Transformer network is a feed-forward network.
The authors propose using a two-layered network
with the ReLU activations.

Analogously, each layer of the decoder contains
the two sub-layers mentioned above as well as
an additional multi-head attention sub-layer that
receives input from the corresponding encoding
layer.

In the decoder, the attention is masked to pre-
vent future positions from being attended to, or in
other words, to prevent illegal leftward informa-
tion flow. See Vaswani et al. (2017) for additional
details.

The proposed architecture reportedly improves
over the previous best results on the WMT 2014
English-to-German and English-to-French trans-
lation tasks, and we verified its strong perfor-
mance on our data set in preliminary experiments.
Thus, we consider it a strong state-of-the-art base-
line for our experiments. Moreover, as the Trans-
former is attractive in practical NMT applications
because of its parallelizability and training effi-
ciency, integrating extra-sentential information in
Transformer is important from the engineering
perspective. As we will see in Section 4, previ-
ous techniques developed for recurrent encoder-
decoders do not appear effective for the Trans-
former.

3 Context-aware model architecture

Our model is based on Transformer architecture
(Vaswani et al., 2017). We leave Transformer’s
decoder intact while incorporating context infor-
mation on the encoder side (Figure 1).

Source encoder: The encoder is composed of a
stack of N layers. The first N − 1 layers are iden-
tical and represent the original layers of Trans-

Figure 1: Encoder of the discourse-aware model

former’s encoder. The last layer incorporates con-
textual information as shown in Figure 1. In ad-
dition to multi-head self-attention it has a block
which performs multi-head attention over the out-
put of the context encoder stack. The outputs of
the two attention mechanisms are combined via
a gated sum. More precisely, let c(s−attn)

i be the
output of the multi-head self-attention, c(c−attn)

i

the output of the multi-head attention to context,
ci their gated sum, and σ the logistic sigmoid
function, then

gi = σ
(
Wg

[
c
(s−attn)
i , c

(c−attn)
i

]
+ bg

)
(1)

ci = gi � c
(s−attn)
i + (1− gi)� c

(c−attn)
i (2)

Context encoder: The context encoder is com-
posed of a stack of N identical layers and repli-
cates the original Transformer encoder. In con-
trast to related work (Jean et al., 2017; Wang et al.,
2017), we found in preliminary experiments that
using separate encoders does not yield an accurate
model. Instead we share the parameters of the first
N − 1 layers with the source encoder.

Since major proportion of the context encoder’s
parameters are shared with the source encoder, we
add a special token (let us denote it <bos>) to
the beginning of context sentences, but not source

Rico Sennrich Discourse in MT 33 / 41



Context-Aware Transformer: Evaluation

OpenSubtitles2018 English→Russian
scores on random test set:

baseline concat-2TO1 multiencoder
(previous
source

sentence)

multiencoder
(next source

sentence)

multiencoder
(random
source

sentence)

26

28

30

32

34

29.5 29.5
30.1

29.3 29.7B
LE

U

larger improvements on focused test set (’it’ with nominal antecedent):

baseline multiencoder

20

22

24

26

28

30

23.9

26.1

B
LE

U
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Context-Aware Transformer Learns Anaphora Resolution

pronoun agreement (in %)
random first last attention

it 40 36 52 58
you 42 63 29 67
I 39 56 35 62

Table 7: Agreement with CoreNLP for test sets of
pronouns having a nominal antecedent in context
sentence (%). Examples with ≥1 noun in context
sentence.

noun from the context sentence as an antecedent.
Note that an agreement of the last noun for “it”

or the first noun for “you” and “I” is very high.
This is partially due to the fact that most context
sentences have only one noun. For these examples
a random and last predictions are always correct,
meanwhile attention does not always pick a noun
as the most relevant word in the context. To get
a more clear picture let us now concentrate only
on examples where there is more than one noun in
the context (Table 7). We can now see that the at-
tention weights are in much better agreement with
the coreference system than any of the heuristics.
This indicates that the model is indeed performing
anaphora resolution.

While agreement with CoreNLP is encourag-
ing, we are aware that coreference resolution by
CoreNLP is imperfect and partial agreement with
it may not necessarily indicate that the attention is
particularly accurate. In order to control for this,
we asked human annotators to manually evaluate
500 examples from the test sets where CoreNLP
predicted that “it” refers to a noun in the con-
text sentence. More precisely, we picked random
500 examples from the test set with “it” from Ta-
ble 7. We marked the pronoun in a source which
CoreNLP found anaphoric. Assessors were given
the source and context sentences and were asked to
mark an antecedent noun phrase for a marked pro-
noun in a source sentence or say that there is no
antecedent at all. We then picked those examples
where assessors found a link from “it” to some
noun in context (79% of all examples). Then we
evaluated agreement of CoreNLP and our model
with the ground truth links. We also report the
performance of the best heuristic for “it” from our
previous analysis (i.e. last noun in context). The
results are provided in Table 8.

The agreement between our model and the
ground truth is 72%. Though 5% below the coref-
erence system, this is a lot higher than the best

agreement (in %)
CoreNLP 77
attention 72
last noun 54

Table 8: Performance of CoreNLP and our
model’s attention mechanism compared to human
assessment. Examples with ≥1 noun in context
sentence.

Figure 5: An example of an attention map between
source and context. On the y-axis are the source
tokens, on the x-axis the context tokens. Note
the high attention between “it” and its antecedent
“heart”.

CoreNLP
right wrong

attn right 53 19
attn wrong 24 4

Table 9: Performance of CoreNLP and our
model’s attention mechanism compared to human
assessment (%). Examples with ≥1 noun in con-
text sentence.

heuristic (+18%). This confirms our conclusion
that our model performs latent anaphora resolu-
tion. Interestingly, the patterns of mistakes are
quite different for CoreNLP and our model (Ta-
ble 9). We also present one example (Figure 5)
where the attention correctly predicts anaphora
while CoreNLP fails. Nevertheless, there is room
for improvement, and improving the attention
component is likely to boost translation perfor-
mance.

6 Related work

Our analysis focuses on how our context-aware
neural model implicitly captures anaphora. Early
work on anaphora phenomena in statistical ma-
chine translation has relied on external systems
for coreference resolution (Le Nagard and Koehn,
2010; Hardmeier and Federico, 2010). Results
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Context-Aware Transformer Learns Anaphora Resolution

agreement (in %)
coreNLP 77
attention 72
last noun 54

Agreement with human assessment for coreference resolution of anaphoric it.
Examples with ≥ 1 noun in context sentence.

Rico Sennrich Discourse in MT 36 / 41



Discourse in MT

1 A History of Discourse in MT (Abridged)

2 Evaluating Machine Translation in Context

3 Context-Aware Neural Machine Translation

4 Revisiting Some Research Questions
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How Do We Measure Progress?

BLEU still works (somewhat)
targeted evaluation:

contrastive pairs
pronoun translation task

document-level human evaluation

potential for new discourse-level measures
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Which Context Matters?

most work so far focuses on previous sentence, but:

relevant information can be further in past

relevant information can be in future context

source
I went there with my friend.
She was amazed to see that it had multiple floors.

reference
Sono andato la’ con la mia amica.
E’ rimasta meraviglia nel vedere che aveva piu’ piani

baseline
Arrivai li con il mio amico.
Rimaneva meravigliato di vedere che aveva una cosa piu incredibile.

contextual (prev+next)
Sono andato con la mia amica.
Fu sorpresa nel vedere che aveva piu piani.

[Agrawal et al., 2018]
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What Neural Architectures Work Well?

baseline architectures ok(-ish) with concatenated context

simple multi-encoder architectures effective

big challenge: efficiently/effectively scaling up to large contexts
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Conclusions

we cannot "solve" machine translation on sentence-level
let’s put effort into:

document-level training data
document-level evaluation

simple context-aware architectures learn discourse phenomena...
...but still work to be done on better architectures for large contexts
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Thank you for your attention

Resources
contrastive test sets for discourse in MT evaluation:
https://github.com/rbawden/discourse-mt-test-sets
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