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Abstract

In the past several years, Arabic Information Retrieval (IR) has gar-
nered significant attention. The main research interests have focused
on retrieval of formal language, mostly in the news domain, with ad
hoc retrieval, OCR document retrieval, and cross-language retrieval.
The literature on other aspects of retrieval continues to be sparse or
non-existent, though some of these aspects have been investigated by
industry. Others aspects of Arabic retrieval that have received atten-
tion include document image retrieval, speech search, social media and
web search, and filtering. However, efforts on different aspects of Ara-
bic retrieval continue to be deficient and severely lacking behind ef-
forts in other languages. The survey covers: 1) general properties of
the Arabic language; 2) some of the aspects of Arabic that affect re-
trieval; 3) Arabic processing necessary for effective Arabic retrieval; 4)
Arabic retrieval in public IR evaluations; 5) specialized retrieval prob-
lems, namely Arabic-English CLIR, Arabic Document Image Retrieval,
Arabic Social Search, Arabic Web Search, Question Answering, Image
retrieval, and Arabic Speech Search; 6) Arabic IR and NLP resources;
and 7) open IR problems that require further attention.

K. Darwish and W. Magdy. Arabic Information Retrieval. Foundations and
TrendsR© in Information Retrieval, vol. 7, no. 4, pp. 239–342, 2013.
DOI: 10.1561/1500000031.



1
Introduction

Most early studies on Arabic IR relied on relatively small test col-
lections containing hundreds of documents that are composed of
character-coded Arabic text (7; 13; 88). Increased interest in Ara-
bic processing and retrieval in the early 2000’s led to significant
work that mostly relied on a single large collection (from TREC-
2001/2002) (68; 129). However, most of the work was restricted to ad
hoc retrieval and cross-language retrieval. Later work focused on other
aspects of Arabic retrieval including document image retrieval, speech
search, social media and web search, and filtering. However, efforts on
different aspects of Arabic retrieval continue to be deficient and severely
lacking behind efforts in other languages. This survey reviews recent
literature pertaining to different aspects of Arabic IR including dif-
ferent domains and applications. It also describes some of the Arabic
specific challenges affecting retrieval and some of the proposed solu-
tions to these challenges. Further, it identifies the available resources
and open areas of research to aid those interested in Arabic IR research.

The remainder of this introductory section presents general inter-
esting aspects of Arabic and outlines the content of subsequent sections
in the survey.

2



1.1. The Arabic Language 3

1.1 The Arabic Language

Arabic is the most widely spoken Semitic language with an estimated
400 million speakers. Arabic shares many commonalities with other
Semitic languages. These commonalities pertain to morphology, vocab-
ulary, word order (subject-verb-object and verb-subject-object), use of
short and long vowels, etc. For example, Arabic and Hebrew words
are typically derived from roots that are composed of two, three, or
four letters, with three letter (triliteral) roots being the most common.
Words are constructed from roots by possibly inserting infixes, adding
prefixes and suffixes, or doubling constants. Diacritics, which are often
omitted in writing, help disambiguate words. Nouns can be singular,
plural, or dual, and masculine or feminine.

Arabic has a broad sphere of influence which is mostly due to: a)
religious reasons, where Arabic is the language of Islamic scholarship
and that of the Muslim holy book, the Qur’an; and b) Arabic was
the language of science and technology during the Middle Ages, with
major Arabic universities in Spain, Africa, and the Middle East being
learning hubs. Consequently, Arabic is part of school curricula in most
majority non-Arab Muslim countries such as Iran and Pakistan. Arabic
is also an official language in other countries such as Eritrea, Chad, and
Somalia. Arabic had influence, mostly in terms of vocabulary, on many
other languages such as Spanish, Turkish, Persian, Urdu, Swahili, and
Hausa. Further, Arabic script is used for writing many languages such
as Persian, Urdu, Kurdish, Pashto, and Dari.

The Arab population is generally a young population with an aver-
age age in the Arab World slightly less than 24.1 The Arabic language
is ranked as the seventh top language on the web.2 The Arab Inter-
net users constitute 3.3% of the Internet users worldwide. Although
Arabic is ranked seventh among languages on the web, it is the fastest
growing language on the web among all other languages (Figure 1.1).
The number of Arab Internet users grew from 2.5 million in 2000 to 65
million in 2011. Internet penetration in the Arab World is estimated to

1https://www.cia.gov/library/publications/the-world-factbook/index.
html

2http://www.internetworldstats.com/

https://www.cia.gov/library/publications/the-world-factbook/index.html
https://www.cia.gov/library/publications/the-world-factbook/index.html
http://www.internetworldstats.com/


4 Introduction

Figure 1.1: Top 10 languages in the Internet by 31 Dec 2011
(www.internetworldstats.com)

be 24%, which is lower than the global average of 32.7%. There are an
estimated 45 million Arab Facebook users constituting roughly 5.6% of
Facebook users globally. Though no exact estimates are available, Ara-
bic online content is believed to constitute less than 1.5% of the global
content. The relative size of Arabic forum content is disproportionately
larger compared to the English forum content. English forum content
is often considered of lower quality. However, such content is often of
high quality in Arabic.

Modern Standard Arabic (MSA) is the lingua franca for the so-
called Arab world, which includes northern Africa, the Arabian Penin-
sula, and Mesopotamia. Figure 1.2 shows a sample document written in
MSA, which is an article from the Aljazeera.net news website. The arti-
cle is written in MSA and would generally be understood by most Ara-
bic speakers. However, Arabic speakers generally use dramatically dif-
ferent languages (or dialects) in daily interactions. There are six dom-
inant dialects, which are Egyptian (85+ million speakers), Maghrebi
(75+ million), Levantine (35+ million), Iraqi (25 million), Gulf (25+
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Figure 1.2: Sample Arabic document from Aljazeera news website

million), and Yemeni (20+ million).3 Aside from those, there are tens
of different Arabic dialects along with variations within the dialects.
Due to the spread of social media, users are increasingly using Arabic
dialects online. These dialects may differ in vocabulary, morphology,
and spelling from MSA and most do not have standard spellings.

The fast growth of Arabic content on the web and the large varia-
tions between MSA and different dialects make it essential to develop
effective IR systems. Figure 1.1 shows the number of users for some of
the languages and their growth trends. In this survey, the efforts exerted
for developing these systems are explored for different IR applications.

3http://en.wikipedia.org/wiki/Varieties_of_Arabic

http://en.wikipedia.org/wiki/Varieties_of_Arabic


6 Introduction

1.2 The Remainder of the Survey

The subsequent sections cover the following topics:
Section 2, entitled “Arabic Features Affecting Retrieval”, presents

key aspects of Arabic that affect retrieval. These key aspects include
Arabic orthography and morphology; the use of MSA vs. dialects; the
differences between formal and informal text; the use of non-standard
textual representations; and Arabic properties affecting the retrieval of
content in different modalities, namely print and speech.

Section 3, entitled “Arabic Preprocessing and Indexing”, presents
the core preprocessing steps that are required to prepare Arabic text for
effective IR. The preprocessing steps including handling different en-
codings of Arabic, orthography, morphology, lexical and spelling varia-
tions, and stopwords. It also introduces effective index terms for Arabic.

Section 4, entitled “Arabic IR in Shared-Task Evaluations”, ex-
plores the presence of the Arabic language in different IR evaluation
campaigns such as TREC, TDT, BOLT, and CLEF. It also presents
the different IR tasks at the campaigns, namely ad hoc retrieval, filter-
ing, cross-language retrieval, topic detection and tracking, and question
answering.

Section 5, entitled “Domain-specific IR”, surveys work on different
IR applications. These applications include cross-language IR, docu-
ment image retrieval, general web search, social search, question an-
swering, image retrieval, and speech search. The section addresses some
of the challenges associated with different applications and some of the
solutions that are reported in the literature.

Section 6, entitled “Open Research Areas in Arabic IR”, explores
open areas of research that require more work. These areas include ad
hoc IR, question answering, social search, and web search.

Section 7 concludes the survey.
Appendix A focuses on listing and providing links to Arabic re-

sources that can be useful for IR such as test collections, stemmers,
index tools, and translation tools.



2
Arabic Features Affecting Retrieval

Arabic poses many challenges for retrieval. When dealing with formal
electronic texts such as news articles, which are primarily written in
MSA, most of these challenges are due to orthography and morphol-
ogy. However, dealing with social media, such as microblogs, and in-
formal web content, such as forums and discussions, introduces further
complications. These complications relate to the use of dialects, text
decorations, abbreviations, word elongations, code switching between
languages, and a Romanized version of Arabic commonly referred to
as Arabizi. The retrieval of Arabic content in other modalities such as
speech and printed text is affected by the orthographic and phonologi-
cal properties of Arabic. In this section, we expound on these items in
greater detail and describe their effect on retrieval.

2.1 Arabic Orthography and Print

Arabic has a right-to-left connected script that uses 28 basic letters,
which change shape depending on their positions in words. There are

7



8 Arabic Features Affecting Retrieval

eight other letters (or letter forms), namely different forms of hamza –

@
�
(})

�
@ (&)

�
@ (’) Z (|) 

ð' (>) Zø' (<), ta marbouta – �
è (p), and alef

maqsoura – ø (Y). Buckwalter encoding is used to Romanize Arabic
text in this survey (76). The mappings are provided in section A.6
of the Appendix. Fifteen of the letters contain dots to differentiate
them from other letters (78). Letters may or may not have diacritics
(mostly short vowels), depending on the discretion of the producer of
the document. Ligatures, which are special forms for some character
sequences, and kashida, which are symbols that extend the length of
words, are often employed in printed text. Figure 2.1 demonstrates
some of these orthographic features.

Further, some letters are often used in place of others due to varying
orthographic conventions, common spelling mistakes, and morpholog-
ical transformations. Though varying forms of letters are important
orthographically, morphologically, and syntactically, distinguishing be-
tween them may actually hurt retrieval effectiveness. These include:

• ø


(y - ya) and ø (Y - alef maqsoura)

• è (h - ha) and �
è (p - ta marbouta)

• @ (A - alef),
�
@ (| - alef maad),

�
@ (> - alef with hamza on top), and

@
�
(< - alef with hamza on the bottom)

• Z (’ - hamza), 
ð' (& - hamza on w), and Zø' (} - hamza on ya)

Optional diacritics, the use of kashidas, and inconsistent spellings all
complicate retrieval. There are eight different diacritic marks that are
commonly used in Arabic. Others, like the dagger, are less frequently
used.

Concerning numerals, Arabic-Indic numerals are commonly used in
Arabic writing instead of Arabic numerals. The Arabic numerals (0
1 2 3 4 5 6 7 8 9) have different codepage entries than Arabic-Indic
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numerals (0 1 2 3 4 5 6 7 8 9). Both types of numerals need to
be normalized.

When dealing with digital text, most of these orthographic features
are readily dealt with by using letter normalization and diacritic and
kashida removal. Some of these processes often lead to increased ambi-
guity. When dealing with printed text that requires Optical Character
Recognition (OCR) prior to retrieval, orthographic features typically
adversely impact OCR quality. For example, dots and diacritics are
often confused with dust and speckle on the page. Connected char-
acters that change shape depending on the position in the sentence
require more complex OCR models. Further, some characters do not
connect to the characters that follow them, even if they are within the
same word, complicating the determination of word boundaries. Some
example characters are @ (A - alef), X (d - dal), and ð (w - wa), which

can be used together in the word èYË@
�
ð (wAldh - meaning “his father”).

Dealing with retrieval of handwritten text is an area where the liter-
ature is scant and is not addressed in this survey. However, a few quick
notes can highlight some of the difficulties of dealing with handwrit-
ten text. Figure 2.2 shows an example of a handwritten Arabic book.
As the example shows, the book uses multiple fonts, words are often
overlaid, some letters are extended to use up empty spaces, side notes
are misaligned with the main text, the text is diacritized in some parts
and not others, elaborate separators are used, and many letters have
alternate starting, ending, or middle forms. It is noteworthy, that the
page presented in Figure 2.2 was written by a professional calligrapher
and hence is far more readable than regular handwritten text. Other
manuscripts, as in Figure 2.3 may contain colored pages, archaic fonts
that may not have dots, misaligned text, decorations, and drawings.

2.2 Arabic Morphology

Arabic words are divided into three main types: nouns, verbs, and
particles (1). Particles are connection words such as prepositions and
pronouns. Arabic nouns, which include adjectives and adverbs, and
verbs are derived from a closed set of around 10,000 roots, which are
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Figure 2.1: (a) Example of a ligature, (b) the different shapes of the letter “ba”
and (c) example of a diacritic, kashida, and three letters which are distinguishable
from each other only by dots

linguistic units of meaning composed of three, four, or five letters (44).
Table 2.1 shows some of the words that can be generated from the root
I.

�
J» (ktb). Arabic nouns and verbs are derived from roots by applying

templates to the roots to generate stems. Applying templates often
involves introducing infixes or deleting or replacing letters from the
root. Table 2.2 shows some templates for triliteral roots.

Further, stems may accept multiple prefixes and/or suffixes to form
words. Prefixes include coordinating conjunctions, determiners, and
prepositions, and suffixes include attached pronouns and gender and
number markers. Table 2.3 shows some of the possible prefixes and suf-
fixes and their meanings. A word can have multiple prefixes and mul-
tiple suffixes. Further, plurals can be constructed using the addition
of number markers as suffixes and this is often done using preset mor-
phological transformations, producing so-called broken plurals. Some
examples of singular to broken plural are: H. A

��
J» (ktAb) → I.

�
J» (ktb);

�
èPX (drp) → PPX (drr) or �PX (dr); and © ÓA

�
g. (jAmE) → © Ó@

�
ñ k.

(jwAmE). The number of possible Arabic words is estimated to be
6 × 1010 words (9), with an estimated 1 million possible stems, and
less than 10,000 roots. Lemmas are typically the units of meaning in
Arabic, where a lemma is the canonical form of the word (e.g. “play” is
the lemma of “plays” and “playing”). However, since finding the lem-
mas of words may be difficult, stems may serve as approximations for



2.2. Arabic Morphology 11

Figure 2.2: Example of a handwritten book with notes on margins

Figure 2.3: Example of a historical manuscript
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I.
�
J» (ktb)

He wrote
I.

�
J º K


(yktb)

He is writ-
ing I.

�
J »

�
@

(>ktb)

I write

I.
�
KA

�
¿

(kAtb)

Writer
(mascu-
line)

H. A
��
J »

(ktAb)

Book
é K. A

��
J »

(ktAbh)

His book

éK. A
��
J»ð (wk-

tAbh)

And his
book Ñ îE. A

��
J »

(ktAbhm)

Their
book
(mascu-
line)

I.
�
J» (ktb)

Books

Table 2.1: Some of the words that can be derived from the root form I.
�
J» (ktb)

Éª
	
¯

CCC
I.

�
J»

(ktb -
wrote)

ÈA
�
ª

	
¯

CCAC
H. A

��
J»

(ktAb -
book)

É«A
�	
¯

CACC
I.

�
KA

�
¿

(kAtb -
writer)

Èñª
	
®Ó

mCCwC
H. ñ

�
JºÓ

(mktwb -
something
written)

ÉJ
«A
�
ª

	
¯

CCACyC
I. �


�
KA

��
J»

(ktAtyb
- Quran
schools)

Èñª
	
¯

CCwC
H. ñ

�
J»

(ktwb -
skilled
writer)

Table 2.2: Some templates to generate stems from roots with an examples from
the root (I.

�
J» (ktb)). “C” stands for the letters that a part of the root.

Examples of prefixes

ð (w)
And

	
¬ (f)

Then
È@ (Al)

The

¼ (k)
Like

È (l)
To

È@
�
ð (wAl)

and the

Examples of suffixes

è (h)
His

Ñë (hm)
Their

A
�
ë (hA)

Her

¼ (k)
your (sin-
gular) Õ» (km)

your (plu-
ral) ø



(y)

My

Table 2.3: Some examples of prefixes and suffixes and their meanings.
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units of meaning. Hence, stems are very important. Arabic words may
have multiple valid analyses, only one of which is typically correct in
context. For example the word YJ
Ëð (wlyd) could be the proper name

“Waleed” or may mean “and to the hand of” YK
 + È + ð (w+l+yd).

2.3 Arabic Dialects

With spread of online social interaction in the Arab world, dialects
started finding their way to online social interaction. There are 6 dom-
inant dialects with many more variations of them and dozens more
less spoken dialects. There are several factors that make dialects dif-
ferent. Different dialects may make different lexical choices to express
concepts, though in many cases the lexical choices have proper Arabic
roots. For example, the concept corresponding to “I want” is expressed
as 	PðA

�
« (EAwz) in Egyptian, ù




	
ªK.

�
@ (>bgy) in Gulf, ú



G
.

�
@ (>by) in Iraqi,

and ø



Y K. (bdy) in Levantine. The most popular MSA form is Y K
P

@

(>ryd). In certain situations, some words are used to mean different or
completely opposite things in different dialects. For example, the word
É J
 º

�
�

�
� (t$kyl) means “applying diacritics” in most Arab countries,

while it means “flirting” in Tunisia.
The pronunciations of different letters are often different from one

dialect to another. One of the letters with most variations in pronun-
ciation is the letter “qa” ( �

� (q)). In MSA, it is a voiceless uvular stop.
However, it is pronounced as a glottal stop in Egyptian and Levantine,
as a /g/ in Gulf, and as a voiced uvular stop in Sudanese (78). Another
is the letter “jeem” (h. (j)) where it is pronounced as a soft “g” as in
“gavel” in Egyptian and some Yemini dialects and as “j” like in “John”
in most other dialects. Differing pronunciations of letters reflects on the
way people spell dialectal text. For example, the word �

�Y � (sdq –
meaning “truth” and pronounced as “siddq”) is often written in tweets
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from the Gulf as l .
�� (sj – pronounced as “sijj”).

Though the area of the Arab World is more than 35% larger than
the area of the United States, large population centers are physically
separated by seas (e.g. Red Sea) or large deserts (e.g. Sahara Desert).
Such physical separation contributed to the independent development
of Arabic dialects in different regions of the Arab world. Further, dif-
ferent parts of the Arab World have had strong interactions with other
societies that do not speak Arabic. Some of the interactions have been
the result of geographic juxtaposition or military conflict. For example,
Lebanon was occupied by France, Egypt was occupied by the United
Kingdom, Iraq has a large Kurdish minority and boarders Iran, and
Algeria has a large Berber population. Such interactions have caused
an influx of foreign words into the dialects of different countries. For
example, in some of the Gulf countries you may hear the phrase I.

�
�

�
I J


�
Ê Ë @ ($b Allyt - meaning “turn on the light”). In this particular

example, I.
�

� ($b) is Arabic and �
IJ


�
ÊË @ (Allyt) is a deformed form of the

word “light”. In more extreme situations as in countries like Algeria,
people mix Arabic, French, and Berber together, while using grammat-
ical rules of one language, typically Arabic, to construct sentences.

All these factors have complicated interactions between people from
different parts of the Arab world. Social media platforms have caused
large portions of populations to express themselves in writing. Though
MSA was the traditional de facto modus operandi for writing Arabic,
people became more inclined to use their dialectal Arabic in their writ-
ten daily interactions on social media sites. Some notable trends started
appearing in text used on social platforms, such as:

1. The writing of Arabic words using phonetically equivalent Latin
characters, which is discussed in more detail in Section 2.4.

2. The mixed language text where many of the social platform users
may speak multiple languages, mainly Arabic and English or Ara-
bic and French. Consider the following tweet:
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“ �
ék. A

�
g Ñë

�
@ (>hm HAjp): do everything with pride”

where the Arabic is mixed with English to say “the most impor-
tant thing: do everything with pride.”

3. The use of dialectal words that may have different morphological
forms than MSA. For example, Egyptian Arabic uses a negation
construct similar to the “ne pas” negation construction in French.
Consider the Egyptian Arabic word �

�
�
�J.

�
ªÊÓ (mlEbt$ - meaning

“I did not play”). It is composed of three parts “m+lEbt+$”.
Such constructs are not handled by existing MSA morphological
analyzers.

4. The use of phonetic transcription of words to match how words
are pronounced in dialects. For example, the word �

�Y� (Sdq -
meaning “truth” or “honestly”) is often written as l .

�� (Sj) to
match the Gulf dialect.

5. Creative spellings, spelling mistakes, and word elongations are
ubiquitous in social text.

6. The use of new words that do not exist in the language such as
words expressing laughter (e.g. ÈñË (lwl) corresponding to Laugh
Out Loud (LOL)) and using Arabic words to mean new things
(e.g. 	áj£ (THn) meaning “grinding” in MSA, but intended to
mean “very”).

All these factors may affect retrieval, particularly in the context of
Arabic social media.

2.4 Arabizi

Arabic is sometimes written using Latin characters in transliterated
form, which is often referred to as Arabizi, Arabish, Franco-Arab,
and other names. Arabizi uses numerals to represent Arabic letters
for which there is no phonetic equivalent in English or to account for
the fact that Arabic has more letters than English. For example, “2”
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and “3” represent the letters
�
@ (>) (that sounds like “a” as in apple)

and ¨ (E) (that is a guttural “aa”) respectively. Arabizi is particularly
popular in Arabic social media. Arabizi has grown out of a need to
write Arabic on systems that do not support Arabic script natively.
For example, Internet Explorer 5.0, which was released in March 1999,
was the first version of the browser to support Arabic display natively.1
Windows Mobile and Android did not support Arabic except through
third party support until versions 6.5x and 3.x respectively. Despite the
increasing Arabic support in many platforms, Arabizi continues to be
popular due to the familiarity of users with it and the higher proficiency
of users to use an English keyboard compared to an Arabic keyboard.
Arabizi is used to present both MSA as well as different Arabic dialects,
which lack spelling conventions and differ morphologically and phonet-
ically from MSA. Additionally, due to the fact that many of the Arabic
speakers are bilingual (with their second language being typically ei-
ther English or French), another commonly observed phenomenon is
the presence of English (or French) and Arabizi mixed together within
sentences, where users code switch between both languages. Detect-
ing and converting Arabizi to Arabic script would help: 1) ease the
reading of the text, where Arabizi is difficult to read; 2) allow for the
processing of Arabizi (post conversion) using existing NLP tools; and
3) normalize Arabic and Arabizi into a unified form for text processing
and search. Detecting and converting Arabizi are complicated by the
following challenges:

1. Due to the lack of spelling conventions for Arabizi and Arabic
dialectal text, which Arabizi often encodes, building a compre-
hensive dictionary of Arabizi words is prohibitive. Consider the
following examples:

(a) The MSA word QK
Q m�
�
' (tHryr - meaning “liberty”) has

1http://en.wikipedia.org/wiki/Internet_Explorer

http://en.wikipedia.org/wiki/Internet_Explorer
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the following popular Arabizi spellings: ta7rir, t7rir, tahrir,
ta7reer, tahreer, etc.

(b) The dialectal equivalents to the MSA I. ªÊK
 B
�
(lA ylEb -

meaning “he does not play”) could be �
��.ªÊJ
K. A

�
Ó (mAbylEb$),

�
��. ªÊK. A

�
Ó (mAblEb$), �

��. ªÊJ
Ó (mylEb$), �
��. ªÊK
A

�
Ó (mAylEb$)

... etc. The resultant Arabizi could be: mayel3absh, mabye-
laabsh, mabyel3absh, ... etc.

2. Some Arabizi and English words share a common spelling, making
solely relying on an English dictionary insufficient to identify En-
glish words. Consider the following examples (ambiguous words
are bolded):
(a) Ana 3awez aroo7 men America leh Canada (meaning “I

want to go from America to Canada”). The word “men”
meaning “from” is also an English word, but with a different
meaning.

(b) I calledMohamed last night. “Mohamed” in this context is
an English word, though it is a transliterated Arabic name.

2.5 Arabic Speech

Performing Automatic Speech Recognition (ASR) is commonly used as
a component in retrieving audio documents. Morphology and the use
of dialects significantly complicate Arabic ASR. As mentioned earlier,
Arabic morphology is able to generate a very large number of word
surface forms. This may adversely affect the coverage of underlying
language models and underlying ASR dictionary with many unseen
surface forms.

Another problem is that diacritics (mostly short vowels) are mostly
not written by users, while they change the pronunciation of let-
ters (23). For example, the letter H. (b) with different diacritics can be
pronounced as:

1. �
H. (ba) as in the English back
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2. H.�
(bi) as in the English bee

3. �
H. (bu) as in the English book

The letter can also be silent or stressed in combinations with other base
diacritics. Also, when the base diacritics are doubled (using so-called
“tanween”), an “n” sound is added after the letter. So H.�

(bin) is
pronounced as ben. Therefore, the ASR may have to rely on an undia-
critized language model and dictionary or both need to be diacritized,
which is highly laborious. Other combinations of phonetic and ortho-
graphic features add more complexity. Two notable examples are:

1. the letter �
è (p), which appears only at the end of words, is pro-

nounced as “ha” if it appears in the last word in the sentence and
as “ta” otherwise.

2. the letters ø


(y) and ø (Y) are frequently (erroneously) inter-

changed by writers or both are consistently written as the latter.
The first letter is a long vowel that is phonetically similar to that
in “bee” and the second, which only appears as the letter in a
word, sounds like the long vowel @ (A) that is similar to that in
“can”. If a suffix is attached to a word containing ø (Y), ø (Y)
is transformed to a ø



(y) after attachment.

The problem with dialects is more profound, because:

1. Different dialects make different lexical choices leading to a large
number of unique words.

2. Dialects do not have standard spellings. This aspect negatively
impacts the creation of language models that may have multi-
ple surface forms for the same word. Further, building suitable
dialectal language models can be challenging.

3. Dialects are divergent in their pronunciation. As mentioned ear-
lier, different dialects may pronounce some letters differently. For
example the letter �

� (q) can be pronounced as “ja”, “a”, or “q”.
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This has an effect on ASR’s language and acoustic models.

4. MSA and dialects are often mixed during speech, and speakers
may occasionally use foreign words.

2.6 Arabic on the Web

The size of Arabic presence on the web is not known. However, as of
Google and Bing, they are estimated to index roughly 3 billion and 210
million Arabic pages respectively. To estimate the relative number of
indexed Arabic pages, two Arabic stopwords (ú




	
¯ (fy - meaning “in”)

and 	á Ó (mn - meaning “from”)) were used as queries to search in
the two search engines. There are fundamental differences between the
English and Arabic webs. Some of these differences are:

1. Unlike the English web, the Arabic web is sparsely connected.
This makes features such as PageRank less useful.

2. The relative size of Arabic forum content is disproportionately
larger compared to the English forum content.2 English forum
content is often considered of lower quality. However, such con-
tent is often of high quality in Arabic. Considering that most
Arab companies and institutions lack web presence, many enti-
ties resort to forums to post information.

3. The size of the Arabic web is significantly smaller than the En-
glish web, and the size of available Arabic resources such as
Wikipedia is dwarfed by those available for English. To contrast

2Based on communication with technical staff working on Arabic search at Google
and Microsoft
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both, Arabic Wikipedia has slightly more than 252 thousand ar-
ticles compared to more than 4.4 million English articles.3

4. Much Arabic content is nestled inside large portals such as
YouTube, WordPress, and Facebook. Short of indexing every-
thing on the web in general and on such sites in specific, indexing
the Arabic web specifically may be challenging.

There are other issues that are not necessarily unique to Arabic
but would need handling nonetheless such as spam detection, query
spell checking, web page segmentation, query reformulation, and results
presentation.

3As of December 26, 2013
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Arabic Preprocessing and Indexing

This section presents core Arabic text preprocessing steps that have
been shown to improve Arabic IR effectiveness. The preprocessing steps
include: detecting Arabic texts in different encodings and converting
texts to a common encoding; handling some of the orthographic fea-
tures; performing some form of morphological analysis or stemming;
identifying stopwords; and handling lexical and spelling variations. This
section also introduces the best index terms for Arabic. Since many of
experiments in the surveyed papers were conducted using varying ex-
perimental setups, it is hard to compare reported results in absolute
terms.

3.1 Handling Encodings and Transliteration Schemes

There were multiple fragmented efforts to properly encode Arabic text
in computing machinery. This fragmentation led to multiple divergent
encodings for Arabic. Some of the encodings that encode Arabic letters
are: ASMO-708, Windows CP1256, IBM420, ISO-8859-6, GB18030,
and UTF-8. Though UTF8 has become the most dominant Arabic en-
coding on the web - where Arabic characters typically require two bytes

21
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and English characters require only one byte each, many documents
continue to exist in single byte encodings - mainly Windows CP1256
and to a lesser extent ISO-8859-6.

Some transliteration schemes use Latin characters to represent Ara-
bic characters such as Buckwalter transliteration which has a one-to-
one mapping to Arabic characters (76). Arabizi is yet another way of
representing Arabic that poses greater challenges, where Arabic words
are written using numbers and Latin characters (e.g. 3’ represents 	

¨

(g)). The problem of Arabizi is that it is free-form with m-to-n map-
pings between the Latin characters and Arabic characters. For example,
though diacritics are rarely written in Arabic, they are often spelled
out as vowels in Arabizi. For example, the word hA

�
J.� (SbAH - meaning

“morning”), could be written in Arabizi as “sabah” or “saba7”.
To add to the problem, Arabic text can be nestled within other lan-

guages. These languages may be languages that use Latin characters,
which would complicate the detection of Arabizi, or others that use an
extended set of Arabic letters such as Urdu, and Kurdish, which share
letters and often words with Arabic. Further, in social media, authors
often use letters in the extended Arabic set to adorn words with let-
ters that look similar to Arabic letters. These phenomena require the
following:

• Determining if a sequence of bytes within a text document repre-
sents Arabic text or not. If so, Arabic text should be converted to
a unified encoding (most likely UTF-8). These two steps already
exist in most modern web browsers.

• Ascertaining if a word written in Latin characters is Arabic or
not. If so, the Latin characters representing Arabizi text should
be converted to Arabic characters. The detection of Arabizi is a
straightforward language identification task. The detection is a
bit more complicated if Arabizi is mixed with another language
such as English or French. In such cases, the detection of Arabizi
needs to be done at word level. Darwish published recent work on
word-level Arabizi detection (54). In his work, he used a Condi-
tional Random Fields (CRF) sequence labeler that was trained on
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a variety features such as English and Arabizi character n-gram
language model scores, word n-gram language model scores, and
the existance of letters and numerals in words. For the conversion
from Arabizi to Arabic, there are several commercial tools that
treat the task as a transliteration task. These systems include
Yamli,1 Maren2 from Microsoft, and Ta3reeb3 from Google. All
three products are intended for online text entry and hence use
limited language modeling (mostly unigram language models).
Darwish (54) adapted transliteration work with language model-
ing to perform offline conversion of Arabizi to Arabic.

3.2 Handling Orthography

Prior to retrieval, the following features need to be handled: diacritics,
kashidas, ligatures, and common spelling mistakes.

Handling Diacritics:

Diacritics help disambiguate the meaning of words. For example, the
two words Õ

�
Î

�
« (Ealam - meaning “flag”) and ÕÎ «

� (Eilm - meaning

“knowledge”) share the same letters ÕÎ« (Elm) but differ in diacritics.
One possible solution is to perform diacritic recovery. However, this
approach has many problems, namely: the accuracy of state-of-the-art
Arabic diacrtizers on open domain text is typically below 90%
for full diacritization including case endings (75); diacritization is
computationally expensive, often causing indexing of large amounts
of text to be prohibitive; diacritization of previously unseen words is
generally intractable; and word sense disambiguation, which is akin

1http://www.yamli.com/ar
2http://www.getmaren.com/
3http://www.google.com/ta3reeb/

http://www.yamli.com/ar
http://www.getmaren.com/
http://www.google.com/ta3reeb/
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to diacritization, has been shown not to benefit retrieval (146). The
more widely adopted approach is to remove all diacritics. Though this
increases ambiguity, retrieval is generally tolerant of ambiguity (146).
Further, this approach is computationally very efficient.

Handling Kashidas and Ligatures:

Since kashidas are mere word elongation characters, they are typically
removed. As for ligatures that are encoded as single characters in the
code-page, they are transformed with the constituent letters. For ex-
ample, the ligatureB

�
(lA) is transformed to @ + È (l+A). A ligature

is transformed to its constituent letters only if the ligature is encoded
as one character in the codepage. Normalization Form Compatibility
Composition (NFKC), a unicode normalization form, can properly nor-
malize most Arabic ligatures.4

Common Spelling Mistakes and Variations:

When dealing with formal text such as newspaper articles, letter nor-
malization is recommended to handle common spelling mistakes and
spelling variations. Letter normalization pertains to four letters and
their varying forms as follows:

• Different forms of the letter @ (A - alef), namely @ (A),
�
@ (|),

�
@ (>),

and @
�
(<):

– They are often erroneously confused by many who write
Arabic.

– Morphologically inflecting a word, e.g. changing the mood
of a verb, may cause a change in the form of @ (A). For
example, the verb �PX@ (Adrs) in imperative mood (mean-

4http://unicode.org/reports/tr15/

http://unicode.org/reports/tr15/
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ing “study” – in a command form) would turn to �PX

�
@

(>drs) in first-person present tense (meaning “I study”).

• The letters ø


(y) (ya) and ø (Y) (alef maqsoura):

– They are often erroneously confused.
– In some writing styles, a trailing ø



(y) is always written as

ø (Y).

– A ø (Y), which only appears at the end of words, is most
likely transformed into a ø



(y) when a suffix is attached.

For example, the word ú
�
Î« (ElY - meaning “on”) is trans-

formed to éJ
Ê« (Elyh - meaning “on him”) with the attach-
ment of the suffix è (h).

– In less common cases, ø (Y) is turned into the letter @ (A)
with attachment of a suffix. For example, the word ø �QK


(yrY - meaning “he sees”) turns into è @ �QK
 (yrAh - meaning
“he sees him”).

• The letters �
è (p - ta marbouta) and è (h - ha):

– They are often erroneously confused.
– The letter �

è (p), which appears strictly at the end of words,
turns into the letter �

H (t) with the attachment of suffixes.
For example, the word �

éJ. ªË (lEbp - meaning “toy”) turns
into é

�
JJ.ªË (lEbth - meaning “his toy”).

• Concerning the different forms of Z' (’ - hamza), namely 
ð' (&),

Z (’), and ø' (}):

– A standalone hamza Z' (’) can change into a hamza on ð

(w) or hamza on ø


(y) with the attachment of a suffix. For

example, the word ZA
�
ÖÞ� (smA’ - meaning “sky”) is turned
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into either è

ð

�
A
�
ÖÞ� (smA&h) or é


KA�

�
ÖÞ� (smA}h) both meaning

“his sky” depending on the role of the word in the sentence
(e.g. subject, object, etc.).

For the case of the varying forms of alef, ya and alef maqsoura,
and ha and ta marbouta, it is possible to build a system that would
correct these common mistakes with about 99% accuracy (63; 125).
However, normalization is preferred for reasons that are similar to those
associated with diacritic removal (as opposed to recovery). The most
commonly used scheme for letter normalization is:

• ø


(y) and ø (Y) are mapped to ø



(y)

• è (h) and �
è (p) are mapped to è (h)

• @ (A),
�
@ (|),

�
@ (>), and @

�
(<) are mapped to @ (A)

• 
ð' ( & ), Z ( ’ ), and ø' (}) are mapped to Z ( ’ ) (47)

For informal text such as tweets and Facebook status messages,
users may use an extended character set primarily to decorate the text.
These additional characters are typically borrowed from Arabic-like
alphabets such as Farsi and Urdu. For example, the word Q�
J. » (kbyr -
meaning “large” or “big”) may appear in a tweet as Q�
J�Ã. Further, extra
diacritics are available in the extended set. Figure 3.1 presents a full
listing of the unicode entries of the extended Arabic characters and
their mappings.

In addition, Arabic and Arabic-Indic numerals need to be normal-
ized.

Handling Word Elongation

In text from social media, authors routinely elongate words by repeat-
ing some of the characters in the word to express emotions or impor-
tance. For example, you may find words such as “cooooooool” and
“loooool” in English tweets. In Arabic microblogs, there are two preva-
lent phenomena, namely:



3.2. Handling Orthography 27

Figure 3.1: The unicode entries of the extended Arabic characters and their Arabic
equivalents. If Arabic equivalent is blank, then characters should be removed
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• Some letters or pairs of letters (e.g. B
�
B
�
B
�
B
�
(lAlAlAlA - meaning

“no”)) are often repeated multiple times.

• Some repeated letters in valid words are routinely omitted. Ex-
ample: 	áK
Xñª� (sEwdyn) is shortened from 	á�


�
K
Xñª� (sEwdyyn -

meaning “Saudis”).

Darwish et al. (56) proposed a method for compressing words with
repeated characters and then recovering the most likely form based on
unigram language models that are trained on a clean news corpus and
on a tweet corpus.

3.3 Handling Morphology

Due to the morphological complexity of the Arabic language, some
morphological processing would help recover the units of meaning or
their proxies, such as stems (or perhaps roots). Most early Arabic mor-
phological analyzers generally used finite state transducers (17; 16; 95).
Their use is problematic for two reasons. First, they were designed to
produce as many analyses as possible without indicating which analy-
sis is most likely. This property of the analyzers complicates retrieval,
because it introduces ambiguity in the indexing phase as well as the
search phase. Second, the use of finite state transducers inherently lim-
its coverage, which is the number of words that the analyzer can an-
alyze, to the cases programmed into the transducers. Other similar
approaches attempt to find all possible prefix and suffix combinations
in a word and then try to match the remaining stem to a list of possible
stems (94; 110). This approach has the same shortcomings as the fi-
nite transducer approach. Another approach to morphology is so-called
light stemming. In this approach, leading and trailing letters in a word
are removed if they match entries in lists of common prefixes and suf-
fixes respectively. The advantage of this approach is that it requires no
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morphological processing and is hence very efficient. However, incorrect
prefixes and suffixes are routinely removed. This approach was used to
develop Arabic stemmers by Aljlayl et al. (11), Darwish and Oard (51),
and Larkey et al. (100). Two commonly used light stemmers are:
• Al-Stem (51), which is fairly aggressive and removes the following
prefixes and suffixes:

– Prefixes: È@
�
ð (wAl), ÈA

�	
¯ (fAl), ÈA

�
K. (bAl), �

IK. (bt), �
IK
 (yt),

�
IË (lt), �

IÓ (mt), �
Hð (wt), �

I� (st), �
I

	
K (nt), Õç'

.
(bm), ÕË

(lm), Ðð (wm), Õ» (km), Õ
	
¯ (fm), È@ (Al),

�
È (ll), ø



ð (wy), ú



Í

(ly), ú


æ� (sy), ú




	
¯ (fy), @

�
ð (wA), A

�	
¯ (fA), B

�
(lA), ð (w), and A

�
K.

(bA)

– Suffixes: �
H@ (At), @

�
ð (wA), 	

àð (wn), èð (wh), 	
à@ (An), ú




�
G

(ty), é
�
K (th), Õç

�
' (tm), Õ» (km), Ñë (hm), 	áë (hn), A

�
ë (hA),

�
éK
 (yp), ½

�
K (tk), A

�	
K (nA), 	áK
 (yn), éK
 (yh),

�
è (p), è (h), ø



(y),

@ (A).

• Umass light10 stemmer (100), which removes the following pre-
fixes and suffixes:

– Prefixes: È@ (Al), È@
�
ð (wAl), ÈA

�
K. (bAl), ÈA

�
¿ (kAl), ÈA

�	
¯ (fAl),

and ð (w)

– Suffixes: A
�
ë (hA), 	

à@ (An), �
H@ (At), 	

àð (wn), 	áK
 (yn), éK


(yh), �
éK
 (yp),

�
è (p), è (h), and ø



(y)

More recent analyzers can statistically perform deep word stem-
ming. For example, Darwish attempted to solve this problem by de-
veloping a statistical morphological analyzer for Arabic called Sebawai
that attempts to rank possible analyses to pick the most likely one (43).
Lee et al. (104) developed IBM-LM, which adopted a trigram language
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model (LM) trained on a portion of the manually segmented LDC Ara-
bic Treebank (109) in developing an Arabic morphology system, which
attempts to improve the coverage and linguistic correctness over ex-
isting statistical analyzers such as Sebawai (43). IBM-LM’s analyzer
combined a trigram LM (to analyze a word within its context in the
sentence) with a prefix-suffix filter (to eliminate illegal prefix suffix com-
binations, hence improving correctness) and unsupervised stem acqui-
sition (to improve coverage). Lee et al. report a 2.9% error rate in anal-
ysis compared to 7.3% error reported by Darwish for Sebawai (104; 43).
Diab (58) used an SVM classifier to ascertain the optimal segmenta-
tion for a word in context. The classifier was trained on the Arabic
Penn Treebank data. Essentially, Diab treated the problem as a se-
quence labeling problem and reported a stemming error rate of about
1%. Although consistency is more important for IR applications than
linguistic correctness, perhaps improved correctness would naturally
yield greater consistency. Another analyzer that could potentially be
useful for retrieval is MADA (72). MADA is a morphological tagger for
MSA that has is used widely for processing Arabic in the context of
machine translation (142).

Follow on work by Darwish et al. (47) attempted to address short-
comings of existing stemmers that merely remove prefixes and suffixes.
These shortcomings have to do with: a) words that are typically bor-
rowed from other languages that do not have standard stem forms; and
b) broken plurals. They used a generative character model to produce
related stems and broken plurals, leading to significant improvements
in retrieval effectiveness. Other fine tuning of stemming is likely re-
quired because it may change the intent of the query. For example,
often masculine adjectives and nouns can be inflected into their femi-
nine counterparts by adding the suffix �

è (p). Consider the words YJ
ª�

(sEyd) and �
èY J
 ª � (sEydp), which are the masculine and feminine

versions of the adjective “happy”. However, adding the same suffix can
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change the meaning of the word completely as in I.
�
JºÓ (mktb) and

�
é J.

�
J º Ó (mktbp) meaning “office” and “library” respectively. Perhaps

using corpus statistics and query-based stemming can be helpful to
address such problems (135).

Though there has been some work on morphological analysis of
Arabic dialects (80), particularly Egyptian and Levantine, the effect
of such analysis is still unknown on retrieval. Most of the dialectal
morphological phenomena primarily affect verbs with little effect on
nouns, which are typically more important for retrieval. This continues
to be an open area of research.

3.4 Handling Stopwords

Stopwords (or function words) perform different functions in sentences
but are typically not useful for retrieval. They include prepositions,
pronouns, and common nouns. Lists of Arabic particles are included
with Sebawai (43) and Solr5 or available online from a variety of sites.6
One of the problems of Arabic stopwords is that they accept the attach-
ment of prefixes and suffixes. For example, coordinating conjunctions
and pronouns can be attached to the preposition 	áÓ (mn - meaning

“from”) leading to surface forms such as é
	
JÓð (wmnh - meaning “and

from him”). Thus, identifying stopwords may require affix removal
(stemming) first. Removing stopwords has been shown to be effective
in retrieving news documents (36; 178), however it led to decreased
effectiveness in retrieving Arabic microblogs (56). The decreased effec-
tiveness was probably due to the effect of stopword removal on docu-
ment length normalization, where microblogs are typically short and
removing a few words from them has a major impact on their length.

3.5 Handling Spelling and Lexical Choice Variations

Due to regional and dialectal variations in pronunciation, authors of
informal text (e.g. tweets) may choose to spell words in a way that

5http://lucene.apache.org/solr/
6e.g. http://www.ranks.nl/stopwords/arabic.html http://sourceforge.

net/projects/arabicstopwords/

http://lucene.apache.org/solr/
http://www.ranks.nl/stopwords/arabic.html
http://sourceforge.net/projects/arabicstopwords/
http://sourceforge.net/projects/arabicstopwords/
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matches their pronunciation. As in the example given earlier, the word
�

�Y � (Sdq - meaning “truth” or “honestly”) is often written as l .
��

(Sj) to match the Gulf dialect. In many of these cases, the words have
a proper MSA spelling. This problem is not yet addressed in the lit-
erature. It is likely that a spelling-correction-like approach would be
required to overcome this problem.

Another related problem has to do with the varying lexical choices
in different dialects. For example, the word of car in Egyptian and
Tunisian is �

é J
 K. Q« (Erbyp) and �
é J. ëQ» (krhbp) respectively while it is

�
èPA

�
J
� (syArp) in most other dialects. There is recently published work

from Columbia University in which they developed a 50 thousand con-
cept dictionary with the equivalents in the different dialects which they
use in turn to expand queries (136). Another potential approach is to
translate dialectal text to MSA (142; 144; 152). Shatnawi et al. (152)
reported some improvement using this approach.

3.6 Best Index Terms

Using Morphology

Due to the morphological complexity of the Arabic language, much
research has focused on the effect of morphology on Arabic IR. The
goal of morphology in IR is to conflate words of similar or related
meanings. Several early studies suggested that indexing Arabic text
using roots significantly increases retrieval effectiveness over the use of
words or stems (7; 13; 88). However, all these studies used small test
collections of only hundreds of documents and the morphology in many
of the studies was done manually.

A study by Aljlayl et al. (11) on a large Arabic collection of 383,872
documents suggested that lightly stemmed words, where only common
prefixes and suffixes are stripped from them, were perhaps better index
term for Arabic. Similar studies by Darwish and Oard (50) and Larkey
et al. (100) also suggested that light stemming is indeed superior to
morphological analysis in the context of IR. Darwish compared light
stemming to using Sebawai (43) and Larkey et al. (100) compared to
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using the Buckwalter morphological analyzer (31). The reported short-
comings of morphology might be attributed to issues of coverage and
correctness. Concerning coverage, analyzers typically fail to analyze
Arabized or transliterated words, which may have prefixes and suffixes
attached to them and are typically valuable in IR. As for correctness,
the presence (or absence) of a prefix or suffix may significantly alter
the analysis of a word. For example, the word Q�
 � º Ë@ (Alksyr) is
unambiguously analyzed to the root Qå�» (ksr) and stem Q�
�» (ksyr).
However, removing the prefix È@ (Al) introduces an additional analysis,
namely to the root Q�
 � (syr) and the stem Q�
 � (syr). Perhaps such
ambiguity can be reduced by using the context in which the word is
mentioned. For example, for the word Q�
�» (ksyr) in the sentence PA

�
�

Q�
�»(sAr ksyr - meaning “he walked like”), the letter ¼ (k) is likely to
be a prefix. The problem of coverage is practically eliminated by light
stemming. However, light stemming yields greater consistency without
regard to correctness.

However, a later study by Darwish et al. (49) suggested that using
IBM-LM (104) statistically significantly improved retrieval effective-
ness over using light stemming and other morphological analyzers. This
is most likely due to the broad coverage of IBM-LM and the ability
to rank the most likely analysis. Other work by Darwish and Ali (47)
suggests that using AMIRA (58) and generating “similar” stems and
broken plurals further improves retrieval effectiveness beyond other
approaches due to the lower stemming error rate and broader coverage.
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Using Character N-grams

The use of character trigrams and 4-grams has been shown to be very
effective in Arabic IR (50; 121). The estimated average length of an
Arabic stem is about 3.6 characters. Darwish and Oard (50) showed
that character n-grams in fact outperform the use of light stemming.
Character n-grams are perhaps effective because:

• They consistently match stems of words

• They are not bound by a preset vocabulary like morphological
analysis

• N-grams that include prefixes and suffixes appear more often than
n-grams that include stems, and hence the use of inverse docu-
ment frequency (IDF) would automatically demote the weight of
n-grams that have prefixes and suffixes and promote the weight
of n-grams that include stems.

The use of character n-grams should be done in conjunction with
kashida and diacritic removal and performing letter normalization. The
major downside of character n-grams is the increased processing of text
and increased storage space requirements. For example, a 6 letter word
is replaced with 4 tokens when character trigrams are used.

3.7 Retrieval Models

Though different retrieval models and ranking formulae have been used
for Arabic IR, a thorough comparison of their effect on Arabic retrieval
is not available. Some of the models that were used for Arabic IR
include: statistical language modeling (124) and probabilistic models as
implemented in InQuery (51; 99) or using Okapi BM25 similarity (149;
56). There is no indication that any of these models is inherently better
suited for Arabic IR or that any special term weighting is necessary.



4
Arabic IR in Shared-Task Evaluations

This section introduces different aspects of evaluation campaigns in-
cluding their purpose and how evaluation sets are constructed. It also
explores the presence of the Arabic language in different IR evalua-
tion campaigns, such TREC, TDT, BOLT, and CLEF, and presents
the different IR tasks and the associated test collections. The tasks in
evaluation campaigns cover ad hoc retrieval, filtering, cross-language
retrieval, topic detection and tracking, and question answering.

4.1 Evaluation Campaigns

Evolution of Evaluation Campaigns in IR

Research in IR before the 1990’s was relatively limited and immature
compared to the period after that. This stemmed from the fact that
only limited resources and data collections were available for the ex-
perimentation and evaluation of new methods and algorithms in IR. In
the early 1990’s, Donna Harman led the first IR evaluation campaign,
which was called the Text REtrieval Conference (TREC) (140). Since
then, IR research has developed significantly and rapidly. After TREC,
several other IR evaluation campaigns, such as CLEF, INEX, NTCIR,
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and FIRE, were established to assist the improvement of IR systems
for different languages and IR domains. These evaluation campaigns
helped in the development of IR research because they worked on fill-
ing many of the gaps that IR researchers were facing. These evaluation
campaigns and forums led to:

1. Creating standardized IR test collections that model different
search tasks, while sometimes utilizing participants in the cam-
paign to create ground truth judgments.

2. Providing standard methods and collections for evaluation, where
different systems can be compared and evaluated fairly and effec-
tively.

3. Offering resources and test data collections that are expensive
to build (beyond the capability of any individual researcher or
research group) for a small fee.

4. Publishing different algorithms by participants to help in the fur-
ther development of better systems.

5. Organizing regular meetings for researchers who participate (or
who are even interested) in the evaluation to meet and present
their ideas and share their thoughts for different IR problems and
tasks.

Such evaluation forums and campaigns were clearly impactful on the
quality of IR research.

The Design of an IR Test Collection

The design of the laboratory IR tests is usually based on the system-
oriented Cranfield evaluation paradigm (40). The paradigm involves
conducting IR evaluation in a controlled test environment that includes
documents, queries, and relevance judgments. A system that ranks “rel-
evant” documents higher than non-relevant ones is more desirable. This
paradigm enables the replication of experiments in an easy manner,
which allows for the rapid testing of different methods for IR with a
fixed test set. Many current IR applications can adapt the paradigm of
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using a fixed test set for evaluating various IR approaches. However,
some IR applications cannot be evaluated through this laboratory ex-
perimental setup due to their dependence on users for example (such as
interactive IR) or to the dynamic nature of content (such as real-time
web search). The design of laboratory IR test consists of three main
parts:

1. Collection of Documents. Documents can be of varying types such
as text (e.g., news articles, scientific publications, or web pages)
or multimedia (e.g., images, videos, or maps). The collection size
should preferably match the real world IR application that needs
testing. For example, news test collections typically contain at
least a few hundred thousand documents. Web search collections
would have hundreds of millions or billions of documents.

2. Topics. The topics should represent typical user information
needs and are often expressed in the form of queries. For assess-
ment of relevance, some description of what constitutes relevance
is often also available.

3. Relevance Assessments. These are the links between the topics
and relevant documents. Relevance assessment provides the rel-
evance information that is required for subsequent experimenta-
tion.

These three parts make up an IR test collection, which can be used
to test several systems for their performance in retrieving the relevant
documents in response to the set of topics.

Building Test Collections

The cost of producing relevance judgments for a large collection is very
high and dominates the cost of developing test collections (156). The
document collection can be constructed from documents that are rep-
resentative of those for the IR application. Sometimes, out-of-copyright
collections or freely available documents are used. Examples of freely
available and out-of-copyright resources are Wikipedia and old books
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in the public domain respectively. Alternatively, the acquisition of doc-
uments may require agreements with copyright holders. For example,
many collections are constructed from recent news articles. Topics are
usually constructed by typical users or domain experts to match real-
life information needs.

The process of creating relevance assessment is usually laborious
and costly. There are three main methods of developing relevance judg-
ments:

1. The first is pooling, which involves manually assessing the rele-
vance of the union of the top N documents from multiple retrieval
systems for every topic (174). For example, developing the rele-
vance judgments for the 2002 Text REtrieval Conference (TREC)
cross-language track involved assessing up to 4,100 documents for
each of the 50 topics (129).

2. The second method is a manual user-guided search in which a
relevance assessor manually searches and assesses documents for
a topic until the assessor thinks that most relevant documents
have been found (176).

3. The third is exhaustively examining the documents for relevant
ones (170).

There are methods that are reported in the literature to lower the
cost of building standardized test collections. For example, Soboroff
and Robertson (157) suggested a systematic approach involving: a)
pooling the results of a limited number of systems; b) judging the
top N documents; and c) using the relevant documents to expand the
queries and to search again. This method can be repeated multiple
times. A variation of their method involved using only one retrieval
system (147). Carterette and Allen (34) proposed a new algorithm that
is based on paired comparison of systems that was able to perform
high rank correlation with a very small set of judgments. In essence,
documents that contribute the most to measured difference between
ranked lists are given priority in judging.

Many of the aforementioned methods often miss relevant docu-
ments, and relevance assessments are necessarily subjective. However,
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studies have suggested that relevance judgments can be reliably used
to correctly differentiate between retrieval systems provided that a suf-
ficient number of queries is used (30; 145; 174). Voorhees estimated
the number of sufficient queries to be about 25 (174). Sanderson and
Joho (147) concluded that using less than 25 topics is insufficient to
evaluate the relative effectiveness of IR systems even when using sta-
tistical significance tests to compare the ranked-lists they produce.

In an effort to overcome the problem of incomplete judgements,
there has been a push to introduce new effectiveness measures, such
as bpref (29), that are tolerant of inherent incompleteness. Yilmaz et
al. (179) introduced a method based on stratified sampling where doc-
uments in a pool are split into strata and sampled in such a way that
optimizes judgment effort and better estimates effectiveness measures.
They introduced so-called extended inferred average precision and in-
ferred DCG. Similar stratified sampling has been used to estimate recall
over document collections (130).

Test collections need to match the task at hand as much as possible
in several aspects. Some of these aspects include:

1. Collection size: Collection size affects retrieval behavior, requir-
ing a change in retrieval strategies. For example, performing deep
morphology on Arabic to produce roots was shown to be the
most effective strategy for searching small Arabic collections of
several hundred documents (13). Later work on a large collection
with hundreds of thousands of documents showed that using light
stemming performed best (11). There are indications that even
using light stemming may in fact hurt retrieval effectiveness at
web-scale where the document collection is in the range of hun-
dreds of millions of documents. In web search, users generally
inspect the first several documents in a ranked list, which makes
the task highly precision oriented.

2. Collection genre: Different genres exhibit different attributes that
affect retrieval. For example, in searching news articles, docu-
ment length normalization is typically important. However, when
searching tweets, document length normalization is less impor-
tant and often harmful (56).
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3. Collection modality: Different collection modalities include text,
images, videos, audio, document images, etc. An example of the
effect of modality on retrieval has to do with document length
normalization. In the cosine similarity equation:

similaritycosine = cos(θ) =
∑n

i=i
AiBi√∑n

i=i
A2

i

√∑n

i=i
B2

i

document length takes into account document frequency. Hence,
documents with rare words (with low DF) would have larger nor-
malization factors. When searching OCRed text, misrecognized
words may have low DF causing an artificial inflation of doc-
ument length. Singhal et al. (154) solved the document length
estimation problem using document byte length normalization.
The Okapi BM25 similarly formula uses simple word count to
perform normalization (138).

4. Document and collection structure: The structure of a document
collection can complicate or ease retrieval. For example, news
articles are typically disjoint with very few structural elements
(headline, summary, article text, picture captions) that can be
used to affect document ranking. Web documents on the other
hand exhibit many structural features that can be used to en-
hance ranking. The most notable of these features is the existence
of interlinks between pages (134).

5. Query formulation: It is important to construct queries that
closely mimic queries that users actually issue. For example, web
users often issue queries that contain spelling mistakes (8). Thus,
constructing queries without spelling mistakes would hide real
life phenomena. Commercial web search engines such as Google
(www.google.com) and Bing (www.bing.com) are typically eval-
uated using actual queries from query logs (106). Observing
spelling mistakes in queries led all major commercial web search
engines to include query spelling correction in the form of au-
tomatic correction or with suggested correction as in “did you
mean:”.
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For more on IR evaluation, Sanderson (148) presents a thorough
review of the subject.

4.2 Arabic in IR Evaluation Campaigns and Shared-Tasks

Evaluation tracks or shared-tasks in campaigns that pertain to Ara-
bic are few compared to other languages, such as European and In-
dian languages. This is due to the absence of IR evaluation campaigns
that focus on Arabic specifically. Other languages have dedicated cam-
paigns, such as TREC for different IR tasks that are mostly in English,
CLEF that focuses on the European languages, and FIRE that focuses
on the Indian languages. Nonetheless, some of the tasks in these cam-
paigns have included Arabic as one of the investigated languages, such
as the TREC CLIR tasks in 2001/2002 and the CLEF INFILE tasks
in 2008/2009.

Aside from the Arabic tasks in these campaigns, there were other
initiatives from Arab institutes and researchers to create Arabic IR test
collections that can be used for evaluating novel Arabic IR techniques
in various IR domains. In this section, the different IR tasks that were
investigated for Arabic are described.

There has been some initiatives and studies researching approaches
for Arabic and to improve retrieval effectiveness for various Arabic IR
tasks. Some of these initiatives were part of international evaluation
campaign such as TREC and CLEF. Others were conducted by research
groups to tackle unstudied domains in Arabic IR.

TREC 2001/2002 Cross-Language IR Track

Most recent studies on Arabic retrieval have been based on this
collection (68; 129). For brevity, the collection is henceforth referred
to as the TREC collection. The collection contains 383,872 articles
from the Agence France Press (AFP) Arabic newswire. Twenty five
topics were developed for the 2001 evaluation and an additional
fifty topics were developed for 2002. Relevance judgments were
developed at the LDC by manually judging a pool of documents
obtained from combining the top 100 documents from all the runs
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submitted by the participating teams in the TREC cross-language
track. The 2001 topics and their relevance judgments are suspect
due to the large number of relevant documents being contributed to
the pool by only 1 of the participating teams, and the large drop
in mean average precision on the rest of the runs when that run is
removed (68). For the 2002 topics, the number of known relevant
documents ranged from 10 to 523, with an average of 118 relevant
documents per topic (129). This is presently the best available large
Arabic IR test collection for the news domain. The TREC topics
include a title field that briefly names the topic, a description field
that usually consists of a single sentence description, and a narrative
field that is intended to contain any information that would be needed
by a human judge to accurately assess the relevance of a document (68).

TDT Task in TREC

TDT Collection: The Topic Detection and Tracking (TDT) evalu-
ation was designed to evaluate several IR tasks. TDT later became
part of the DARPA Translingual Information Detection, Extraction,
and Summarization (TIDES) program. The TDT document collections
were constructed from radio, television, broadcast news, and newswire
articles. When using audio documents, two transcripts of the audio were
provided based on Automatic Speech Recognition (ASR) and manual
transcription. A topic in TDT is a collection of events, where an event
has an associated place, time, prerequisites, and consequences. TDT
included five tasks: story link detection, clustering collection by top-
ics (topic detection), topic tracking (information filtering), new events
detection, and story segmentation. Topics for the topic-tracking task
were defined by a small number of relevant documents, ranging from
one to four. The task was to apply information filtering to find rele-
vant stories to those topics in an incoming stream of documents (102).
The collection contained documents in English, Chinese, and Arabic.
Machine-translations into English were provided for all non-English
stories to facilitate the multilingual setup for the task. The collections
are as follows:
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• TDT3: The collection contained 15,928 Arabic documents which
are a subset of the TREC 2001/2002 Arabic collection with an
associated 26 topics, that were translated from English and had
matching documents in the collection.1

• TDT4: The collection contained 42,713 Arabic documents that
included both newswire and broadcast news stories from AFP,
Al-Hayat, An-Nahar, Voice of America, and Nile TV. These doc-
uments include those for TDT3. For the topics, 20 Arabic topics
were added to the TDT3 topics.

• TDT5: The collection is available from LDC2 and contains 72,905
Arabic documents from AFP, An-Nahar, Ummah Press, and Xin-
hua News Agency. Associated with the collection are 104 Arabic
topics, of which 62 are monolingual and 42 are multilingual (avail-
able in English or both English and Chinese).3

TRECvid

The TREC Video Retrieval Evaluation (TRECVid) is a shared-task
dedicated to video retrieval. Some of the subtasks associated with
TRECVid include interactive and non-interactive retrieval, either man-
ual or automatic, shot and story boundary detection, and video seman-
tic information detection (97; 155). For the 2005 and 2006 editions of
the evaluation, Arabic and Chinese videos were introduced. The Arabic
videos totaled 82.6 hours from the Lebanese Broadcasting Corporation
and Alhurra TV. All the videos were automatically transcribed us-
ing ASR and were translated using automatic machine translation into
English. The information needs of the retrieval task included finding
specific people, locations, events, activities, items, or a combination of
these. An example topic is: “Find shots of one or more people reading
a newspaper”. An information need was expressed in text with pos-

1http://www.itl.nist.gov/iad/mig/tests/tdt/2000/
2http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=

LDC2005T16
3http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=

LDC2006T19

http://www.itl.nist.gov/iad/mig/tests/tdt/2000/
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2005T16
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2005T16
http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T19
http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T19
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sible exemplars in the form images, video shots, or audio clips. The
TRECVid data is available from LDC.

INFILE Track in CLEF 2008/2009

The INFILE (INformation FILtering Evaluation) track was part of the
CLEF campaign for the year: 2008 and 2009 (20; 21). The main objec-
tive of that track was to evaluate the cross-language adaptive filtering
systems by measuring the ability of automated systems to filter out
irrelevant documents from an incoming stream of documents with re-
spect to a given topic. The task was designed for applying information
filtering in three languages: English, French, and Arabic.

The document collection contained 300 thousand articles from the
AFP newswire that were published in the period between 2004 and
2006. This is different than the TREC 2001/2002 collection mentioned
earlier. The document collection is composed of 100 thousand articles
from each of the three languages. Two sets of topics totaling 50 topics
related to the articles in that period were prepared. One set relating to
news and events had 30 topics; and the other set relating to scientific
and technological subjects had 20 topics. Figure 4.1 shows an example
topic in the three languages. The track organizers prepared relevance
judgments by searching the collection with different combinations of
the topic fields using four different search engines. This generated a
pool of retrieval results from 28 different runs, which were manually
assessed for relevance.

Unfortunately, since no participation in the Arabic task was re-
ceived in either of the two years in which the track ran (20; 21).
Nonetheless, the task data collection is available for usage in Arabic
IR experimentation.

QA4MRE Track in CLEF 2012/2013

Arabic was included as one of the seven languages to be evaluated in
the Question Answering for Machine Reading Evaluation (QA4MRE)
task starting from 2012 (22). The task involves answering a multiple-
choice question (MCQ) on documents concerned with a set of four
specific topics, namely, climate change, music and society, Alzheimer’s
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Figure 4.1: An example topic from INFILE track 2008/2008 in three language:
English, French, and Arabic (21)

disease, and AIDS. The user is provided with a question and a set of
five answers, with only one of them being correct. The objective is to
apply IR/NLP techniques to parse the question and retrieve the correct
answer from the document set.

The Arabic document collection in the track included a set of
19,300, 120,600, 10,200, 15,700 documents related to the four topics
Alzheimer, AIDS, climate change, and music and society respectively.
A set of 40 questions was prepared for each topic, leading to a test set
of 160 questions. Some of these questions required using NLP methods
for getting the answers. These questions required inference resolution
for some named entities or required inference from multiple sentences
and paragraphs to get the answer. In 2012, two groups submitted runs
for the Arabic task. The average scores of the Arabic runs were the
lowest among all runs in the seven languages that were evaluated in
the track (22).
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GALE

The Global Autonomous Language Exploitation (GALE) Program is
a DARPA program that aims to transcribe, translate, analyze, and
distill textual and speech data in Arabic and Chinese for decision
makers (132). Much of the focus of the program related to improving
machine translation and coupling it with automatic transcription (for
speech translation). The program produced significant training corpora
for translation and transcription that cover both MSA and dialectal
data and produced new tools such as MADA for dialects (80). So-called
distillation was applied to transcribed and translated material. Distil-
lation involved identifying relevant information, removing redundancy
while maintaing proper citation, and providing a “functional” presen-
tation of such information. Some of the operational engines involving
speech search and question answering are presented in Section 5.5 and
Section 5.6 respectively. Olive et al. (132) offer a thorough description
of the work done the GALE program.

Arabic IR in BOLT

In 2011, DARPA launched the Broad Operational Language Trans-
lation (BOLT) program in an attempt to create new techniques for
automated translation and linguistic analysis that can be applied to
informal text and speech that are common online and in-person com-
munication4.

There is particular focus on enabling access of non-English resources
through:

• Allowing English-speakers to understand foreign-language
sources of all genres, including chat, messaging and informal con-
versation.

• Providing English-speakers the ability to quickly identify targeted
information in foreign-language sources using natural-language
queries.

4http://www.darpa.mil/Our_Work/I2O/Programs/Broad_Operational_
Language_Translation_%28BOLT%29.aspx

http://www.darpa.mil/Our_Work/I2O/Programs/Broad_Operational_Language_Translation_%28BOLT%29.aspx
http://www.darpa.mil/Our_Work/I2O/Programs/Broad_Operational_Language_Translation_%28BOLT%29.aspx
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• Enabling multi-turn communication in text and speech with non-
English speakers.

BOLT has gone through two phases thus far. Phases 1, held in
2012, targeted performing complex question answering tasks on discus-
sion forum threads in English, Arabic, and Chinese. The task entailed
identifying so-called “nuggets”, which are text snippets, that support
different facets (aspects) of a topic. The evaluations involved identifying
responses in threads in a specific language or in different languages. The
Arabic collection in phase 1 consisted of 43,000 Arabic forum threads
with more than 154 topics (both test and dry run topics) of which
26 were intended to retrieve Arabic documents.5 Arabic forum threads
were mostly dialectal Egyptian dialect.

Phase 2, held in 2013, introduced an additional task, beside iden-
tifying nuggets, in which participants were asked to cluster retrieved
results topically, temporally, or geographically.6 The topics in phase 2
(150 topics of which 22 were intended to retrieve Arabic documents)
specified the desired language of the returned documents. Since BOLT
is not a public evaluation, information about the program and the re-
sults of the participants is relatively scant. Future phases of BOLT are
expected to include evaluation on Arabic SMS data some of which has
Arabizi also.

5http://www.nist.gov/itl/iad/mig/upload/
bolt-ir-guidelines-v5-0-April-15-2012.pdf

6www.nist.gov/itl/iad/mig/upload/BOLT_P2_IR-guidelines-v1-3.pdf

http://www.nist.gov/itl/iad/mig/upload/bolt-ir-guidelines-v5-0-April-15-2012.pdf
http://www.nist.gov/itl/iad/mig/upload/bolt-ir-guidelines-v5-0-April-15-2012.pdf
www.nist.gov/itl/iad/mig/upload/BOLT_P2_IR-guidelines-v1-3.pdf
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Domain-specific IR

In the following, we explore IR applications for different applications
and domains. These include cross-language IR, document image re-
trieval, social search, general web search, questions answering, image
retrieval, and speech search. The section addresses some of the chal-
lenges associated with different applications and some of the solutions
that are reported in the literature.

5.1 Arabic-English CLIR

Cross-Language IR (CLIR) is the process of finding documents in one
language based on queries in a different language (128). One of the
central issues in CLIR pertains to the translation of the query to the
language of the documents or the translation of the documents to the
language of the query. Due to the fact that queries are typically short
and documents are typically large, query translation is the more com-
monly used approach in experimental settings. However, there are indi-
cations that doing both query and document translation yields better
results (122). Query translation has been explored extensively in the
context of CLIR, where a query is supplied in a source language to

48
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retrieve results in a target language. Two of the most popular query
translation approaches are Dictionary Based Translation (DBT) meth-
ods (105) and Machine Translation (MT) (177). DBT methods usually
involve replacing each of the source language words with equivalent
target language word(s). Since a source language word may have mul-
tiple translations, optionally the most popular translation or n best
translations are used. Since web search engines typically use an AND
operator by default, using multiple translations may cause translated
queries to return no results. Another alternative is to use a synonym
operator, which has been shown to be effective in CLIR (105; 137).
A synonym operator can be approximated in web search by using an
OR operator between different translations. Some online search engines
have synonym operators, such as the “word” operator in Bing. How-
ever, the use of a weighted synonym operator, where each translation
is assigned a confidence score, is not supported in popular web search
engines, though it has been shown to be effective in cross-language
search (175), and it is implemented in some open source search toolkits
such as the “#wsyn” operator in Indri (162). MT has been widely used
for query translation (172; 177). Wu et al. (177) claim that MT outper-
forms DBT. Their claim is sensible in the context of web search for two
reasons: a) MT attempts to optimally reorder words after translation
and web search engines are typically sensitive to word order; and b) MT
produces a single translation without any synonym or OR operators,
for which the rankers of web search engines are not tuned. There are a
few publicly available translation services such those from Google1 and
Microsoft.2 There is also a fair amount of parallel text that is available
from LDC to train a machine translation system (74; 142). More recent
work from the GALE program involved using MT to enable search in
multilingual broadcast news feeds (132). More discussion of this is in
Section 5.5 about Arabic Speech Search.

Another approach of interest here is the so-called cross-lingual query
suggestion (65; 67). This approach involves finding related transla-
tions for a source language query in a large web query log in the

1http://translate.google.com/
2http://www.bing.com/translator/

http://translate.google.com/
http://www.bing.com/translator/
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target language. Gao et al. (65) proposed a cross-language query sug-
gestion framework that uses a discriminative model trained on cross-
language query similarity, cross-language word co-occurrence in snip-
pets of search results, co-clicks from both queries to the same URL,
and monolingual query suggestion. Recent work by Hefny et al. (87)
extends the work of Gao et al. (65) by using alternative features, such
as phonetic similarity, relative query lengths, and cross-language cov-
erage.

The second issue involves merging multilingual results, where re-
sults from multiple languages that the user may speak are combined
into a single ranked list. For results merging in general, there are several
simple techniques in the literature such as score-based merging, round-
robin merging, and normalized score based merging (107). Score-based
merging assumes that scores in different ranked lists are comparable,
which cannot be guaranteed. This can be addressed to some degree
by normalizing scores from different ranked lists. Round robin merg-
ing assumes that different ranked lists have a comparable number of
relevant documents (107). Si and Callan (153) used a logistic regres-
sion based model to combine results from different multilingual ranked
lists in the context of ad hoc search. Tsai et al. (169) also addressed
the problem in the context of ad hoc search. They used document,
query, and translation based word-level features to train an FRank-
based ranker whose score was then linearly combined with the BM25
score of each document. Rankers of web search engines typically con-
sider many more features such as link-graph, document structure, and
query log-based features. Gao et al. (66) used a Boltzman machine to
learn a merging model that takes cross-language relations between re-
trieved documents into account. They tested their approach on ad hoc
as well as web search. In the context of web search, they evaluated
their approach using queries that have equivalents in the query log of
the target language, which means that these queries would likely ben-
efit from cross-language results merging. Hefny et al. (87) employed a
supervised learning rank model, namely SVMRank, to merge multiple
ranked lists into a single list. SVMRank was trained using the relevance
judgments for query-result pairs which were used to extract pairwise
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order constraints.
The third central issue is ascertaining when cross-language web

search would yield good results. The literature is relatively sparse on
this issue. Kishida (96) examined “ease of search” and translation qual-
ity as means for cross-language query performance prediction. Lee et
al. (103) examined the issue of when to translate query words or not.
Hefny et al. (87) proposed the use of query logs, through so-called
query picking, to determine if cross-language search would be effective
or not. Essentially, given a source language query, if an equivalent query
is found in a large query log, then the query would likely produce good
results.

Most of the work on Arabic-English CLIR was conducted as part of
the TREC 2001 and 2002 CLIR track (68; 129). The track experiments
were conducted on the aforementioned collection 383,872 news articles
from the AFP Arabic newswire with 75 topics and relevance judgments,
and it focused exclusively on searching an Arabic corpus using English
queries. Studies on this collection focused on a variety of issues such
as:
• Handling named entities. Named entities are often central to
queries and it is estimated that more than two thirds of queries
contain named entities (71). Despite their importance and preva-
lence, named entities are less likely to be covered by dictionaries
and translation resources than regular words. One way to im-
prove the coverage is to transliterate named entities, specially
those with no translations. Doing so has been shown to improve
CLIR effectiveness (2; 101). Another approach involves perform-
ing transliteration mining between the source query and the top
retrieved results in the target language to attempt to identify
transliterations of untranslated words, which are typically named
entities (172). Translation resources can be enriched using au-
tomatically mined named entity transliterations from parallel
text (62) or comparable text (61; 173).

• Stemming. Due to the morphological and orthographic complex-
ity of Arabic, stemming can greatly improve the coverage of trans-
lation resources. Stemming has been shown to positively impact
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Arabic-English CLIR (12; 36) and other translation related tasks
such as machine translation (74; 126). If machine translation is
employed in CLIR, improving machine translation quality using
stemming would likely lead to improved CLIR effectiveness.

• Combining different translation resources. Combining multiple
translation/transliteration resources improves translation cover-
age and improves CLIR effectiveness (51; 87; 101).

• Combining multiple translations in DBT. Since words are often
ambiguous, with multiple valid translations, combining different
translation may improve retrieval effectiveness. The translations
can be combined using a balanced translation approach. Using
multiple translations can be done by replacing each query word
using the top n translations or using structured query methods,
which have been shown to outperform balanced translation (44;
175).

• Interactive retrieval. In interactive retrieval, a user can provide
feedback to the retrieval system. For example, a user can guide
query translation or may indicate the relevance of some of the
results (86).

• Blind relevance feedback. Blind relevance feedback has been
shown to improve retrieval effectiveness when applied before and
after translation, with pre-translation expansion being more ef-
fective, particularly when translation resources are limited (123).

Hefny et al. in (87) focused on searching the English web using
Arabic queries. Their work addressed other problems related to
combing multilingual results and cross-language query performance
prediction.

5.2 Arabic Document Image Retrieval

There has been major efforts aimed at digitizing large volumes of histor-
ical manuscripts, either in print or handwritten. One such effort for Ara-
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bic manuscripts was carried out at the Bibliotheca Alexandrina in the
context of the Million Book Project (60). The most notable method for
searching digitized manuscripts involves recognizing the text in them.
For handwritten manuscripts, there has been recent efforts for recogniz-
ing handwriting such as Darpa’s MADCAT program (161). Saleem et
al. (143) reported recognition error rates of approximately 30%, while
Cao et al. (33) reported error rates in excess of 45%. Some work has
been done on retrieving offline Arabic handwritten document including
historical manuscripts (35; 37). In online handwriting recognition, the
system has access to the strokes of the user, while in offline recognition,
the system does not and only the final written forms are available. Re-
trieval of such documents focused mainly on identifying lines or regions
containing specific words (35; 37).

Much more work was done on retrieving OCRed printed documents.
Although OCR is fast, OCR output typically contains errors. The er-
rors are even more pronounced in OCRed Arabic text due to Arabic’s
orthographic and morphological properties. The introduced errors ad-
versely affect linguistic processing and retrieval of OCRed documents,
which leads to degradation in the retrieval performance. Some tech-
niques have been shown to improve Arabic document image retrieval.
In this section we describe these techniques.

Arabic OCR

The goal of OCR is to transform a document image into character-
coded text. The usual process is to automatically segment a document
image into character images in the proper reading order using image
analysis heuristics, apply an automatic classifier to determine the char-
acter codes that most likely correspond to each character image, and
then exploit sequential context (e.g., preceding and following characters
and a list of possible words) to select the most likely character in each
position. The character error rate can be influenced by reproduction
quality (e.g., original documents are typically better than photocopies),
the resolution at which a document was scanned, and any mismatch be-
tween the instances on which the character image classifier was trained
and the rendering of the characters in the document image. Arabic
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OCR presents several challenges, including:

• Arabic’s cursive script in which most characters are connected
and their shapes vary with position in the word. Further, multi-
ple connected characters may resemble other single characters or
combinations of characters. For example, the letter �

� ($) may
resemble �

I
	
K (nt).

• The optional use of word elongations and ligatures, which are
special forms of certain letter sequences.

• The presence of dots in 15 of the 28 characters to distinguish be-
tween different letters, and the optional use of diacritic which can
be confused with dirt, dust, and speckle (50). The orthographic
features of Arabic lead to some characters being more prone to
OCR errors than others.

• The morphological complexity of Arabic, which results in an es-
timated 60 billion possible surface forms, complicates dictionary-
based error correction.

There are a number of commercial Arabic OCR systems including:

• Sakhr Automatic Reader (92; 93).

• Novodynamics NovoVerus3

• ABBYY FineReader4

• IRIS ReadIRIS5

3http://www.novodynamics.com/
4http://ocrsdk.com
5http://www.irislink.com

http://www.novodynamics.com/
http://ocrsdk.com
http://www.irislink.com
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• Tesseract OCR6

Most Arabic OCR systems segment characters (69; 83; 84; 93), while
a few opted to recognize words without segmenting characters (14; 108).
A system developed by BBN avoids character segmentation by divid-
ing lines into slender vertical frames (and frames into cells) and uses
an Hidden Markov Model (HMM) recognizer to recognize character
sequences (108).

OCR Degraded Text Retrieval

Much work has been reported on different approaches for the retrieval
of OCR degraded text documents for many languages, including En-
glish (82; 91; 164; 165); Chinese (170); and Arabic (50). For Arabic,
most work has been done on the ZAD collection (50). The ZAD col-
lection was built from Zad Al-Mead, a medieval book that is free of
copyright restrictions and for which a free electronic copy is available.
The book, written in the 14th century by a Muslim theologian, consists
of 2,730 separate documents that address a variety of topics such as
mannerisms, history, jurisprudence and medicine. A native speaker of
Arabic (50) developed 25 topics and exhaustively searched the collec-
tion for relevant documents. The number of relevant documents per
topic ranges from zero (for one topic) to 72, averaging 18. The average
query length is 5.5 words. This collection is composed to document im-
ages (from a printed copy of the book) along with Optical Character
Recognition (OCR) output and a typeset version of the documents.

Generally, the approaches used for degraded text retrieval are con-
sidered language independent, where the same approach can be used
across different languages but with special configuration for each. It has
been reported that OCRed text with recognition errors of more than
5% Character Error Rate (CER) leads to a statistically significant drop
in retrieval effectiveness (when compared to clean text i.e. text with no
errors) (59; 85). This finding motivated the introduction of the confu-
sion track in TREC-5 (91). In this track, a set of approximately 50,000
English documents from the Federal Register were degraded by ap-

6https://code.google.com/p/tesseract-ocr/

https://code.google.com/p/tesseract-ocr/
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plying random edit operations to random characters in the documents
to simulate OCR degraded text. Experiments showed that retrieval
effectiveness is adversely affected by the increase in degradation and
decrease in redundancy of search terms in the documents (59; 91).

One of the introduced solutions for overcoming errors in OCR text
was the use of character n-grams for indexing and searching the doc-
ument collections. This approach proved to be successful in improving
the retrieval effectiveness for different languages, such as English (82),
Chinese (170), and Arabic (43). Simply, the character n-gram repre-
sentation for a term involves splitting the word into n-characters; for
example, the 3-gram representation of the term “retrieval” is {#re, ret,
etr, tri, rie, iev, eva, val, al#}. This method gives a higher chance for
a term with misrecognized characters to match the correctly spelled
term provided in the user’s query.

Another common approach for improving OCR degraded text re-
trieval is to apply text correction in an attempt to correct errors in
OCRed text. Reducing the number of errors in the text may lead to
improved IR effectiveness. There are two main approaches to error cor-
rection, namely, word level and passage level. Some of the kinds of
word-level post-processing include the use of dictionary lookup (28),
language modeling (89) frequency analysis, and morphological analy-
sis (131). Passage-level post-processing techniques include the use of
word n-grams (113), word collocations (89), grammar (10), conceptual
closeness (89), passage-level word clustering (166) (which requires han-
dling of affixes for Arabic (57)), and linguistic and visual context (89).

Dictionary lookup is used to compare recognized words with words
in a lexicon (28; 39; 89; 90). Finding the closest matches to every
OCRed word in the dictionary is attempted, and the matches are then
ordered using a character-level error model in conjunction with either
a unigram probability of the matches in the text (90) or an n-gram
language model (113; 167).

In the next part, the work reported on Arabic document image
retrieval is described in detail including the approaches, data collections
used, and reported results.
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Approaches for Arabic Document Image Retrieval

There are several approaches that have been shown to improve
retrieval of Arabic document images. Most of these approaches are
geared towards overcoming errors that are introduced due to OCR.
Some of these approaches are:

Searching using character n-grams: Using character trigrams
and 4-grams have been shown to significantly improve retrieval
effectiveness over using words or stems (50). Character n-grams are
relatively robust as long as the character error rate is low enough
to yield many correct sequences of contiguous characters. Another
advantage of character n-grams is that they overcome the need for
morphological analysis, which is expected to be adversely affected by
errors in the text.

Query garbling: In query garbling, degraded forms of query
words are generated to match the degradation in the documents.
Garbling can be performed at either word or stem level (52) or at
character n-gram level (44). In this approach, an error model is used
to generate garbled versions of query words (53). Query garbling is
akin to translating queries to the document space, and much of the
work on CLIR would apply. The translated (or garbled) version of
the query words, or their character n-grams, can be used in multiple
ways. In one approach, multiple garbled versions replace (or augment)
the original version (52). This would be akin to using balanced query
translation. In another approach, the possible garbled forms of the
word, or constituent n-grams, are combined using structured queries
where they are treated as synonyms of equal weight or as weighted
synonyms (44). In the absence of a character degradation model,
another method involves identifying OCRed words in the document
set that share common character n-grams with the query word and
using all of them as synonyms (82).

OCR Error Correction: This method attempts to correct mis-
recognized OCRed words. The correction is often done using a noisy
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channel model to learn how OCR corrupts single characters or char-
acter segments, producing a character level confusion model, and lan-
guage model to determine the prior probability of the candidate cor-
rections. The alignment can be performed using different methods such
as weighted edit distance (113) or automatic alignment (as in machine
translation alignment). For language modeling, a unigram language
model, a dictionary (90), or an n-gram language model (113; 167) is
used. Correction was shown to improve retrieval effectiveness (114; 118)
and combining correction with query garbling yields even further im-
provement (53).

In the absence of training data, a simple edit distance based model
can be used to as a stand-in for the confusion model (115).

Fusing the output of multiple OCR systems: Another ap-
proach suggested by Magdy et al. (117) involves the use of multi-OCR
output fusion. In this approach multiple OCR systems, which typically
have different classification engines with different training data, are
used to recognize the same text. The output of the different OCR
systems is then fused by picking the most likely recognized sequence
of tokens using language modeling (117). This approach was shown
to yield improved error correction and consequently better retrieval
effectiveness.

OCR-less retrieval: Aside from the methods that rely on OCR,
an OCR-less document image retrieval avoids using OCR (119). The
basic idea is that similar connected characters in document images
are clustered and represented with IDs. The IDs are indexed using an
IR engine. Then given a query word, the connected characters in the
word are rendered as an image. The resultant image is used to find the
most similar cluster(s) to it. Then the cluster ID(s) are used in place
of the connected character segments in the query. Structured queries
can then be used to combine multiple cluster IDs. Though this method
was shown to achieve only 61% relative effectiveness compared to OCR
retrieval (119), it does not require OCR, which is a major advantage.
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5.3 Arabic Web Search

Feature Google Bing
Diacritic removal

√ √

Kashida removal
√ √

Letter normalization Partial
√

Light stemming X X
stopword removal X X

Table 5.1: Arabic processing in Google and Bing

Aside from the work of Hefny et al. (87), to best of our knowledge,
there is no publicly published work on Arabic web search. Stopwords
can be used as search queries to ascertain the relative number of indexed
Arabic pages in a web search engine. Based on this, Google and Bing
are believed to index roughly 3 billion and 210 million Arabic pages
respectively. There are several challenges that need to be addressed for
Arabic search, namely:

1. Efficiency: Due to the large scale of the web, all processing must
be very efficient. Hence, performing complex processing such as
morphological analysis becomes prohibitive.

2. Language handling: Due to efficiency related constraints, mini-
malist language processing is done. Table 5.1 summarizes cur-
rent support in Google and Bing. This information was obtained
by searching using different queries that were designed to test
the specific features in the engines. Both search engines emulate
stemming using query alteration where some sort of expanding
query words using their synonyms or morphological variants is
used.7

3. Ranking: There are fundamental differences between the English
and Arabic webs that can affect static ranking features that relate

7This is based on communication with people working on Arabic web search at
Google and Bing
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to the interconnection between pages such as PageRank. As men-
tioned earlier, the Arabic web is sparsely connected, with much
forum content, and is much smaller than the English web.

4. Market size: Due to the significantly smaller Arabic market as
manifested by the number of users and commercial viability, par-
ticularly in terms of online advertisement revenue, Arabic index
coverage and search facilities typically garner less priority com-
pared to large markets, such as the US and UK markets, from
major search engines.

Hefny et al. (87) reported on Arabic-English cross-language web re-
trieval results using a set of 200 cross-language queries that were run
against Bing. However, their collection is not public.

5.4 Arabic Social Search

Social media has been instrumental in facilitating the launch of the so-
called “Arab Spring”. Since then, the penetration of social media has
been steadily increasing. The number of Facebook users in the Arab
countries is estimated to be 42.4 million, representing 14.8% of the pop-
ulation. This number has increased by 10% between September 2011
and February 2012.8 Based on interaction with people at Twitter, the
estimated number of Arabic microblogs on Twitter is in excess of 15
million per day. Arabic social media exhibits the dialectal phenomena
described in Section 2.3. Microblog retrieval has attracted some interest
in recent years. TREC introduced a Microblog track focused on English
microblog retrieval (133). The track provided a collection of about 14
million tweets with a set of 50 topics and their relevance judgments.
A recent preliminary paper by Darwish et al. (56) attempted to ad-
dress some of the issues associated with Arabic microblog retrieval, but
many more issues are yet to be tackled. In their work they devised an
expanded letter normalization scheme, modified tokenization to handle
microblog specific tokens (e.g. smilies, user mentions, and hashtags),
corrected word elongations and contractions, and introduced a new

8www.internetworldstats.com

www.internetworldstats.com
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stopword list. Their work does not handle dialect specific stemming
though. Pasha et al. (136) constructed a thesaurus of equivalent words
across dialects to expand queries to enable improve retrieval of dialec-
tal text. This could potentially be helpful in Arabic microblog search
where dialects are commonly used.

Darwish et al. (56) also performed a study on Arabic microblog
retrieval using a large collection of Arabic microblogs containing 112
million tweets. The tweets were scraped from Twitter between Nov.
20, 2011 and Jan. 9, 2012 using the query “lang:ar”. Associated with
the collection are 35 topics, with each topic having a title query and
a relevant exemplar. Binary relevance judgments were constructed by
manually judging all top 30 results from several runs. Duplicate or near
duplicate results were eliminated, and judgments were propagated from
judged tweets to all duplicate or near duplicate tweets. Roughly 566
judgements were made per topic per query on average, with an average
of 267 relevant tweets per topic. They are making the collection publicly
available for research purposes in the form of tweets IDs, queries, and
relevance judgements.

Magdy et al. (112) presented a retrieval system for aggregating
microblogs that match a user’s query to construct a multi-faceted pre-
sentation that includes tag-clouds of top terms in them, query terms
time-series, most popular microblogs, most shared videos and images,
and jokes. An instance of the system was used to build a filtering system
that tracks user topics in microblog streams (111).

5.5 Arabic Speech Search

Speech search involves two main tasks: searching in audio content; and
searching using spoken queries. Both tasks typically involve the use of
ASR. In this section, we briefly describe some of the issues associated
with Arabic ASR and then we describe some of the efforts associated
with searching ASR output.

Performing ASR involves using three key elements, namely: an
acoustic model, a dictionary, and a language model. As mentioned in
Section 2.5, morphology, orthography, optional short vowels, and di-
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alects can complicate ASR. Most ASR work has focused on handling
MSA speech, typically in the form of broadcast news and conversa-
tional programs. Broadcast news is typically strictly MSA, while con-
versational programs may include some dialectal speech. Much work
on Arabic ASR was performed under the GALE program and is docu-
mented in Section 3.6 of (132).

To handle diacritics (or vocalization), there are two common ap-
proaches. The first involves using diacritics in building the acoustic
models and then identifying the correct diacritized forms of words
(using an automatic diacritizer or a morphological analyzer). Most
GALE participants used this approach (132). Variations of this in-
cluded performing back-off to undiacritized models or using joint mod-
els (98; 120; 158). There is some indication that undiacritized acoustic
models performed better than diacritized ones (25; 120), but a com-
bined model would perform better (120). Pronunciation dictionaries,
which contain phonetic transcriptions of words, are typically manually
crafted for languages such as English. Manually crafting such dictio-
naries for morphologically rich languages such as Arabic is prohibitive
due to the large number of possible surface forms. However, due to
the regularity of Arabic phonetics, each undiacritized word form can
be diacritized automatically and then a phonetic transcription of the
different diacritized forms can be generated (24).

To handle dialects, the use of dialectal models, either specifically
trained or adapted, is required. Further, dialects have been shown to be
sufficiently different, and using training data for one dialect (or MSA) to
recognize another dialect typically leads to high recognition word error
rate (24; 159). Due to the difference between dialects, the automatic
identification of a speaker’s dialect to invoke the most appropriate ASR
models would lead to lower recognition error rates (24; 25). For dialectal
training data, Biadsy et al. (25) collected nearly 240 hours of training
data for each of five different dialects (Egyptian, Lebanese, Jordanian,
Saudi, and Emirates). In (24), Biadsy used available training data from
LDC and Appen that cover Levantine (which covers both Lebanese and
Jordanian), Egyptian, Gulf (which covers Saudi and Emirates), and
Iraqi. He also used an automated method to identify Levantine speech
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within the GALE data. For language modeling, he trained a language
identifier to extract dialectal text from a large text corpus (24), while
in later work by Biadsy et al. (25), on building a system for searching
using audio queries, they used a large Google query log from different
countries to build their language models.

As previously mentioned, speech search focuses on searching au-
dio content or using audio queries. The first formal evaluation involv-
ing retrieval of Arabic audio content was in the Topic Detection and
Tracking (TDT4) evaluation where some of the documents included au-
tomatically and manually transcribed broadcast news stories. In later
work in the context of the GALE program, IBM collaborated with sev-
eral universities to develop the Rosetta distillation multilingual system
which integrates ASR, search, machine translation, summarization, in-
formation extraction, and question answering. The system was used
to process and index video feeds in multiple languages (Arabic, Chi-
nese, English, Spanish) (132). The system would allow an analyst to
issue keyword based queries against the acquired feeds. Another sys-
tem was developed by BBN and dubbed the Broadcast Monitoring
System (132). Their system would also continuously monitor a video
channel, converts its audio to text, and then index it for later retrieval.
Other commercial systems are available from different vendors such as
SAIC.9

As for spoken queries, Google has been working on expanding on
their Voice Search10 system for Arabic (25).

5.6 Question Answering

There has been limited work on Arabic question answering. In the con-
text of the GALE program, the aforementioned Rosetta system allowed
the use of so-called template mode, in which a user would populate
arguments in a template to perform queries (or question answering)
along 15 different facets. An interactive search (or information gath-
ering) evaluation was performed, and it was found that the template-

9https://www.saic.com/linguistics/media.html
10http://www.google.com/mobile/voice-search/

https://www.saic.com/linguistics/media.html
http://www.google.com/mobile/voice-search/
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based system was more effective than the standard search mode. As
for the QA4MRE track in CLEF-2012, it included Arabic as one of
the languages for the track and there were two participating systems
for Arabic. The task involved answering multiple choice questions by
identifying supporting evidence for the correct answer in a document
collection. For Arabic, there were two participating system. The first
system was IDRAAQ (6), which had a question classifier and a passage
retrieval module. For passage retrieval they employed query expansion,
synonym expansion (using WordNet), and word n-gram similarity. The
second system, by Trigui et al. (168), used a question classifier, a pas-
sage retrieval module to identify passages that may contain the correct
answer, and then an alignment module that attempted to align the pas-
sages to the answer choices. It is notable that both systems achieved the
lowest scores among all the participating systems across all languages
in QA4MRE.

There was work on Arabic question answering prior to QA4MRE.
QARAB used a question analyzer that identified question types using
the question word (who, when, etc.), a retrieval module that searches
using word roots for documents that may contain the answer, and a
POS tagger along with a named entity recognizer to help identify cor-
rect answers in the documents (81). Benajiba and Rosso (18) intro-
duced the ArabicQA system which includes a passage retrieval system,
a named entity recognizer, and an answer extractor that identifies the
type of answer from the question word and proper target from the
named entity recognizer. In prior work by Abouenour et al., they fo-
cused on expansion using WordNet (4) and passage retrieval (5).

As mentioned in Section 4.2, the QA evaluation part of the BOLT
program focused on identifying so-called “nuggets”, which are text snip-
pets, that support different topic facets in forum threads in different
languages that include Arabic.

There has been a fair amount of work on these named entity recog-
nition (19; 54; 141) and named entity linking (116; 150) all of which
can be important for question answering.
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5.7 Image Retrieval

A popular approach for image retrieval involves retrieval on textual
information that is associated with images such as captions, user tags,
web page context, or metadata files (127; 171).

However, Arabic content is limited on the web and most images
on the web do not have Arabic textual information associated with
them. Luckily, the contents of the images are generally language inde-
pendent. There is some indication that using cross-language search to
retrieve images may yield much better search results. To illustrate this,
Figures 5.1 and 5.2 show the the results of search results for “ A

�
ÓA

�
K. B

�
@

” (AlAbAmA - Alabama in Arabic) and “Alabama” on Google im-
age search. Clearly search in English yields much better results. There
was an initiative in CLEF 2004 cross-language image retrieval task,
where English topics were provided with manual translations in 12
languages, including Arabic. Though no runs were submitted for the
Arabic topics (41), Clough et al. (42) submitted Arabic runs to the
iCLEF 2006 (70). In their work, they provided an interface to search
Flickr images with tags in multiple languages using Arabic queries (42).
However, the work on images retrieval using Arabic queries continues
to be scant. Many research questions linger including:

• What are the effective text-based methods for image retrieval of
Arabic-tagged images? And how do they compare to methods
used in other languages?

• What are the effective CLIR methods for retrieving Arabic-
tagged images? How can monolingual and cross-language results
be merged?

• What are the best morphological processing on image-captions
or on textual contexts of images that can lead to high retrieval
effectiveness for images with Arabic context?



66 Domain-specific IR

Figure 5.1: Searching for images of A
�
ÓA

�
K. B

�
@ (AlAbAmA - Alabama in Arabic) on

Google

Figure 5.2: Searching for images of Alabama (in English) on Google



6
Open Research Areas in Arabic IR

Though much research has been conducted thus far, Arabic IR research
continues to lag behind research conducted for several other languages.
Further, some of the peculiarities of Arabic would impact IR for differ-
ent domains, many of which are unexplored or not thoroughly investi-
gated.

In this section, we highlight some of the open areas for Arabic IR.
The nature of each task is mentioned and the challenges are listed. Po-
tential research investigations for these tasks are discussed and possible
solutions are explored.

6.1 Ad Hoc IR

Although the ad hoc retrieval task is the most studied Arabic IR task,
the amount of research reported for this task is considerably limited
compared to what is done in other less inflected languages such as En-
glish. As was shown earlier in Section 4, there is only one standard large
collection for this task, namely the TREC 2001/2002 CLIR collection,
and it covers a single genre (news) from a single news source (AFP).
Another publicly available collection is the ZAD collection, which con-

67
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tains religious documents.
Many other domains still require investigation. Some of these do-

mains include:
• Religious texts. Religious texts cover a broad spectrum of con-
tent and present interesting kinds of issues. Some of the content
types include:
Prophetic traditions: A prophetic tradition has two parts, namely
the text of the tradition and the chain of narration, which indi-
cates how and who transmitted the tradition. Though text of the
tradition is unstructured, some structure can be inferred from the
chains of narration by properly identifying the narrators in the
chain. Further, the chain of narration can be linked to extensive
biographies of the individuals, which can be used to ascertain
their truthfulness and soundness of memory to help determine
the authenticity of the tradition. Recent work by Shatnawi et
al. (151) constructed a set of 17,000 Prophetic traditions for au-
tomatic verification of authenticity.
Commentary: This includes commentaries and explanations of
either verses, prophetic traditions, and proverbs. The interest-
ing part of the text is that there is typically a short piece of text
with an ensuing explanation of variable length. Some of the search
scenarios may include: finding an explanations of a piece of text;
recommending a verse or a tradition that matches a particular
meaning of interest; or linking between multiple items that ad-
dress a particular topic.
Jurisprudence: Such texts present rulings and often discussions of
particular issues of jurisprudence. They typically involve a state-
ment of issue, a ruling or rulings, an explanation, and supporting
evidences.
The previous mentioned Zad collection is composed of religious
texts, but it only covers one book and it is very small (2,730
documents).

• Classical texts: Such texts cover more than 14 centuries of Ara-
bic literature and may include literary works such as: short sto-
ries, prose, poetry, biographies, history, and social sciences. Due
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to their age, they may differ from modern texts in style, organi-
zation, and lexical choices.

• Wikipedia: Wikipedia pages contain semi-structured content
that includes titles, synopses, so-called info-boxes, categories,
cross-language links, internal and external links, references, and
pictures. Arabic Wikipedia currently contains 252k pages.1 Cre-
ating an IR test collection based on Arabic Wikipedia pages can
be fairly straightforward (55). There was some work on cross
document entity matching in the context of the Automatic Con-
tent Extraction (ACE) evaluation (160). Performing such match-
ing, aided by Wikipedia links, can enrich Wikipedia-based search
tasks.

• Online forums: As mentioned earlier, Arabic forum content is
disproportionately larger compared to the forum content in other
languages and often contains high quality content. Handling fo-
rum content presents challenges related to content. As mentioned
earlier, the BOLT IR tasks for 2012 and 2013 involved identifying
nuggets in forums.

• News search: Though the largest available standard test collec-
tion is based on news articles, the collection is constructed from
a single news source. Creating a collection that covers different
news sources from different countries is required. There are some
Arabic news aggregator on the web that can be useful for col-
lecting news articles for this task. Some of the aggregators are
Google News2, Moheet3, Johaina4, and Maghress5.

To properly develop algorithms and methods to retrieve such con-
tent, standard test sets and clear usage scenarios are required. Such
test sets are currently not available.

1As of December 2013
2https://news.google.com/
3http://moheet.com/
4http://johaina.sakhr.com/
5http://www.maghress.com/

https://news.google.com/
http://moheet.com/
http://johaina.sakhr.com/
http://www.maghress.com/
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6.2 Question Answering

There are two related tasks that have not been addressed in the lit-
erature. Both these tasks involve finding existing answers to a user’s
question.
The first involves finding answers in online forums or specialized com-
munity question answering forums such as Google Ejabat (meaning
“answers” in Arabic), which is akin to Yahoo! Answers. The task has
been explored for Yahoo! Answers with work on identifying existing an-
swers (163) and finding the most authoritative contributors (27). We
are not aware of any such work on Arabic question answering commu-
nities. Identifying questions and their answers in generic online forums
is a broader problem and perhaps more challenging.
The second involves finding answers to religious questions particularly
as they pertain to Islamic jurisprudence. Such answers are generally
referred to as “Fatwas”. Due to the growth of the Internet in the last
decade, many websites have been established as a hub for Muslims to
ask their questions and get answers regarding their religion from ex-
perts. Some of these sites such as IslamWeb6 contain tens of thousands
of fatwas. Though most are in Arabic, there are many fatwa repositories
in other languages, such as English, French, German, Dutch, Italian,
Hindi, and many others. Figure 6.1 shows two sample fatwas. Like com-
munity question answering sites, user questions have most likely been
asked previously by others. However, questions are typically situational
where a person describes a problem, an interaction, or an experience.
Thus, abstracting the underlying question, and hence similar questions,
is difficult. The situation is more challenging when searching for simi-
lar answered questions in different languages. This specific QA task for
Arabic is of large interest by many Muslims around the world.7

In both tasks, these problems can be listed as research issues as
follows:

1. Detecting and abstracting a question.

6http://www.islamweb.net
7Muslims population is over 1.6 billion over the world: http://www.pewforum.

org/The-Future-of-the-Global-Muslim-Population.aspx

http://www.islamweb.net
http://www.pewforum.org/The-Future-of-the-Global-Muslim-Population.aspx
http://www.pewforum.org/The-Future-of-the-Global-Muslim-Population.aspx
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2. Determining if a question is new or has been answered before.

3. Ranking possible questions and answers.

4. Classifying answers on different aspects such as authoritativeness,
supporting evidence, ... etc.

5. Summarizing answers to highlight answer

6. Identifying complementary questions and answers

7. Searching across languages and identifying cross-language and
perhaps cross cultural issues.

Obtaining a data collection for evaluating fatwa QA task in Arabic
and other languages could be done by scraping fatwa repositories such
as IslamWeb, which provides answers to hundreds of questions per day
and contains more than 100 thousand Arabic, 20 thousand English, 4
thousand French, and 1 thousand German questions.8 This is a very
valuable dataset that could be utilized and used for creating test sets
for different tasks that can cover the aforementioned research questions.
Some effort would be required to prepare a test set for the evaluation.

6.3 Social Search

Despite the work done on Arabic social search that was shown in Sec-
tion 5, there are many open problems that need to be addressed to
improve the effectiveness of Arabic social search.

An essential processing step for effective Arabic social search is a
dialectal Arabic stemmer. Currently, most available Arabic stemmers
are designed for MSA. An effective stemmer for dialectal Arabic is
currently missing. There are challenges for stemming dialectal Arabic
due to the varying linguistic features of different dialects and the lack
of spelling standards of the dialects. There has been some recent effort
pertaining to establishing standardized spelling of dialects (79) and for
developing NLP tools including morphological analyzers and parsers
for dialects (38).

8http://www.islamweb.net

http://www.islamweb.net
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Figure 6.1: Examples of Fatwa QA in Arabic and English.

In addition, cross-language social search for Arabic and different
languages can be of interest in many applications, especially given that
a large percentage of current Arabic Internet users are at least bilingual.
Methods for overcoming the language barrier between social Arabic
text (such as microblogs and status updates on social networking sites)
and other languages can thus be of interest.

6.4 Web Search

Arabic web search has mostly been confined to the commercial domain.
Currently, the two biggest providers of Arabic web search are Google
and Bing. There were several attempts to develop specialized Arabic
search engines such as Araby, Ayna, and onkosh, but they have mostly
gone out of business. There remain many research issues that need to
be addressed for Arabic web search including:

• Crawling: Google and Bing engines may specify a quota for a par-
ticular language, but would typically use language independent
algorithms to crawl pages in all languages. Given the difference
in topology between the Arabic and English webs, proper crawl-
ing of Arabic pages needs to identify, prioritize, and scrape the
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pages of interest to users. A crawler may include subcomponents
that are tuned for Arabic to perform: page prioritization, page
cleaning, and meta feature extraction.

• Indexing: Some language-dependent aspects of indexing include:
tokenization, stemming, page segmentation, and page filtering
(e.g. adult and spam filtering).

• Search interface: Some language-dependent parts of the search
interface include: spell checking, query suggestions, query expan-
sion, results interleaving from different document types, and lay-
out design.

To date, the largest publicly available large crawl of the Arabic web is a
collection of 29.2 million Arabic pages that are part of the ClueWeb09
collection (32). However, the collection does not have any associated
Arabic topics or relevance judgements on Arabic documents.



7
Conclusions

In this survey, we reviewed Arabic IR including the nature of the Ara-
bic language, the techniques used for pre-processing the language, the
latest research in Arabic IR in different domains, and the open areas in
Arabic IR. Arabic language is ranked as the seventh largest language
on the Internet. However, it has been the fastest growing language in
the last decade in terms of users. Given the current growth rate of In-
ternet penetration among the Arabic speaking population, Arabic users
should have the fourth largest user population on the Internet by 2020.
This gives a special importance to the language and emphasizes the
need for effective IR approaches for enabling effective search of Arabic
documents.

In section 2, entitled “Arabic Features Affecting Retrieval”, some
of the peculiarities of Arabic were described, including morphology,
orthography, phonetics, formal and informal language usage, encodings,
and writing schemes. It was explained how the morphology of Arabic is
highly inflected, where the same word in Arabic may differ in spelling
according to the position in the sentence. The possible Arabic words are
estimated to be 60 billion words that are derived from approximately
10,000 roots. Furthermore, the language processing becomes even more
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challenging when considering the language used in social networking
and microblogging sites, where dialects are heavily used. Arabic dialects
differ from Modern Standard Arabic that is typically used in formal
communications such as news articles. Further, dialects differ from one
region to the next. Moreover, Arabizi is sometimes used in Arabic social
media, where Arabic words are typed using Latin characters. This adds
more challenges for searching and retrieving documents written in this
manner.

Section 3, entitled “Arabic Preprocessing and Indexing”, presented
the core Arabic preprocessing steps. Pre-processing goes beyond case-
folding, stemming, and stopword removal, which are often applied for
English documents. Arabic preprocessing includes handling different
encodings, orthography, morphology, lexical and spelling variations,
and stopwords. For example, diacritics and khashidas are removed; nor-
malization is applied to conflate different sets of letters together, such
as different forms of the letter “Alef”; statistical stemming is preferred;
and stopwords lists vary from MSA to dialectal Arabic. The section
also explored the effective index terms for Arabic, which are stems and
characters n-grams.

Section 4, entitled “Arabic IR in Shared-Tasks”, introduced evalu-
ation tasks that contain Arabic in different IR evaluation campaigns
such as TREC, TDT, and CLEF. These evaluation campaigns covered
a variety of Arabic IR applications including ad hoc retrieval, filtering,
cross-language retrieval, topic detection and tracking, and question an-
swering. Nonetheless, the number of tasks, and participation in these
evaluation tasks, are low compared to other languages including Euro-
pean, Asian, and Indian languages. This suggests that there is a need
for promoting Arabic IR including community building and creating
Arabic IR datasets and search tasks in the evaluation campaigns.

Additional work in different domain-specific IR applications for
Arabic were reported in Section 5, entitled “Domain-specific IR”. This
included cross-language IR, document image retrieval, image search,
speech search, social search, and web search. Some of these IR tasks
were either not sufficiently covered in evaluation campaigns or not ad-
dressed at all. For example, document image retrieval for Arabic poses
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interesting problems. The number of Arabic documents that do not
exist in electronic form is large, and the OCR process for Arabic is less
accurate compared to other languages. This creates a challenge for re-
trieving these kinds of documents. Different approaches for document
image retrieval in Arabic were described while showing the advantages
and disadvantages of each. Also, Arabic social search is not yet covered
by public evaluation campaigns.

Finally, Section 6, entitled “Open Research Areas in Arabic IR”,
showcased some of the open areas of research in Arabic IR that have
received limited attention. These areas potentially need to be explored
to create effective retrieval systems. The proposed Arabic IR tasks were
described and illustrated with some examples. Also, the potential test
collections for such tasks were suggested. The Arabic IR field can gain
considerably if these tasks and others receive additional attention from
researchers.

A list of some of the available Arabic resources is showcased in
Appendix A. Some of these resources can be used in Arabic IR research
and Arabic NLP in general. The listed resources include Arabic test
collections, stemmers, stopword lists, WordNets and other resources.

In conclusion, ad hoc Arabic search in the news domain is fairly
well explored. However, substantial work is required: in different do-
mains such as social search and web search; for different genres such as
religious texts and web forums; and for different Arabic dialects. There
is a clear lack of standardized test sets and tools for most of these tasks
and genres. Significant effort is required to build such collections and
tools. There is also a lack of dedicated evaluation campaigns for Arabic
IR.
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A
Arabic IR Resources

This section focuses on listing and providing links to Arabic resources
that can be useful for IR such as test collections, stemmers, index tools,
and translation tools.

A.1 Test Collections

For ad hoc Arabic and cross-language news retrieval :
The LDC Arabic Newswire Part 1 collection (LDC2001T55), which
contains 383,872 from the AFP newswire:

1. The document collection:
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?
catalogId=LDC2001T55

2. The topics and relevance judgments:

(a) TREC 2002 cross-language topics in Arabic:
http://trec.nist.gov/data/topics_noneng/CL.
topics.arabic.trec11.txt

(b) TREC 2002 cross-language topics in English:

78

http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2001T55
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2001T55
http://trec.nist.gov/data/topics_noneng/CL.topics.arabic.trec11.txt
http://trec.nist.gov/data/topics_noneng/CL.topics.arabic.trec11.txt
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http://trec.nist.gov/data/topics_noneng/CL.
topics.english.trec11.txt

(c) TREC 2001 cross-language topics in Arabic:
http://trec.nist.gov/data/topics_noneng/arabic_
topics.txt

(d) TREC 2001 cross-language topics in English:
http://trec.nist.gov/data/topics_noneng/english_
topics.txt

(e) TREC 2001 cross-language topics in French:
http://trec.nist.gov/data/topics_noneng/french_
topics.txt

Relevance judgements:

(a) TREC 2002 qrels:
http://trec.nist.gov/data/qrels_noneng/qrels.
trec11.xlingual.txt

(b) TREC 2001 qrels:
http://trec.nist.gov/data/qrels_noneng/xlingual_
t10qrels.txt

Topic Detection and Tracking (TDT):

1. The document collection:

(a) TDT3: A subset of the The LDC Arabic Newswire Part 1
collection (LDC2001T55)

(b) TDT4 and annotations:
http://www.ldc.upenn.edu/Catalog/catalogEntry.
jsp?catalogId=LDC2005T16

(c) TDT5:
http://www.ldc.upenn.edu/Catalog/CatalogEntry.
jsp?catalogId=LDC2006T19

http://trec.nist.gov/data/topics_noneng/CL.topics.english.trec11.txt
http://trec.nist.gov/data/topics_noneng/CL.topics.english.trec11.txt
http://trec.nist.gov/data/topics_noneng/arabic_topics.txt
http://trec.nist.gov/data/topics_noneng/arabic_topics.txt
http://trec.nist.gov/data/topics_noneng/english_topics.txt
http://trec.nist.gov/data/topics_noneng/english_topics.txt
http://trec.nist.gov/data/topics_noneng/french_topics.txt
http://trec.nist.gov/data/topics_noneng/french_topics.txt
http://trec.nist.gov/data/qrels_noneng/qrels.trec11.xlingual.txt
http://trec.nist.gov/data/qrels_noneng/qrels.trec11.xlingual.txt
http://trec.nist.gov/data/qrels_noneng/xlingual_t10qrels.txt
http://trec.nist.gov/data/qrels_noneng/xlingual_t10qrels.txt
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2005T16
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2005T16
http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T19
http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T19
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2. The topics and relevance judgments:

(a) TDT5 topics and annotations:
http://www.ldc.upenn.edu/Catalog/CatalogEntry.
jsp?catalogId=LDC2006T19

Filtering:

1. INFILE multilingual filtering: http://www.trebleclef.eu/
infile.php

Question answering:

1. QA4MRE:
http://celct.fbk.eu/QA4MRE/index.php

OCR degraded test collection:

1. The Zad collection (50)

Social Search:

1. Collection of 112 million tweets with 35 topics and qrels (56)

Web Search:

1. The ClueWeb09 web crawl collection contains 29.2 million Arabic
webpages, but no associated Arabic topics or relevance judgments
on Arabic documents (32).

Video Search: The TRECVid video data containing Arabic videos
are available from LDC as follows:

1. LDC2007V01 TRECVID 2005 Keyframes and Transcripts:
http://catalog.ldc.upenn.edu/LDC2007V01 LDC2010V02
TRECVID 2006 Keyframes: http://catalog.ldc.upenn.edu/
LDC2010V02

http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T19
http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2006T19
http://www.trebleclef.eu/infile.php
http://www.trebleclef.eu/infile.php
http://celct.fbk.eu/QA4MRE/index.php
http://catalog.ldc.upenn.edu/LDC2007V01
http://catalog.ldc.upenn.edu/LDC2010V02
http://catalog.ldc.upenn.edu/LDC2010V02
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A.2 Stemming

The following is a subset of the available Arabic stemmers.

1. Shereen Khoja stemmer:
http://sourceforge.net/projects/arabicstemmer/

2. Light10 stemmer:
implemented in Lemur:
http://sourceforge.net/p/lemur/wiki/Parser%
20Applications/
and Solr:
http://wiki.apache.org/solr/LanguageAnalysis.

3. AMIRA 2.0:
http://nlp.ldeo.columbia.edu/amira/

4. QCRI’s Arabic processing library that includes a tokenizer, word
segmenter, POS tagger, and NER:
http://alt.qcri.org/tools/ (46)

5. Al-Stem (51)

6. Alexander Fraser (while at BBN):
http://tides.umiacs.umd.edu/software/stem_aggressive.
tar

7. Buckwalter analyzer:
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?
catalogId=LDC2004L02
with Java reimplementation:
http://sourceforge.net/projects/aramorph/

8. MADA+TOKAN:
http://www1.cs.columbia.edu/~rambow/
software-downloads/MADA_Distribution.html (77)

9. MADA for dialects (80)

10. Sebawai (43)

http://sourceforge.net/projects/arabicstemmer/
http://sourceforge.net/p/lemur/wiki/Parser%20Applications/
http://sourceforge.net/p/lemur/wiki/Parser%20Applications/
http://wiki.apache.org/solr/LanguageAnalysis
http://nlp.ldeo.columbia.edu/amira/
http://alt.qcri.org/tools/
http://tides.umiacs.umd.edu/software/stem_aggressive.tar
http://tides.umiacs.umd.edu/software/stem_aggressive.tar
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2004L02
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2004L02
http://sourceforge.net/projects/aramorph/
http://www1.cs.columbia.edu/~rambow/software-downloads/MADA_Distribution.html
http://www1.cs.columbia.edu/~rambow/software-downloads/MADA_Distribution.html


82 Arabic IR Resources

11. IBM word segmenter (104)

A more comprehensive survey of available Arabic morphological engines
is in (15).

A.3 Stopwords

Some of the stemmers mentioned before contain stopword lists (e.g.
Sebawai) and some stemming integrations in search engines like Lemur
and Solr contain Arabic stopword lists. Other sources of Arabic stop-
words are:

1. Al-mostabaadat:
http://sourceforge.net/projects/arabicstopwords/

2. Anton Balucha stopword list:
https://code.google.com/p/stop-words/

3. Arabic stopword list from UniNE:
http://members.unine.ch/jacques.savoy/clef/index.html

4. Wael Salloum stopword list:
https://www.academia.edu/2663620/A_Modern_Standard_
Arabic_Closed-Class_Word_List

5. Dialectal stopword list (56)

It is noteworthy that Arabic stopwords may accept prefixes and suffixes.
Thus, the identification of stopwords may require stemming.

A.4 Arabic WordNet

Arabic WordNet (AWN) (26; 139) can be used in different IR applica-
tions as presented earlier. AWN is not as well developed as those for
other languages.

1. The Arabic WordNet Project
http://www.talp.upc.edu/index.php/technology/resources/
multilingual-lexicons-and-machine-translation-resources/
multilingual-lexicons/72-awn

http://sourceforge.net/projects/arabicstopwords/
https://code.google.com/p/stop-words/
http://members.unine.ch/jacques.savoy/clef/index.html
https://www.academia.edu/2663620/A_Modern_Standard_Arabic_Closed-Class_Word_List
https://www.academia.edu/2663620/A_Modern_Standard_Arabic_Closed-Class_Word_List
http://www.talp.upc.edu/index.php/technology/resources/multilingual-lexicons-and-machine-translation-resources/multilingual-lexicons/72-awn
http://www.talp.upc.edu/index.php/technology/resources/multilingual-lexicons-and-machine-translation-resources/multilingual-lexicons/72-awn
http://www.talp.upc.edu/index.php/technology/resources/multilingual-lexicons-and-machine-translation-resources/multilingual-lexicons/72-awn
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A.5 Other Resources

CLIR and speech retrieval require translation resources and ASR. Much
training data was provided as part of the GALE program. The data is
as follows:

1. http://projects.ldc.upenn.edu/gale/data/
kickoff1-contents.html

2. http://projects.ldc.upenn.edu/gale/data/DataMatrix.
html

3. http://projects.ldc.upenn.edu/gale/data/Catalog.html

There is a translation probability table that was trained on United
Nations parallel data by BBN (178).

http://projects.ldc.upenn.edu/gale/data/kickoff1-contents.html
http://projects.ldc.upenn.edu/gale/data/kickoff1-contents.html
http://projects.ldc.upenn.edu/gale/data/DataMatrix.html
http://projects.ldc.upenn.edu/gale/data/DataMatrix.html
http://projects.ldc.upenn.edu/gale/data/Catalog.html
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A.6 Buckwalter transliteration
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A.7 List of Acronyms

Acronym Meaning
ACE Automatic Content Extraction
AFP Agence France Press
ASR Automatic Speech Recognition
AWN Arabic Word Net
BOLT Broad Operational Language Translation
CER Character Error Rate
CLEF Cross-Language Evaluation Forum
CLIR Cross-Language Information Retrieval
CRF Conditional Random Fields
DARPA Defense Advanced Research Projects Agency
DBT Dictionary-based Translation
DF Document Frequency
FIRE Forum for Information Retrieval Evaluation
GALE Global Autonomous Language Exploitation
HMM Hidden Markov Model
IDF Inverse Document Frequency
INEX INitiative for the Evaluation of XML retrieval
INFILE INformation FILtering Evaluation
IR Information Retrieval
LDC Linguistic Data Consortium
LM Language Model
MCQ Multiple Choice Question
MSA Modern Standard Arabic
MT Machine Translation
NFKC Normalization Form Compatibility Composition
NLP Natural Language Processing
NTCIR NII Tesbeds and Community for Information

access Research
OCR Optical Character Recognition
POS Part-Of-Speech
QA Question Answering
QA4MRE Question Answering for Machine Reading Evaluation
SVM Support Vector Machines
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TDT Topic Detection and Tracking
TIDES Translingual Information Detection, Extraction,

and Summarization
TREC Text REtrieval Conference
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