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In this paper we investigate logical metonymy, i.e., constructions where the argument of a
word in syntax appears to be different from that argument in logical form (e.g., enjoy the book
means enjoy reading the book, and easy problem means a problem that is easy to solve). The sys-
tematic variation in the interpretation of such constructions suggests a rich and complex theory
of compasition on the syntax/semantics interface (Pustejovsky, 1995). Linguistic accounts of log-
ical metonymy typically fail to exhaustively describe all the possible interpretations, or they don’t
rank those interpretations in terms of their likelihood. In view of this, we acquire the meanings
of metonymic verbs and adjectives from a large corpus and propose a probabilistic model which
provides a ranking on the set of possible interpretations. We identify the interpretations automat-
ically by exploiting the consistent correspondences between surface syntactic cues and meaning.
We evaluate our results against paraphrase judgements elicited experimentally from humans,
and show that the model’s ranking of meanings correlates reliably with human intuitions.

1 Introduction

Much work in lexical semantics has been concerned with accounting for regular polysemy,
i.e., the regular and predictable sense alternations certain classes of words are subject to (Apres-
jan, 1973). It has been argued that in some cases, the different interpretations must arise from
the interaction between the semantics of the words during syntactic composition, rather than
by exhaustively listing all the possible senses of a word in distinct lexical entries (Pustejovsky,
1991). The class of phenomena which Pustejovsky (1991; 1995) has called logical metonymy
is one such example. In the case of logical metonymy additional meaning arises for particular
verb/noun and adjective/noun combinations in a systematic way: the verb (or adjective) seman-
tically selects for an event-type argument, which is a different semantic type to that denoted by
the noun. Nevertheless, the value of this event is predictable from the semantics of the noun. An
example of verbal logical metonymy is given in (1) and (2): (1a) usually means (1b) and (2a)
usually means (2b).

1 a Mary finished the cigarette.
b. Mary finished smoking the cigarette.
2) a. Mary finished her beer.

b. Mary finished drinking her beer.

Note how the events in these examples correspond to the purpose of the object denoted by the
noun: the purpose of a cigarette is to smoke it and the purpose of a beer is to drink it. Similarly,
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(3a) means a problem that is easy to solve; (3b) means a language that is difficult to learn, speak,
or write; (3¢) means a cook that cooks well, (3d) means a soup that tastes good, (3e) is someone
who programmes fast, and (3f) is a plane that flies quickly.

3) easy problem
difficult language
good cook

good soup

fast programmer

fast plane

"~ a0 o

The interpretations of logical metonymies can typically be rendered with a paraphrase, as
we have indicated for the above examples. Verb-nouns are paraphrased with a progressive or
infinitive VP which is the complement of the polysemous verb (e.g., smoking in (1b)) and whose
object is the NP figuring in the verb-noun combination (e.g., cigarette in (1b)). Adjective-noun
combinations are usually paraphrased with a verb modified by the adjective in question or its
corresponding adverb. For example, an easy problem is a problem that is easy to solve or a
problem that one can solve easily (see (3a)).

Logical metonymy has been extensively studied in the lexical semantics literature. Previous
approaches have focused on descriptive (Vendler, 1968) or theoretical accounts (Pustejovsky,
1991; Pustejovsky, 1995; Briscoe, Copestake, and Boguraev, 1990), on the linguistic constraints
on the phenomenon (Godard and Jayez, 1993; Pustejovsky and Bouillon, 1995; Copestake and
Briscoe, 1995; Copestake, 2001), and the influence of discourse context on the interpretation of
metonymies (Briscoe, Copestake, and Boguraev, 1990; Lascarides and Copestake, 1998; Ver-
spoor, 1997). McElree et al. (2001) investigated the on-line processing of metonymic expres-
sions; their results indicate that humans display longer reading times for sentences like (1a) than
for sentences like (1b).

There are at least two challenges in providing an adequate account for logical metonymy.
The first concerns semi-productivity: there is a wealth of evidence that metonymic construc-
tions are partially conventionalized, and so resolving metonymy entirely via pragmatic reasoning
(e.g., by computing the purpose of the object that is denoted by the noun according to real world
knowledge) will over-generate the possible interpretations (Hobbs et al., 1993). For example, the
logical metonymies in (4) sound odd, even though pragmatics suggests an interpretation (because
world knowledge assigns a purpose to the object denoted by the NP):

4) ?John enjoyed the dictionary.
?John enjoyed the door.
?John began/enjoyed the highway.

?John began the bridge.

/o op

Sentence (4a) is odd because the purpose of dictionaries is to refer to them, or to consult
them. These are (point-like) achievements and cannot easily combine with enjoy which has to
be true of an event with significant duration. Domain knowledge assigns doors, highways, and
bridges a particular purpose, and so the fact that the sentences in (4b)—(4d) are odd indicates that
metonymic interpretations are subject to conventional constraints (Godard and Jayez, 1993).

The second challenge concerns the diversity of possible interpretations of metonymic con-
structions. This diversity is attested across and within metonymic constructions. Metonymic
verbs and adjectives are able to take on different meanings depending on their local context,
viz., the noun or noun class they select as objects (in the case of verbs) or modify (in the case
of adjectives). Consider the examples in (1) where the meaning of the verb finish varies depend-
ing on the object it selects. Similarly, the adjective good receives different interpretations when
modifying the nouns cook and soup (see (3c,d)).
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While we’ve observed that some logical metonymies are odd even though pragmatics sug-
gests an interpretation (e.g., (4c)), Vendler (1968) acknowledges that other logical metonymies
have more than one plausible interpretation. In order to account for the meaning of adjective-
noun combinations Vendler (1968, 92) points out that “in most cases not one verb, but a family of
verbs is needed”. For example fast scientist can mean a scientist who does experiments quickly,
publishes quickly, and so on.

Vendler (1968) further observes that the noun figuring in an adjective-noun combination
is usually the subject or object of the paraphrasing verb. Although fast usually triggers a verb-
subject interpretation (see (3e,f)), easy and difficult trigger verb-object interpretations (see (3a,b)).
An easy problem is usually a problem that one solves easily (so problem is the object of solve),
and a difficult language is a language that one learns, speaks, or writes with difficulty (so lan-
guage is the object of learn, speak, and write). Adjectives like good allow either verb-subject or
verb-object interpretations: a good cook is a cook who cooks well whereas good soup is a soup
that tastes good.

All of these interpretations of fast scientist, difficult language or good soup seem highly
plausible ‘out-of-context’, though one interpretation may be favored over another in a particu-
lar context. In fact, in sufficiently rich contexts, pragmatics can even override the conventional
interpretations: Lascarides and Copestake (1998) suggest that (5¢) means (5d) and not (5e):

5) a All the office personnel took part in the company sports day last week.

b. One of the programmers was a good athlete, but the other was struggling to
finish the courses.

c. The fast programmer came first in the 100m.
The programmer who runs fast came first in the 100m.

e. The programmer who programs fast came first in the 100m.

The discourse context can also ameliorate highly marked logical metonymies, such as (4c):

6) John uses two highways to get to work every morning.
He first takes H-280 and then H-101.
He always enjoys H-280,

but the traffic jams on H-101 frustrate him.

ao oe

Arguably the most influential account of logical metonymy is Pustejovsky’s (1991; 1995)
theory of the Generative Lexicon. He avoids enumerating the various senses for adjectives like fast
and verbs like finish by exploiting a rich lexical semantics for nouns. The lexical entry for an
artifact-denoting noun includes a qualia structure: this specifies key features of the word’s mean-
ing that are in some sense derivable from real world knowledge but which are lexicalized so as
to influence conventional processes. The qualia structure includes a telic role (i.e., the purpose
of the object denoted by the noun) and an agentive role (i.e., the event which brought the object
into existence). Thus the lexical entry for book includes a telic role with a value equivalent to
read and an agentive role with a value equivalent to write, whereas for cigarette the telic role is
equivalent to smoke and the agentive role is equivalent to roll or manufacture.

When finish combines with an object-denoting NP, a metonymic interpretation is constructed
where the missing information is provided by the qualia structure of the NP. More technically,
semantic composition of finish with cigarette causes the semantic type of the noun to be co-
erced into its telic event (or its agentive event), and the semantic relation corresponding to the
metonymic verb (finish) predicates over this event. This results in an interpretation of (1a) equiv-
alent to (1b). Verbs like begin and enjoy behave in a similar way. Enjoy the book can mean enjoy
reading the book because of book’s telic role or enjoy writing the book because of book’s agen-
tive role. In fact, the agentive reading is less typical for book than the telic one, but for other
nouns the opposite is true. For instance, begin the tunnel can mean begin building the tunnel,
but the interpretation that is equivalent to begin going through the tunnel is highly marked. There
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is also variation in the relative likelihood of interpretations among different metonymic verbs. We
return to this issue shortly. The adjective/noun combinations are treated along similar lines. Thus
the logical polysemy of words like finish and fast is not accounted for by exhaustive listing. !

In contrast to the volume of theoretical work on logical metonymy, very little empirical work
has tackled the topic. Briscoe et al. (1990) investigate the presence of verbal logical metonymies
in naturally occurring text by looking into data extracted from the Lancaster-Oslo/Bergen corpus
(LOB, one million words). Verspoor (1997) undertakes a similar study in the British National
Corpus (BNC, 100 million words). Both studies investigate how widespread the use of logical
metonymy is, and how far the interpretation for metonymic examples can be recovered from the
head noun’s qualia structure, assuming one knows what the qualia structure for any given noun is.
None of these studies are concerned with the automatic generation of interpretations for logical
metonymies and the determination of their likelihood.

Although conceptually elegant, Pustejovsky’s (1995) theory of the Generative Lexicon does
not aim to provide an exhaustive description of the telic roles that a given noun may have. How-
ever, these are crucial for interpreting verb-noun and adjective-noun metonymies. In contrast to
Vendler (1968), who acknowledges the fact that logical metonymies may trigger more than one
interpretation (in other words, there may be more than one possible event associated with the
noun in question), Pustejovsky implicitly assumes that nouns or noun classes have one—perhaps
default—telic role without however systematically investigating the relative degree of ambigu-
ity of the various cases of logical metonymy (e.g., the ‘out of context’ possible readings for
fast scientist suggest that fast scientist exhibits a higher degree of semantic ambiguity than fast
plane). One could conceivably represent this by the generality of the semantic type of the telic
role in the various nouns (e.g., assign the telic role of scientist a relatively general type of event
compared with that for plane). But this simply transfers the problem: the degree of generality
in lexical representation is highly idiosyncratic and we need to acquire this information from
linguistic evidence; furthermore, for nouns with a general telic role, pragmatics would have to
do ‘more work’ to augment the general interpretation with a more specific one, and ideally we
need to compute this in a systematic way. Even in theories where more than one interpretation
is provided (see Vendler, 1968), no information is given with respect to the relative likelihood of
these interpretations.

Pustejovsky’s account also doesn’t predict the degree of variation of interpretations for a
given noun among the different metonymic verbs: for example, the fact that begin the house is,
intuitively at least, more likely to resolve to an agentive-role interpretation (i.e., begin building
the house) than a telic-role interpretation (i.e., begin living in the house), while the reverse is
true of enjoy the house. Ideally, we would like a model of logical metonymy which reflects this
variation in interpretation.

In this paper we aim to complement the theoretical work on the interpretation of logical
metonymy by addressing the following questions: (a) Can the meanings of metonymic adjective-
noun and verb-noun combinations be acquired automatically from corpora? (b) Can we constrain
the number of interpretations by providing a ranking on the set of possible meanings? (c) Can
we determine if an adjective has a preference for a verb-subject or verb-object interpretation?
We provide a probabilistic model which uses distributional information extracted from a large
corpus to automatically interpret logical metonymies without recourse to pre-existing taxonomies
or manually annotated data.

1 Other lexical accounts, such as Copestake and Briscoe (1995), differ from Pustejovsky’s (1995) in that the
‘coercion’ is treated as internal to the semantics of the metonymic verb or adjective rather than the noun; motivation
for this comes from co-predication data; such as the acceptability of fast and intelligent typist and John picked up

and finished his beer.
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The differences among the theoretical accounts—for example that Copestake and Briscoe
(1995) treat the type coercion as internal to the metonymic word where Pustejovsky (1995) treats
it as part of the noun—do not matter for our purposes, because we aim to provide information
about metonymic interpretations that is compatible with either account. More specifically, we
are concerned with using a real language corpus to automatically acquire the semantic value of
the event that is part of the interpretation. We abstract away from theoretical concepts such as
semantic type coercion, and instead utilise co-occurrence frequencies in the corpus to predict
metonymic interpretations. Very roughly, we acquire a ranked set of interpretations enjoy V-ing
the book for the construction enjoy the book by estimating the probabilities that V is enjoyed
and that it is something done to books; and we estimate these probabilities on the basis of the
corpus frequencies for V appearing as a (verbal) complement to enjoy and for V taking book
as its object. Similarly, we acquire a ranked set of verb-subject interpretations of fast plane by
estimating the likelihood of seeing the plane Vs and Vs quickly in the corpus. See Sections 2
and 3 for more details and motivation of these models.

Our results not only show that we can predict meaning differences when the same adjective
or verb is associated with different nouns, but we can also derive—taking into account Vendler’s
(1968) observation—a cluster of meanings for a single verb/adjective-noun combination. We can
also predict meaning differences for a given noun associated with different metonymic verbs and
adjectives. We evaluate our results by comparing the model’s predictions against human judge-
ments and show that the model’s ranking of meanings correlates reliably with human intuitions.

However, the model is limited in its scope. It is suited for the interpretation of well-formed
metonymic constructions. But it does not distinguish odd metonymies (see (4)) from acceptable
ones: in both cases, paraphrases will be generated, at least in principle (see Section 2.1 for expla-
nation and motivation). In particular, the model does not learn conventional constraints, such as
enjoy must take an event of duration as its argument (Godard and Jayez, 1993). However, such
constraints are potentially captured indirectly: if the above conventional constraint is right, enjoy
referring to should not be attested in the corpus and hence according to our model it won’t be
part of a possible paraphrase for enjoy the dictionary (see Sections 2.4.2 and 2.5.3 for further
discussion). Further, since the model abstracts away from semantic type coercion, it does not
distinguish between uses of a verb/adjective which are claimed in the lexical semantics literature
to be metonymic uses (e.g., enjoy the book, fast programmer) and those which are claimed to be
non-metonymic uses (e.g., enjoy the marriage, fast run-time). Again, the model of interpretation
presented here will generate paraphrases for all these cases (e.g., it will paraphrase enjoy the mar-
riage as enjoy going to or participating in the marriage and fast run-time as run-time that goes by
or passes quickly). The model also does not take discourse context into account; e.g., it will not
predict the intuitive interpretation of (5e)). Rather, it determines the most dominant meanings for
a given metonymic construction overall, across all of its instances in the corpus.

The remainder of this paper is organised as follows: in the first part (Section 2) we present
our probabilistic model of verbal logical metonymy and describe the model parameters. In Ex-
periment 1 we use the model to derive the meaning paraphrases for verb-noun combinations ran-
domly selected from the BNC (see Section 2.3) and formally evaluate our results against human
intuitions. Experiment 2 demonstrates that when compared against human judgements our model
outperforms a naive baseline in deriving a preference ordering for the meanings of verbal-noun
combinations and Experiment 3 evaluates an extension of the basic model. In the second part
(Section 3), we focus on adjectival logical metonymy. Section 3.1 introduces our probabilistic
formalization for polysemous metonymic adjectives and Sections 3.3-3.6 present our experi-
ments and evaluate our results. Overall, the automatically acquired model of logical metonymy
reliably correlates with human intuitions and also predicts the relative degree of ambiguity and
acceptability of the various metonymic constructions. In Section 5 we review related work and
conclude in Section 6.
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2 Metonymic Verbs

2.1 The Model

Consider the verb-noun combinations in (7) and (8). Our task is to come up with (7b) and (8b)
as appropriate interpretations for (7a) and (8a). While the interpretations of (7a) and (8a) are
relatively straightforward for English speakers given their general knowledge about coffees and
films and the activities or events associated with them, a probabilistic model requires detailed
information about words and their interdependencies in order to generate the right interpreta-
tion. Examples of such interdependencies are verbs co-occurring with coffee (e.g., drink, make,
prepare) or verbs that are related with begin (e.g., make, realise, understand).

@) John began the coffee.
John began drinking the coffee.
Mary enjoyed the film.

Mary enjoyed watching the film.

®)
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A relatively straightforward approach to the interpretation of (7a) and (8a) would be to ex-
tract from the corpus (via parsing) paraphrases for which the additional information (e.g., drink-
ing and watching), which is absent from (7a) and (8a), is fleshed out. In other words, we would
like to find in the corpus sentences whose main verb is begin followed either by the progressive
VP complement drinking or by the infinitive to drink, selecting for the NP coffee as its object. In
the general case we would like to find the activities or events related both to the verb begin and
the noun coffee (e.g., drinking, buying, making, preparing). Similarly, in order to paraphrase (8a)
we need information about the VP complements which are associated with enjoy and can take
film as their object (e.g., watching, making, shooting).

The above paraphrase-based model is attractive given its simplicity: all we need to do is
count the co-occurrences of a verb, its complements, and their objects. The approach is unsuper-
vised, no manual annotation is required, and no corpus-external resources are used. Such a model
relies on the assumption that the interpretations of (7a) and (8a) can be approximated by their
usage, i.e., it assumes that there is an equal likelihood of uttering the metonymic construction
as well as its interpretation. However, this assumption is not borne out. Only four sentences in
the BNC are relevant for the interpretation of begin coffee (see (9)); likewise, four sentences are
relevant for the interpretation of enjoy film (see (10)).

) Siegfried bustled in, muttered a greeting and began to pour his coffee.
She began to pour coffee.
Jenna began to serve the coffee.
Victor began dispensing coffee.

(10) I was given a good speaking part and enjoyed making the film.

He’s enjoying making the film.

Courtenay enjoyed making the film.

I enjoy most music and enjoy watching good films.

Did you enjoy acting alongside Marlon Brando in the recent film The Fresh-
man?

C R0 o s o

The attested sentences in (9) are misleading if they are taken as the only evidence for the
interpretation of begin coffee; for on their own they suggest that the most likely interpretation for
begin coffee is begin to pour coffee, whereas begin to serve coffee and begin dispensing coffee
are equally likely as they are attested in the corpus only once. Note that the sentences in (9) fail
to capture begin to drink coffee as a potential interpretation for begin coffee. On the basis of the
sentences in (10), enjoy making the film is the most likely interpretation for (8a), whereas enjoy
watching the film and enjoy acting in the film are equally likely.
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Tablel Table2
BNC frequencies for begin BNC frequencies for enjoy
[ Examples | begin NP | begin V-ing NP | | Examples [ enjoy NP | enjoy V-ing NP |
begin book 35 17 enjoy symphony 34 30
begin sandwich 4 0 enjoy movie 5 1
begin beer 2 1 enjoy coffee 8 1
begin speech 21 4 enjoy book 23 9
begin solo 1 1 like movie 18 3
begin song 19 8
begin story 31 15

Table3

BNC frequencies for want

[ Examples | want NP | want V-ing NP |

want cigarette 18 3
want beer 15 8
want job 116 60

This finding complies with Briscoe et al.’s (1990) results for the LOB corpus: begin V NP
is very rare when the value of V corresponds to a highly plausible interpretation of begin NP.
Indeed, one can predict that problems with finding evidence for begin V NP will occur on the
basis of Gricean principles of language production, where the heuristic be brief (which is part of
the maxim of Manner) will compel speakers to utter begin coffee as opposed to begin V coffee
if V is one of the plausible interpretations of begin coffee. Thus on the basis of this Gricean
reasoning, one might expect metonymies like (7a) and (8a) to occur with greater frequencies
than their respective paraphrases (see (7b) and (8b)). Tables 1-3 show BNC counts of verb-noun
metonymies (commonly cited in the lexical semantics literature (Pustejovsky, 1995; Verspoor,
1997)) and their corresponding interpretations when these are attested in the corpus. The data in
Tables 1-3 indicates that metonymic expressions are more often attested in the BNC with NPs
rather than with VP complements.

The discrepancy between an interpretation and its usage could be circumvented by us-
ing a corpus labelled explicitly with interpretation paraphrases. Lacking such a corpus we will
sketch below an approach to the interpretation of metonymies which retains the simplicity of the
paraphrase-based account but no longer assumes a tight correspondence between a metonymic
interpretation and its usage. We present an unsupervised method which generates interpretations
for verbal metonymies without recourse to manually annotated data or taxonomic information; it
only requires a part-of-speech tagged corpus and a partial parser.

We model the interpretation of a verbal metonymy as the joint distribution P(e,0,V) of three
variables: the metonymic verb V (e.g., enjoy), its object 0 (e.g., film), and the sought after inter-
pretation e (e.g., making, watching, directing). By choosing the ordering (e, V, 0) for the variables
e, v, and 0, we can factor P(e,0,V) as follows:

P(e,0,v) =P(e)-P(vle) -P(ole,v) an

The probabilities P(e), P(v|e), and P(o|e,V) can be estimated using maximum likelihood as fol-
lows:

pe) = L&) (12)
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B(vle) = ff(‘(’é‘;) (13)
Plolen) = oo (14)

Although P(e) and P(v|e) can be estimated straightforwardly from a corpus (f(e) amounts
to the number of the times a given verb e is attested, N is the sum of all verbs found in the cor-
pus (excluding modals and auxiliaries), and P(v|e) can be obtained through parsing, by counting
the number of times a verb v takes € as its complement), the estimation of P(0l|e,V) is prob-
lematic. It presupposes that co-occurrences of metonymic expressions and their interpretations
are to be found in a given corpus but as we’ve seen previously there is a discrepancy between
a metonymic interpretation and its usage. In fact, metonymies occur more frequently than their
overt interpretations (expressed by the term f(0,€,Vv) in (14)) and the interpretations in question
are not explicitly marked in our corpus. We will therefore make the following approximation:

P(ole,v) ~ P(ole) (15)

f(o,e)
f(e)

The rationale behind this approximation is that the likelihood of seeing a noun 0 as the object
of an event e is largely independent of whether e is the complement of another verb. In other
words, V is conditionally independent of e, since the likelihood of 0 is (largely) determined on
the basis of e and not of v. Consider again example (8a): Mary enjoyed the film. Here, film, the
object of enjoy, is more closely related to the underspecified interpretation e rather than to enjoy.
For example, watching movies is more likely than eating movies, irrespectively of whether Mary
enjoyed or liked watching them. We estimate P(0|e) as shown in (16). The simplification in (15)
results in a compact model with a relatively small number of parameters which can be estimated
straightforwardly from the corpus in an unsupervised manner. By substituting equations (12),
(13), and (16) into (11) and simplifying the relevant terms, (11) is rewritten as follows:

f(v,e)- f(o,e)
N-f(e)

P(ole) =

(16)

P(e,0,v) = (17)

Assume we want to generate meaning paraphrases for the verb-noun pair enjoy film (see (8a)).
Table 4 lists the most frequent events related with the verb enjoy and the most frequent verbs
which take film as their object (we describe how the frequencies f(v,e) and f(0,e) were ob-
tained in the following section). We can observe that seeing, watching, and making are all events
associated with enjoy and with film, and will be therefore generated as likely paraphrases for
the metonymic expression enjoy film (see Table 4 where the underlined verbs indicate common
complements between the metonymic verb and its object).

Note that the model in (17) does not represent the fact that the metonymic verb vV may
have a subject. This in practice means that the model cannot distinguish between the different
readings for (18a) and (18b): in (18a) the doctor enjoyed watching the film, whereas in (18b)
the director enjoyed making or directing the film. The model in (17) will generate the set of
events that are associated with enjoying films (e.g., watching, making, seeing, going to) ignoring
the contribution of the sentential subject. We present in Section 2.5.1 an extension of the basic
model which takes sentential subjects into account.
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Table4
Most frequent complements of enjoy and film

[ f(enjoy,e) [ f(filme) |
play 44 || make 176
watch 42 || be 154
work with 35 || see 89
read 34 || watch 65
make 27 || show 42
see 24 || produce 29
meet 23 || have 24
go to 22 || use 21
use 17 || do 20
take 15 || get 18

(18) a. The doctor enjoyed the film.
b. The director enjoyed the film.

It is important to stress that the probabilistic model outlined above is a model of the inter-
pretation rather than the grammaticality of metonymic expressions. In other words, we do not
assume that it can distinguish between well-formed and odd metonymic expressions (see the ex-
amples in (4)). In fact, it will generally provide a set of interpretation paraphrases, even for odd
formulations. The model in (11) has no component that corresponds to the occurrence of vV and 0
together. Choosing the ordering (0, v, €) for the variables 0, e, and v would result in the following
derivation for P(e,v,0):

P(e,0,v) = P(0) - P(v|0) - P(e|o,V) (19)

The term P(v|0) in (19) explicitly takes into account the likelihood of occurrence of the metonymic
expression. This means that no interpretation will be provided for odd metonymies like enjoy
the highway as long as they are not attested in the corpus. Such a model penalizes, however,
well-formed metonymies which are not attested in the corpus. A striking example is enjoy the
ice-cream which is a plausible metonymy, not attested at all in the BNC and thus by (19) would
be incorrectly assigned no interpretations. This is because the maximum likelihood estimate of
P(v|o) relies on the co-occurrence frequency f(v,0) which is zero for enjoy the ice-cream. But
the probabilistic model in (11) will generate meaning paraphrases for metonymic verb-object
pairs that have not been attested in the corpus as long as the co-occurrence frequencies f(v,e)
and f(o,e) are available.

Finally, note that our model is ignorant with respect to the discourse context within which
a given sentence is embedded. This means that it will come up with the same ranked set of
meanings for (20b), irrespectively of whether it is preceded by sentence (20a) or (21a). The
model thus does not focus on the meaning of individual corpus tokens; instead it determines the
most dominant meanings for a given verb/noun combination overall, across all of its instances in
the corpus.

(20) a. Who is making the cigarettes for tomorrow’s party?
b. John finished three cigarettes.

John finished making three cigarettes.

Why is the room filled with smoke?

John finished three cigarettes.

John finished smoking three cigarettes.

1)

cC oo



Lapata and Lascarides Logical Metonymy

2.2 Parameter Estimation

We estimated the parameters of the model outlined in the previous section from a part-of-speech
tagged and lemmatised version of the BNC, a 100 million word collection of samples of written
and spoken language from a wide range of sources designed to represent current British English
(Burnard, 1995).

The counts f(v,e) and f(0,€) (see (17)) were obtained automatically from a partially parsed
version of the BNC which was created using Cass (Abney, 1996), a robust chunk parser designed
for the shallow analysis of noisy text. The parser’s built-in function was employed to extract tu-
ples of verb-subjects and verb-objects (see (22)). Although verb-subject relations are not relevant
for the present model, they are important for capturing the influence of the sentential subject (see
Section 2.5) and modeling the interpretations of polysemous adjectives (which we discuss in the
second part of the paper, see Section 3).

(22) a. change situation SUBJ
b. come off heroin OBJ
c. deal with situation OBJ
(23) a. isolated people SUBJ
b. smile good SUBJ

The tuples obtained from the parser’s output are an imperfect source of information about
argument relations. Bracketing errors, as well as errors in identifying chunk categories accurately,
result in tuples whose lexical items do not stand in a verb-argument relationship. For example,
inspection of the original BNC sentences from which the tuples in (23) were derived reveal that
the verb be is missing from (23a) and the noun smile is missing from (23b) (see the sentences
in (24)).

24) a. Wenger found that more than half the childless old people in her study of rural
Wales saw a relative, a sibling, niece, nephew or cousin at least once a week,
though in inner city London there were more isolated old people.

b. I smiled my best smile down the line.

In order to compile a comprehensive count of verb-argument relations we discarded tuples
containing verbs or nouns attested in a verb-argument relationship only once. Instances of the
verb be were also eliminated since they contribute no semantic information with respect to the
events or activities that are possibly associated with the noun with which the verb is combined.
Particle verbs (see (22b)) were retained only if the particle was adjacent to the verb. Verbs fol-
lowed by the preposition by and a head noun were considered instances of verb-subject rela-
tions. The verb-object tuples also included prepositional objects (see (22c)). It was assumed that
PPs adjacent to the verb headed by either of the prepositions in, to, for, with, on, at, from, of,
into, through, and upon were prepositional objects.? This resulted in 737,390 distinct types of
verb-subject pairs and 1,077,103 distinct types of verb-object pairs (see Table 5 which contains
information about the tuples extracted from the corpus before and after the filtering).

The frequency f(v,e) represents verbs taking progressive or infinitive VP complements.
These were extracted from the parser’s output by looking for verbs followed by progressive or
infinitival complements (a special tag, VDG, is reserved in the BNC for verbs in the progressive).
The latter were detected by looking for verbs followed by infinitives (indicated by the marker to
(T00) and a verb in base form (VVI)). The examples below illustrate the information extracted

2 The POS-tagging of the BNC (Leech, Garside, and Bryant, 1994) distinguishes between verb particle constructions
like down in climb down the mountain and up in put up the painting on the one hand, and prepositions on the other.

So this allowed us to distinguish PP complements from NP ones.
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Table5
Tuples extracted from the BNC

Tokens Types
Relation Parser Filtering Tuples Verbs | Nouns
SUBJ 4,759,950 | 4,587,762 737,390 | 14,178 | 25,900
OBJ 3,723,998 | 3,660,897 | 1,078,053 | 12,026 | 35,867

Table6

Paraphrases for verb-noun combinations taken from the literature
John began the story — telling (Verspoor, 1997, 189)
John began the song — singing (Verspoor, 1997, 189)
John began the sandwich — eating/making (Verspoor, 1997, 167)
Mary wants a job — to have (Pustejovsky, 1995, 45)
John began the book — reading/writing (Verspoor, 1997, 167)
Bill enjoyed Steven King’s last book — reading (Pustejovsky, 1995, 88)
John began the cigarette — smoking (Verspoor, 1997, 167)
Harry wants another cigarette — to smoke (Pustejovsky, 1995, 109)

from the parser’s output for obtaining the frequency f(v,e) which collapsed counts for progres-
sive and infinitive complements.

(25) a. I had started to write a love-story. start write
b. She started to cook with simplicity. start cook
c. The suspect attempted to run off. attempt run off
(26) a. I am going to start writing a book. start write
b. I’ve really enjoyed working with you. enjoy work with
c. The phones began ringing off the hook. begin ring off

Note that some verbs (e.g., start) allow both an infinitival and a progressive complement
(see (25a) and (26a), respectively), whereas other verbs (e.g., attempt) allow only one type of
complement (see (25¢)). Even for verbs that allow both types of complements there exist syntac-
tic contexts where the two complement types are in complementary distribution: to start writing
occurs 15 times in the BNC, whereas to start to write occurs zero times. The situation is reversed
for starting writing and starting to write, for the former occurs zero times and the latter occurs
seven times. Choosing to focus only on one type of complement would result in a lower count
for f(v,e) than collapsing the counts observed for both types of complements.

Once we have obtained the frequencies f(v,e) and f(0,e) we can determine the most likely
interpretations for metonymic verb-noun combinations. Note that we may choose to impose
thresholds on the frequencies f(v,e) and f(0,e) (e.g., f(v,e) > 1 and f(0,e) > 1) depending on
the quality of the parsing data or the type of meaning paraphrases we seek to discover (e.g., likely
versus unlikely ones).

To give an example of the paraphrases generated by our model consider the sentences in
Table 6. These were cited as examples of logical metonymy in the lexical semantics literature
(Pustejovsky, 1995; Verspoor, 1997). The five most likely interpretations for these metonymies
(and their respective log-transformed probabilities) are illustrated in Table 7. Note that the model
comes up with plausible meanings, some of which overlap with those suggested in the lexical
semantics literature (underlined interpretations indicate agreement between the model and the
literature). Also, the model derives several meanings, as opposed to the single interpretations
provided in most cases in the literature. Consider for example the pair begin story in Table 7.
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Table7
Model-derived paraphrases for verbal metonymies, ranked in order of likelihood
begin story begin song begin sandwich want job
tell —16.34 sin —15.14 bite into —18.12 get —14.87
write —17.02 rehearse —16.15 eat —18.23 lose —15.72
read —17.28 write —16.86 munch —19.13 take —16.40
re-tell —17.45 hum —17.45 unpack —19.14 make —16.52
recount —17.80 play —18.01 make —19.42 create —16.62
begin book enjoy book begin cigarette want cigarette
read —15.49 read —16.48 smoke —16.92 smoke —16.67
write —15.52 write —17.58 roll —17.63 take —18.23
appearin  —16.98 browse through —18.56 light —17.76 light —18.45
publish —17.10 look through  —19.68 take —18.88 put  —18.51
leaf through —17.35 publish —19.93 twitch —19.17 buy —18.64

Here, not only the interpretation tell is generated but also write, read, re-tell, and recount. An-
other example is begin song for which the model generates the interpretations rehearse, write,
hum, and play, besides sing.

The model also exhibits slight variation in the interpretations for a given noun among the dif-
ferent metonymic verbs (compare begin book and enjoy book; begin cigarette and want cigarette
in Table 7). This is in line with claims made in the lexical semantics literature (Copestake and
Briscoe, 1995; Pustejovsky, 1995; Verspoor, 1997), and it ultimately contributes to an improved
performance against a ‘naive baseline’ model (see Experiment 2).

In some cases, the model comes up with counterintuitive interpretations: bite into is gener-
ated as the most likely interpretation for begin sandwich (although the latter interpretation is not
so implausible, since eating entails biting into). The model also fails to rank have as one of the
five most likely interpretations for want job (see Table 7). The interpretations get, and take, are
however relatively likely; note that they semantically entail the desired interpretation—namely
“have”—as a post-state. The interpretations make, and create imply the act of hiring rather than
finding a job. Our model cannot distinguish between the two types of interpretations. It also can-
not discover related meanings. For example that get and take mean “have” or that tell, re-tell
and recount (see Table 7) mean “tell”. We return to this issue in Section 4.

In the following section we test our model against verb-noun pairs randomly selected from
the BNC and evaluate the meaning paraphrases it generates against human judgements. We ex-
plore the linear relationship the subjects’ rankings and the model-derived probabilities using
correlation analysis.

2.3 Experiment 1: Comparison Against Human Judgements

Although there is no standard way to evaluate the paraphrases generated by the model (there is no
gold standard for comparison), a reasonable way to judge the model’s performance would seem
to be agreement with human paraphrase ratings. This can be roughly done by selecting some
metonymic constructions, deriving their paraphrase interpretations using the model outlined in
Section 2.1, eliciting human judgements on these paraphrases, and then looking at how well the
human ratings correlate with the model probabilities for the same paraphrases.

In the following section we describe our method for assembling the set of experimental
materials and eliciting human subject data for the metonymy paraphrasing task. We use correla-
tion analysis to compare the model probabilities against human judgements and explore whether
there is a linear relationship between the model-derived likelihood of a given meaning and its
perceived plausibility.

In Section 2.4.1 we introduce a naive model of verbal metonymy which does not take the
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contribution of the metonymic verb into account; metonymic interpretations (i.e., verbs) are sim-
ply expressed in terms of their conditional dependence on their objects. We investigate the naive
model’s performance against the human judgements and the paraphrases generated by our initial
model (see Section 2.4).

2.3.1 Method

Materials and Design. From the lexical semantics literature (Pustejovsky, 1995; Verspoor, 1997,
McElree et al., 2001) we compiled a list of 20 verbs allowing logical metonymy. From these
we randomly selected 12 verbs (attempt, begin, enjoy, finish, expect, postpone, prefer, resist,
start, survive, try, and want). The selected verbs ranged in BNC frequency from 10.9 per million
to 905.3 per million. Next, we paired each one of them with five nouns randomly selected from
the BNC. The nouns had to be attested in the corpus as the object of the verbs in question. Recall
that verb-object pairs were identified using Abney’s (1996) chunk parser (see Section 2.2 for
details). From the retrieved verb-object pairs, we removed all pairs with BNC frequency of one,
as we did not want to include verb-noun combinations that were potentially unfamiliar to the
subjects. We used the model outlined in Section 2.1 to derive meaning paraphrases for the 60
verb-noun combinations.

Our materials selection procedure abstracts over semantic distinctions which are made in lin-
guistic analyses. For instance, current models of lexical semantics typically assign verbs such as
enjoy a non-metonymic sense when it combines with NPs which are purely temporal or eventive
in nature, as in enjoy the marriage or enjoy the lecture (Copestake and Briscoe, 1995; Verspoor,
1997). This is largely because a logical form can be constructed in such cases without the use
of semantic type coercion; the event-denoting NP itself is the argument to the predicate enjoy.
We did not rule out such nouns from our materials, however as our evaluation was conducted on
randomly selected verb-noun pairs.

More generally, we abstract over several criteria that Verspoor (1997) used in distinguishing
metonymic from non-metonymic uses within the corpus, and we adopt a linguistically ‘naive’
approach for two reasons. First, while Verspoor (1997) could deploy more refined criteria because
she was hand-selecting the materials from the corpus and was focusing only on two metonymic
verbs (begin and finish), our materials were randomly sampled and covered a wider range of
metonymic constructions. And secondly, paraphrases for non-metonymic cases (e.g., that enjoy
the lecture can be paraphrased as enjoy attending the lecture or enjoy listening to the lecture)
may be useful for some potential NLP applications (see the discussion in Section 4.2), since they
provide more detailed information about meaning than would be given by a logical form which
simply features enjoy(e,x,e’), where €’ is the (event) variable that denotes the lecture.

Recall from Section 2.2 that thresholding is an option for the counts f(v,e) and f(0,e). We
derived model paraphrases without employing any thresholds for these counts. Obtaining f(v,€)
from the parsed data was relatively straightforward as there was no structural ambiguity involved.
As far as f(0,€) is concerned, the parser’s output was post-processed to remove potentially erro-
neous information, so there was no reason to believe that the frequencies f(v,e) and f(0,e) were
noisy. Furthermore, recent work has shown that omitting low-frequency tuples degrades perfor-
mance for language learning tasks such as PP-attachment (Collins and Brooks, 1995; Daele-
mans, van den Bosch, and Zavrel, 1999), grapheme-to-phoneme conversion, POS-tagging, and
NP-chunking (Daelemans, van den Bosch, and Zavrel, 1999). For our task, employing thresh-
olds for f(v,e) and f(0,e) dramatically decreases the number of derived interpretations. Table 8
shows the decrease in the number of interpretations as the cutoff for f(v,e) and f(0,e) is var-
ied for five verb-object pairs that were included in our experimental study. Note that discarding
counts occurring in the corpus only once reduces the number of interpretations by a factor of
nearly three. Furthermore, applying frequency cutoffs reduces the range of the obtained proba-
bilities, only likely (but not necessarily plausible) interpretations are obtained with f(0,e) > 4
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Table8
Number of generated interpretations as frequency cutoff for f(v,e) and f(0,€) is varied

f(ve)>1 | f(v,e)>2 | f(v,e)>3 | f(v,e)>4

Verb-noun f((o,e)) >1 f((o,e)) >2 f((o,e)) >3 f((n,e)) >4

finish gig 11 4 3

finish novel 31 11 5 3

finish project 65 20 8 6

finish room 79 25 16 10

finish video 44 16 9 6

Table 9
Ten most likely interpretations for finish room as frequency threshold is varied
f(v,e) > 1 f(v,e) >2 f(v,e) >3 f(v,e) >4
f(0,0) > | f(0,) > 2 f(0,e) >3 f(o,e) >4

decorate —18.47 decorate  —18.47 fill —18.88 fill —18.88
wallpaper —19.07 fill —18.89 clean  —19.08 clean —19.08
clean —19.09 clean —19.08 pack —20.17 pack —20.17
paper —19.09 search —-20.13 make —20.36 make —20.36
furnish —19.31 pack —-20.17 view —20.78 check —21.24
tidy —19.92 make —20.36 check —21.24 use —21.78
search —20.13 dress —20.55 pay —21.53 build —21.96
pack —20.17 view —20.78 use —21.78 give —22.29
make —20.36 check —21.24 build —21.96 prepare  —22.45
view —20.78 paint —21.38 give —22.29 take —23.11

and f(v,e) > 4. However, part of the aims of the experiment outlined below was to explore the
quality of interpretations with varied probabilities. Table 9 displays the ten most likely para-
phrases (and their log-transformed probabilities) for finish room as the cutoff for the frequencies
f(v,e) and f(0,e) is varied. Notice that applying a cutoff of three or four eliminates plausible
interpretations such as decorate, wallpaper, furnish, and tidy. This may be particularly harmful
for verb-noun (or adjective-noun) combinations that allow for a wide range of interpretations (as
is the case for finish room).

We estimated the probability P(e,0,v) for each verb-noun pair by varying the term €. In or-
der to generate stimuli covering a wide range of paraphrases corresponding to different degrees
of likelihood, for each verb-noun combination we divided the set of generated meanings into
three “probability bands” (High, Medium, and Low) of equal size and randomly chose one in-
terpretation from each band. The division ensured that subjects saw a wide range of paraphrases
with different degrees of likelihood.

Our experimental design consisted of two factors: verb-noun pair (Pair) and probability band
(Band). The factor Pair included 60 verb-noun combinations and the factor Band had three levels,
High, Medium, and Low. This yielded a total of Pair x Band = 60 x 3 = 180 stimuli. The 180
stimuli were administered to two separate groups. The first group saw meaning paraphrases for
the verbs attempt, begin, want, enjoy, try, and expect, whereas the second group saw paraphrases
for finish, prefer, resist, start, postpone, and survive. Example stimuli are shown in Table 10.

Each experimental item consisted of two sentences, a sentence containing a metonymic con-
struction (e.g., Peter started his dinner) and a sentence paraphrasing it (e.g., Peter started eating
his dinner). The metonymic sentences and their paraphrases were created by the authors as fol-
lows. The selected verb-noun pairs were converted into a simple sentence by adding a sentential
subject and articles or pronouns where appropriate. The sentential subjects were familiar proper
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Table 10
Randomly selected example stimuli with log-transformed probabilities derived by the model

Verb-noun Probability Band
High | Medium | Low

attempt peak climb —20.22 | claim —23.53 | include —24.85
begin production organise —19.09 | influence —21.98 | tax —22.79
enjoy city live in —20.77 | come to —23.50 | cut —24.67
expect reward collect —21.91 | claim —23.13 | extend —23.52
finish room wallpaper —19.07 | construct —22.49 | want —24.60
postpone payment || make —21.85 | arrange —23.21 | read —25.92
prefer people talk to —20.52 | sit with —22.75 | discover —25.26
resist song whistle —22.12 | start —24.47 | hold —26.50
start letter write —15.59 | study —22.70 | hear —24.50
survive course give —22.88 | make —24.48 | write —26.27
try drug take —17.81 | grow —22.09 | hate —23.88
want hat buy —17.85 | examine  —21.56 | landon  —22.38

names (BNC corpus frequency > 30 per million) balanced for gender. All sentences were in
the past tense. In the paraphrasing sentences the metonymy was spelled out by converting the
model’s output to a verb taking either a progressive or infinitive VP complement (e.g., started to
eat or started eating). For verbs allowing both a progressive and an infinitive VP complement
we chose the type of complement with which the verb occurred more frequently in the corpus.
A native speaker of English other than the authors was asked to confirm that the metonymic sen-
tences and their paraphrases were syntactically well-formed (items found syntactically odd were
modified and re-tested). Examples of the experimental stimuli the subjects saw are illustrated
in (27) and (28). The complete list of the experimental items is given in Appendix B.

27) a. H: Michael attempted the peak Michael attempted to climb the peak

b. M: Michael attempted the peak Michael attempted to claim the peak

c. L: Michael attempted the peak Michael attempted to include the peak
(28) a. H: Jean enjoyed the city Jean enjoyed living in the city

b. M: Jean enjoyed the city Jean enjoyed coming to the city

c. L: Jean enjoyed the city Jean enjoyed cutting the city

Procedure. The experimental paradigm was Magnitude Estimation (ME), a technique standardly
used in psychophysics to measure judgements of sensory stimuli (Stevens, 1975). The ME pro-
cedure requires subjects to estimate the magnitude of physical stimuli by assigning numerical
values proportional to the stimulus magnitude they perceive. Highly reliable judgements can be
achieved in this fashion for a wide range of sensory modalities, such as brightness, loudness or
tactile stimulation.

The ME paradigm has been extended successfully to the psychosocial domain (Lodge,
1981) and recently Bard, Robertson, and Sorace (1996), and Cowart (1997) showed that lin-
guistic judgements can be elicited in the same way as judgements of sensory or social stimuli.
ME requires subjects to assign numbers to a series of linguistic stimuli in a proportional fashion.
Subjects are first exposed to a modulus item, to which they assign an arbitrary number. All other
stimuli are rated proportional to the modulus. In this way, each subject can establish their own
rating scale, thus yielding maximally fine-grained data and avoiding the known problems with
the conventional ordinal scales for linguistic data (Bard, Robertson, and Sorace, 1996; Cowart,
1997; Schiitze, 1996). In particular, ME does not restrict the range of the responses. No matter
which modulus a subject chooses, he or she can subsequently assign a higher or lower judgement
by using multiples or fractions of the modulus.
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In the present experiment, each subject took part in an experimental session that lasted ap-
proximately 20 minutes. The experiment was self-paced, and response times were recorded to
allow the data to be screened for anomalies. The experiment was conducted remotely over the
Internet. Subjects accessed the experiment using their web browser, which established an Inter-
net connection to the experimental server running WebExp 2.1 (Keller, Corley, and Scheepers,
2001), an interactive software package for administering web-based psychological experiments.
(For a discussion of WebExp and the validity of web-based data, See Appendix A).

Instructions. Before participating in the actual experiment, subjects were presented with a set of
instructions. The instructions explained the concept of numerical magnitude estimation of line
length. Subjects were instructed to make estimates of line length relative to the first line they
would see, the reference line. Subjects were told to give the reference line an arbitrary number,
and then assign a number to each following line so that it represented how long the line was in
proportion to the reference line. Several example lines and corresponding numerical estimates
were provided to illustrate the concept of proportionality.

The subjects were instructed to judge how well a sentence paraphrases another sentence,
using the same technique that they had applied to judging line length. Examples of plausible
(see (29a)) and implausible (see (29b)) sentence paraphrases were provided, together with exam-
ples of numerical estimates.

29) a. Peter started his dinner Peter started eating his dinner
b.  Peter started his dinner Peter started writing his dinner

Subjects were informed that they would initially have to assign a number to a reference
paraphrase. For each subsequent paraphrase, subjects were asked to assign a number indicating
how good or bad that paraphrase is in proportion to the reference.

Subjects were told that they could use any range of positive numbers for their judgements,
including decimals. It was stressed that there was no upper or lower limit to the numbers that
could be used (exceptions being zero or negative numbers). Subjects were urged to use a wide
range of numbers and to distinguish as many degrees of paraphrase plausibility as possible. It
was also emphasized that there were no “correct” answers, and that subjects should base their
judgements on first impressions, not spending too much time to think about any one paraphrase.

Demographic Questionnaire. After the instructions, a short demographic questionnaire was ad-
ministered. The questionnaire included name, email address, age, sex, handedness, academic
subject or occupation, and language region. Handedness was defined as “the hand you prefer to
use for writing”, while language region was defined as “the place (town, federal state, country)
where you learned your first language”.

Training Phase. The training phase was meant to familiarize subjects with the concept of nu-
meric magnitude estimation using line lengths. Items were presented as horizontal lines, centered
in the window of the subject’s web browser. After viewing an item, the subject had to provide a
numerical judgement over the computer keyboard. After pressing Return, the current item dis-
appeared and the next item was displayed. There was no possibility to revisit previous items or
change responses once Return had been pressed. No time limit was set for either the item pre-
sentation or for the response, although response times were recorded to allow inspection of the
data.

Subjects first judged the modulus item, and then all the items in the training set. The modulus
was the same for all subjects, and it remained on the screen all the time to facilitate comparison.
Items were presented in random order, with a new randomization being generated for each sub-
ject.

The training set contained six horizontal lines. The range of the smallest to largest item
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was 1:10. The items were distributed evenly over this range, with the largest item covering the
maximal window width of the web browser. A modulus item in the middle of the range was
provided.

Practice Phase. This phase allowed subjects to practice magnitude estimation of verb-noun para-
phrases. Presentation and response procedure was the same as in the training phase, with linguis-
tic stimuli being displayed instead of lines. Each subject judged the whole set of practice items,
again in random order.

The practice set consisted of eight paraphrase sentences that were representative of the test
materials. The paraphrases were based on the three probability bands and represented a wide
probability range. A modulus item selected from the Medium probability band was provided.

Experimental Phase. Presentation and response procedure in the experimental phase were the
same as in the practice phase. Each subject group saw 90 experimental stimuli (i.e., metonymic
sentences and their paraphrases). As in the practice phase, the paraphrases were representative of
the three probability bands (i.e., High, Medium, Low). Again a modulus item from the Medium
probability band was provided (see Appendix B). The modulus was the same for all subjects and
remained on the screen all the time. Subjects were assigned to groups at random, and a random
stimulus order was generated for each subject (for the complete list of experimental stimuli see
Appendix B).

Subjects. Sixty-three native speakers of English participated in the experiment. The subjects
were recruited over the Internet by advertisements posted to newsgroups and mailing lists. Par-
ticipation was voluntary and unpaid. Subjects had to be linguistically naive, i.e., neither linguists
nor students of linguistics were allowed to participate.

The data of two subjects were eliminated after inspection of their response times showed that
they had not completed the experiment in a realistic time frame (i.e., they provided ratings too
quickly with average response time < 1000 ms). The data of one subject was excluded because
she was a non-native speaker of English.

This left 60 speakers for analysis. Of these, 53 subjects were right-handed, 7 left-handed;
24 subjects were female, 36 male. The age of subjects ranged from 17 to 62; the mean was 26.4
years.

2.3.2 Results The data were first normalized by dividing each numerical judgement by the mod-
ulus value that the subject had assigned to the reference sentence. This operation creates a com-
mon scale for all subjects. Then the data were transformed by taking the decadic logarithm. This
transformation ensures that the judgements are normally distributed and is standard practice for
magnitude estimation data (Bard, Robertson, and Sorace, 1996; Lodge, 1981). All further analy-
ses were conducted on normalized, log-transformed judgements.

We performed a correlation analysis to determine whether there is a linear relation between
the paraphrases generated by the model and their perceived likelihood. This tests the hypothesis
that meaning paraphrases assigned high probabilities by the model are perceived as better para-
phrases by the subjects than meaning paraphrases with low probabilities. For each experimental
item we computed the average of the normalized and log-transformed subject ratings. The mean
subject ratings were then compared against the (log-transformed) probabilities assigned by the
model for the same items.

The comparison between the absolute model probabilities and the human judgements yielded
a Pearson correlation coefficient of .64 (p < .01, N = 1743). The mean subject ratings and the

3 The items are 174 instead of 180; 6 items were discarded due a coding error.
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Figurel
Correlation of elicited judgements and model-derived probabilities for metonymic verb-noun pairs

model probabilities are given in Appendix B. Appendix C contains the descriptive statistics for
the model probabilities and the human judgements. The relationship between judgements and
probabilities is plotted in Figure 1.

An important question is how well humans agree in their paraphrase judgements for verb-
noun combinations. Inter-subject agreement gives an upper bound for the task and allows us to
interpret how well the model is doing in relation to humans. To calculate inter-subject agreement
we used leave one-out resampling. The technique is a special case of n-fold cross-validation
(Weiss and Kulikowski, 1991) and has been previously used for measuring how well humans
agree on judging semantic similarity (Resnik and Diab, 2000; Resnik, 1999).

For each subject group we divided the set of the subjects’ responses with size m into a
set of size m— 1 (i.e., the response data of all but one subject) and a set of size one (i.e., the
response data of a single subject). We then correlated the mean ratings of the former set with the
ratings of the latter. This was repeated m times. Since each group had 30 subjects we performed
30 correlation analyses and report their mean. For the first group of subjects the average inter-
subject agreement was .74 (Min = .19, Max = .87, StdDev = .12), and for the second group .73
(Min = .49, Max = .87, StdDev = .09). Our model’s agreement with the human data is not far
from the average human performance of .74.

In the following section we introduce a naive model of verbal metonymy. We compare the
naive model’s performance against the human judgements and the paraphrases generated by our
initial model. We discuss extensions of the basic model in Section 2.5.1.

2.4 Experiment 2: Comparison against Naive Baseline

2.4.1 Naive Baseline Model In the case of verbal metonymy a naive baseline model can be
constructed by simply taking verb-noun co-occurrence data into account, ignoring thus the de-
pendencies between the polysemous verb and its progressive or infinitival VP complements.
Consider the sentence John began the book. In order to generate appropriate paraphrases for
begin book we will consider solely the verbs which take book as their object (i.e., read, write,
buy, etc.). This can be simply expressed as P(e|0), the conditional probability of a verb e given
its object 0 (i.e., the noun figuring in the metonymic expression) which we estimate as follows:
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P(elo) = f

(30)

The model in (30) treats metonymic verbs as semantically empty, and relies on their object
NPs to provide additional semantic information. The counts f(e,0) and f(0) can be easily ob-
tained from the BNC: f(0) amounts to the number of times a noun is attested as an object and
f(e,0) are verb-object tuples extracted from the BNC using Cass (Abney, 1996) as described
earlier.

2.4.2 Results We used the naive model to calculate the likelihood of the meaning paraphrases
that were presented to the subjects (see Experiment 1). Through correlation analysis we explored
the linear relationship between the elicited judgements and the naive baseline model. We further
directly compared the two models: i.e., our initial, linguistically more informed model and the
naive baseline.

Comparison between the probabilities generated by the naive model and the elicited judge-
ments yielded a Pearson correlation coefficient of .42 (p < .01, N = 174). Recall that our initial
model yielded a correlation coefficient of .64. We conducted a one-tailed t-test to determine if
the correlation coefficients were significantly different. The comparison revealed that their dif-
ference was statistically significant (t(171) = 1.67, p < .05), indicating that our model performs
reliably better than the naive baseline. Comparison between the two models (our initial model in-
troduced in Section 2.1 and the naive baseline model) yielded an intercorrelation of .46 (p < .01,
N = 174). These differences between the ‘full” probabilistic model and the naive baseline con-
firm claims made in the literature: different metonymic verbs have a different semantic impact
on the resolution of metonymy.

2.5 Experiment 3: Comparison Against Norming Data

Our previous experiments focused on evaluating the plausibility of meaning paraphrases gen-
erated by a model which does not take into account the contribution of the sentential subject.
However, properties of the subject NP appear to influence the interpretation of the metonymic
expression in otherwise neutral contexts. This is illustrated in (31) where the interpretation of en-
joy the book is influenced by the sentential subject: authors usually write books, whereas critics
usually review them.

31) a. The critic enjoyed the book.
b. The author enjoyed the book.

In this section we present an extension of the basic model outlined in Section 2.1 which
takes sentential subjects into account. We evaluate the derived paraphrases and their likelihood
again by comparison with human data. This time we compare our model against paraphrase data
generated independently by subjects that participated in an experimental study (McElree et al.,
2001) that was not designed specifically to test our model.

2.5.1 The Extended Model We model the meaning of sentences like (31) again as the joint

distribution of the following variables: the metonymic verb v, its subject S, its object 0, and the
implicit interpretation e. By choosing the ordering (e, v,s,0), we can factor P(e,0,s,V) as follows:

P(e,0,s,v) = P(e) - P(v|e) - P(s|e,v) - P(0le,v,s) (32)

The terms P(e) and P(v|e) are easy to estimate from the BNC. For P(e) all we need is a pos-
tagged corpus and P(v|e) can be estimated from Cass’s output (see equations (12) and (13)).
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The estimation of the terms P(s|e,v) and P(o|e,v,s) is however problematic as they rely on the
frequencies f(s,e,v) and f(0,e,v,s), respectively. Recall that there is a discrepancy between a
metonymic interpretation and its usage. As we’ve discussed earlier, the underlying interpretation
is not overtly expressed in the corpus. Furthermore, the only type of data available to us for the
estimation of P(s|e,v) and P(0|e,V,s) is the partially parsed BNC which is not annotated with
information regarding the interpretation of metonymies. This means that P(s|e,v) and P(0|e,V,s)
need to be somehow approximated. We first assume that the sentential subject S is condition-
ally independent of the metonymic verb v; secondly we assume that the sentential object 0 is
conditionally independent of v and s:

P(sle,v) ~ P(sle) (33)

P(ole,v,s) ~ P(ole) (34)

The rationale behind the approximation in (33) is that the likelihood of a noun s being a
subject of a verb e is largely independent of whether € is the complement of a metonymic verb v.
For example, authors usually write, irrespectively of whether they enjoy, dislike, start, or finish
doing it. The motivation for the approximation in (33) comes from the observation that an object
is more closely related to the verb that selects for it. We are likely to come up with book or Ietter
for 0 if we know that 0 is the object of read or write. Coming up with an object for 0 is not so
straightforward if all we know is the metonymic verb (e.g., enjoy, finish) or its sentential subject.
It is the verbs that impose semantic restrictions on their arguments rather than other sentential
constituents. We estimate P(s|e) and P(o|e) using maximum likelihood:

B(sle) = &) (35)

Bofe) = 1%:°) (36)

The count f(s,e) amounts to the number of times a noun S is attested as the subject of a
verb e; f(0,e) represents nouns attested as objects of e. Verb-argument tuples can be easily ex-
tracted from the BNC using Cass (see Section 2.2 for details). Table 11 illustrates the model’s
performance for metonymic constructions in (37). We only show the five most likely interpre-
tations the model came up with. Interestingly, different interpretations are derived for different
subjects. Even though pianists and composers are semantically related, pianists are more likely to
begin playing a symphony, whereas composers are more likely to conduct or write a symphony.
Similarly, builders tend to renovate houses and architects tend to design them.

(37) a. The composer/pianist began the symphony.
b. The author/student started the book.
c. The builder/architect started the house.
d. The secretary/boss finished the memo.

In the following section we compare the interpretations generated by the model against para-
phrases provided by humans. More specifically, we explore whether there is a linear relationship
between the frequency of an interpretation as determined in a norming study and the probability
of the same interpretation as calculated by the model.
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Table 11
Subject-related model interpretations, ranked in order of likelihood
begin symphony start book
composer | pianist author | student
write —222 play —24.20 write —14.87 read —16.12
conduct —23.79 hear —25.38 publish  —16.94 write —16.48
hear —25.38 give —28.44 compile —17.84 study —17.59
play —25.81 do —29.23 read —17.98 research  —18.86
create —25.96 have —30.13 sign —18.59 translate  —17.85
start house finish memo
builder | architect secretary | boss

renovate —15.43 design —16.87 write —19.79 draft —20.73
build —17.56 build —17.20 type —20.13 send —21.97
demolish ~ —18.37 restore —19.08 send —20.87 sign —22.04
dismantle —19.69 purchase  —19.32 sign —22.01 hand —22.12
erect —19.81 site —19.73 make —22.74 write —22.74

2.5.2 Method For the experiment described in this section we used the norming data reported in
McElree et al. (2001). In McElree et al.’s study subjects were given sentence fragments such as
(38) and were asked to complete them. Potential completions for fragment (38a) include writing
or reading. The study consisted of 142 different sentences similar to those shown in (38) and
included 15 metonymic verbs. 30 sentences were constructed for each of the metonymic verbs
start, begin, complete, and finish and a total of 22 sentences for attempt, endure, expect, enjoy,
fear, master, prefer, resist, savor, survive, and try.

(38) a. The writer finished ___ the novel.
b. The soldier attempted __ the mountain.
c. The teenager finished —__ the novel.

The completions can be used to determine interpretation preferences for the metonymic con-
structions simply by counting the verbs that human subjects use to complete sentences like (38).
For example, five completions were provided by the subjects for fragment (38b): climb, hike,
scale, walk and take. Of these climb was by far the most likely with 78 (out of 88) subjects gen-
erating this interpretation.* The most likely interpretations for (38a) and (38c) were respectively
write (13 out of 28 subjects) and read (18 out of 22).

For each of the sentences included in McElree et al.’s (2001) study we derived interpretation
paraphrases using the model presented in Section 2.5.1. We next compared the interpretations
common in the model and the human data.

2.5.3 Results In Experiment 1 we evaluated the paraphrases generated by the model by eliciting
plausibility judgements from subjects and showed that our model produces an intuitively plausi-
ble ranking of meanings. Here, we evaluate the quality of the produced paraphrases by directly
comparing them to norming data acquired independently of our model and the particular corpus
we are using.

The comparison between (log-transformed) model probabilities and (log-transformed) com-
pletion frequencies yielded a Pearson correlation coefficient of .422 (p < .01, N =341). We also

4 McElree et al.’s (2001) linguistic materials were manually constructed and not controlled for frequency. For
example one would expect (38b) to be relatively rare, even in a large corpus. This is true for the BNC where the

combination attempt mountain is not attested at all.
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compared the completion frequencies against interpretation probabilities derived using the model
presented in Section 2.3 which does not take subject-related information into account. The com-
parison yielded a correlation coefficient of .216 (p < .01, N = 341). We carried out a one-tailed
t-test to determine if the difference between the two correlation coefficients is significant. The
comparison revealed that the difference was statistically significant (t(338) = 2.18, p < .05).
This means that the fit between the norming data and the model is better when the model ex-
plicitly incorporates information about the sentential subject. The two models are as expected
intercorrelated (r = .264, p < .01, N = 341).

2.6 Discussion

We have demonstrated that the meanings acquired by our probabilistic model correlate reliably
with human intuitions. These meanings go beyond the examples found in the theoretical linguis-
tics literature. The verb-noun combinations we interpret were randomly sampled from a large
balanced corpus providing a rich inventory for their meanings. We have shown that the model
has four defining features: (a) it is able to derive intuitive meanings for verb-noun combinations,
(b) it generates clusters of meanings (following Vendler’s (1968) insight), (c) it predicts variation
in interpretation among the different nouns: the same verb may carry different meanings depend-
ing on its subject or object (compare begin book vs. begin house and the author began the house
vs. the architect began the house), and (d) it represents variation in interpretation among the dif-
ferent metonymic verbs (e.g., begin book vs. enjoy book). This latter property demonstrates that
although the model does not explicitly encode linguistic constraints for resolving metonymies,
it generates interpretations that broadly capture linguistic differences (e.g., attempt imposes dif-
ferent constraints on interpretation from begin or enjoy). Furthermore, these interpretations for
metonymic verb-noun pairs are discovered automatically, without presupposing the existence of
a pre-defined taxonomy or a knowledge base.

Note that the evaluation procedure to which we subject our model is rather strict. The de-
rived verb-noun combinations were evaluated by subjects naive to linguistic theory. Although
verbal logical metonymy is a well researched phenomenon in the theoretical linguistics litera-
ture, the experimental approach advocated here is new to our knowledge. Comparison between
our model and human judgements yielded a reliable correlation of .64 when the upper bound
for the task (i.e., inter-subject agreement) is on average .74. Furthermore, our model performed
reliably better than a naive baseline model, which only achieved a correlation of .42. When com-
pared against norming data, an extended version of our model which takes subject information
into account reached a correlation of .42. Comparison against norming data is a strict test on un-
seen data that was not constructed explicitly to evaluate our model but is independently motivated
and does not take our corpus (i.e., the BNC) or our particular task into account.

We next investigate whether such an approach generalizes to other instances of logical
metonymy by looking at adjective-noun combinations. Adjectives pose a greater challenge for
our modeling task as they can potentially allow for a wider range of interpretations and can
exhibit preferences for a verb-subject or verb-object paraphrase (see Section 1). Following the
approach we adopted for verbal metonymy, we define the interpretation of polysemous adjective-
noun combinations as a paraphrase generation task. We provide a probabilistic model which not
only paraphrases adjective-noun pairs (e.g., fast plane) with a related verb (e.g., fly) but also
predicts whether the noun modified by the adjective (e.g., plane) is likely to be the verbal object
or subject. The model achieves this by combining distributional information about how likely it
is for any verb to be modified by the adjective in the adjective-noun combination or its corre-
sponding adverb with information about how likely it is for any verb to take the modified noun
as its object or subject. We obtain quantitative information about verb-adjective modification and
verb-argument relations from the BNC and evaluate our results by comparing the model’s predic-
tions against human judgements. Consistent with our results on verbal metonymy, we show that
the model’s ranking of meanings correlates reliably with human intuitions.
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3 Metonymic Adjectives

3.1 The Model

Consider again the adjective-noun combinations in (39). In order to come up with the interpreta-
tion of plane that flies quickly for fast plane we would like to find in the corpus a sentence whose
subject is the noun plane or planes and whose main verb is fly. We would also expect fly to be
modified by the adverb fast or quickly. In the general case, we would like to gather from the
corpus sentences indicating what planes do fast. Similarly, for the adjective-noun combination
fast scientist we would like to find in the corpus information indicating what the activities that
scientists perform fast are, whereas for easy problem we need information about what one can do
with problems easily (e.g., one can solve problems easily) or about what problems are (e.g., easy
to solve or easy to set).

39) a. fast plane
b fast scientist
c. fast programmer
d easy problem

In sum, in order to come up with a paraphrase of the meaning of an adjective-noun combina-
tion we need to know which verbs take the head noun as their subject or object and are modified
by an adverb corresponding to the modifying adjective. This can be expressed as the joint prob-
ability P(a,e,n,rel) where e is the verbal predicate modified by the adverb a (directly derived
from the adjective present in the adjective-noun combination) bearing the argument relation rel
(i.e., subject or object) to the head noun n. By choosing the ordering {e,n,a, rel) for the variables
a,e,n, and rel we can rewrite P(a, e, n,rel), using the chain rule, as follows:

P(a,e,n,rel) = P(e)-P(n|e) - P(ale,n) - P(relle,n,a) (40)

Although the terms P(e) and P(n|e) can be straightforwardly estimated from the BNC (see (12)
for P(e); P(n|e) can be obtained by counting the number of times a noun n co-occurs with a
verb e either as its subject or object), the estimation of P(a|e,n) and P(rel|e,n,a) faces problems
similar to those for metonymic verbs. Let us consider more closely the term P(rel|e,n,a) which
can be estimated as shown in (41) below.

f(rel,e,n,a)

P(relle,n,a) = fena)

4D

One way to obtain f(rel,e,n,a) would be to fully parse the corpus so as to identify the
verbs which take the head noun n as their subject or object and are modified by the adverb a,
assuming it is equally likely to find in a corpus the metonymic expression (e.g., fast plane) and its
paraphrase interpretation (i.e., plane that flies quickly). As in the case of verb-noun metonymies
this assumption is unjustified: for the adjective-noun combination fast plane there are only six
sentences in the entire BNC that correspond to f(rel,e,n,a). According to the sentences in (42)
the most likely interpretation for fast plane is plane that goes fast (see examples (42a)—(42c)).
The interpretations plane that swoops in fast, plane that drops down fast and plane that flies fast
are all equally likely, since they are attested in the corpus only once (see examples (42d)—(42f)).
This is rather unintuitive since fast planes are more likely to fly than swoop in fast. Similar
problems affect the frequency f(e,n,a).

42) a. The plane went so fast it left its sound behind.
b. And the plane’s going slightly faster than the Hercules or Andover.
c. He is driven by his ambition to build a plane that goes faster than the speed of
sound.
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d. Three planes swooped in, fast and low.
e. The plane was dropping down fast towards Bangkok.
f. The unarmed plane flew very fast and very high.

In default of a corpus explicitly annotated with interpretations for metonymic adjectives, we
will make the following independence assumptions:

P(ale,n) ~ P(ale) (43)

P(relle,n,a) ~ P(relle,n) (44)

The rationale behind the approximation in (43) is that the likelihood of seeing an adverbial a
modifying a verb e bearing an argument relation to a noun n is largely independent of that specific
noun. For example, flying can be carried out fast or slowly or beautifully irrespectively of whether
it is a pilot or a bird who is doing the flying. Similarly, the adverb peacefully is more related to
dying than killing or injuring irrespectively of who the agent of these actions is. Accordingly, we
assume that the argument relation rel is independent of whether the verb e (standing in relation
rel with noun n) is modified by an adverb a (see (44)). In other words, it is the verb € and its
argument N that determine the relation rel rather than the adjective/adverb a. Knowing that flying
is conducted slowly will not affect the likelihood of inferring a subject relation for plane and fly.
Yet, we are likely to infer an object relation for plane and construct irrespectively of whether the
constructing is done slowly, quickly, or automatically. We estimate the probabilities P(e), P(nl|e),
P(ale), and P(rel|e,n) as follows:

p(e) = (45)
P(ole) = 2 (@6)
Plale) = 1o @)

Brelle,n) % 48)

By substituting equations (45)—(48) into (41) and simplifying the relevant terms, (41) is rewritten
as follows:

f(rel,e,n)-f(a,e)

P(a,e,n,rel) = o) N

(49)
Assume we want to discover a meaning paraphrase for the adjective-noun combination fast plane.
We need to find the verb e and the relation rel (i.e., subject or object) that maximize the term
P(fast,e,plane,rel). Table 12 gives a list of the most frequent verbs modified by the adverb fast
in the BNC (see the term f(a,e) in equation (49)) and Table 13 lists the verbs for which the noun
plane is the most likely object or subject (see the term f(rel,e,n) in equation (49)). We describe
how the frequencies f(rel,e,n), f(a,e), and f(e) were estimated from a lemmatised version of
the BNC in the following section.

Table 12 can be thought of as a list of the activities that can be fast (i.e., going, growing,
flying), whereas Table 13 specifies the events associated with the noun plane. Despite our sim-
plifying assumptions the model given in (49) will come up with plausible meanings for adjective-
noun combinations like fast plane. Note that the verbs fly, come, and go are most likely to take
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Table 12 Table 13

Most frequent verbs modified by Most frequent verbs taking as an argument

the adverb fast the noun plane

[ f(faste) [ f(fast,e) | | f(susy,e,plane) || f(oBi,e,plane) |
g0 29 work 6 fly 20 catch 24
grow 28 grow in 6 come 17 board 15
beat 27 learn 5 go 15 take 14
run 16 happen 5 take 14 fly 13
rise 14 walk 4 land 9 get 12
travel 13 think 4 touch 8 have 11
move 12 keep up 4 make 6 buy 10
come 11 fly 4 arrive 6 use 8
drive 8 fall 4 leave 5 shoot 8
get 7 disappear 4 begin 5 see 7

the noun plane as their subject (see Table 13). These verbs also denote activities that are fast (see
Table 12 where the underlined verbs are events that are associated both with the adverb fast and
the noun plane). Further note that a subject interpretation is more likely than an object interpre-
tation for fast plane since none of the verbs likely to have plane as their object are modified by
the adverb fast (compare Tables 12 and 13).

As in the case of metonymic verbs, the probabilistic model outlined above acquires meanings
for polysemous adjective-noun combinations in an unsupervised manner without presupposing
annotated corpora or taxonomic information. The obtained meanings are not discourse-sensitive;
they can be thought of as default semantic information associated with a particular adjective-
noun combination. This means that our model is unable to predict that programmer that runs fast
is a likely interpretation for fast programmer when the latter is in a context like the one given
in (5) repeated here as (50).

(50) a. All the office personnel took part in the company sports day last week.

b. One of the programmers was a good athlete, but the other was struggling to
finish the courses.
c. The fast programmer came first in the 100m.

3.2 Parameter Estimation

As in the case of verbs the parameters of the model were estimated using a part-of-speech tagged
and lemmatised version of the BNC. The counts f(e) and N (see (49)) reduce to the number of
times a given verb is attested in the corpus. The frequency f(rel,e,n) was obtained using Abney’s
(1996) chunk parser (see Section 2.2 for details).

Generally speaking, the frequency f(a,e) represents not only a verb modified by an adverb
derived from the adjective in question (see example (51a)) but also constructions like the ones
shown in (51b,c), where the adjective takes an infinitival VP complement whose logical subject
can be realized as a for-PP (see example (51c¢)). In cases of verb-adverb modification we assume
access to morphological information which specifies what counts as a valid adverb for a given
adjective. In most cases adverbs are formed by adding the suffix -ly to the base of the adjective
(e.g., slow-ly, easy-ly). Some adjectives have identical adverbs (e.g., fast, right). Others have
idiosyncratic adverbs (e.g., the adverb of good is well). It is relatively straightforward to develop
an automatic process which maps an adjective to its corresponding adverb, modulo exceptions
and indiosyncracies, however in the experiments described in the following sections this mapping
was manually specified.
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51) a. comfortable chair — a chair on which one sits comfortably
b. comfortable chair — a chair that is comfortable to sit on
c. comfortable chair — a chair that is comfortable for me to sit on

In cases where the adverb does not immediately succeed the verb, the parser is not guaran-
teed to produce a correct analysis since it does not resolve structural ambiguities. So we adopted
a conservative strategy, where to obtain the frequency f(a,e) we only looked at instances where
the verb and the adverbial phrase (AdvP) modifying it were adjacent. More specifically, in cases
where the parser identified an AdvP following a VP, we extracted the verb and the head of the
AdvP (see the examples in (52)). In cases where the AdvP was not explicitly identified we ex-
tracted the verb and the adverb immediately following or preceding it (see the examples in (53))
assuming that the verb and the adverb stand in a modification relation. The examples below
illustrate the parser’s output and the information that was extracted for the frequency f(a,e).

(52) a. [np Oriental art] [yp came] [agyp more slowly.] come slowly
b. [np The issues] [yp will not be resolved] [aqvp easily.] resolve easily
c. [np Arsenal] [vp had been pushed] [aqvp too hard.] push hard
(53) a. [Np Some art historians] [yp write] well [pp about the present.] write well
b. [np The accidents] [yvp could have been easily avoided.] avoid easily
c. [Np A system of molecules] [vp is easily shown] [yp to stay constant.] show
easily
d. [np Their economy] [yp was so well run.] run well

Adjectives with infinitival complements (see (51b,c)) were extracted from the parser’s out-
put. We concentrated solely on adjectives immediately followed by infinitival complements with
an optionally interv