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Abstract

The influence of English continues to grow to the extent tisaxpressions have begun
to permeate the original forms of other languages. It hasfieomore acceptable, and
in some cases fashionable, for people to combine Englishsplrwith their native
tongue. This language mixing phenomenon typically occuitgaily in conversation
and subsequently in written form. In fact, there is evidetocguggest that currently at
least one third of the advertising slogans used in Germaniago English words.

The expansion of the Internet, coupled with an increaseiladnitity of electronic
documents in various languages, has resulted in greagsttiath being paid to multi-
lingual and language independent applications. Howelreratitomatic identification
of foreign expressions, be they words or named entitiesey®ihd the capability of
existing language identification techniques. This failngs inspired a recent growth
in the development of new techniques capable of processixgdatingual text.

This thesis presents an annotation-free classifier dedigmelentify English in-
clusions in other languages. The classifier consists of $egquential modules being
pre-processing, lexical lookup, search engine classific@nd post-processing. These
modules collectively identify English inclusions and apbust enough to work across
different languages, as is demonstrated with German anttkreHowever, its major
advantage is its annotation-free characteristics. Thianaehat it does not need any
training, a step that normally requires an annotated coopesamples.

The English inclusion classifier presented in this thesithésfirst of its type to
be evaluated using real-world data. It has been shown t@merfvell on unseen
data in both different languages and domains. Comparisendrawn between this
system and the two leading alternative classification teghes. This system compares
favourably with the recently developed alternative tegei of combined dictionary
and n-gram based classification and is shown to have sigmifaxdvantages over a
trained machine learner.

This thesis demonstrates why English inclusion classifinas beneficial through
a series of real-world examples from different fields. Itiquiges in detail the difficulty
that existing parsers have in dealing with English expmessoccurring in foreign lan-
guage text. Thisis underlined by a series of experimentgusoth a treebank-induced
and a hand-crafted grammar based German parser. It will berskthat interfacing



these parsers with the annotation-free classifier preddrgee results in a significant
improvement in performance. Itis argued that English isduo detection is a valuable
pre-processing step with many applications in a number twfdjeghe most significant

of which are parsing, text-to-speech synthesis, macharestation and linguistics &
lexicography.
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Chapter 1

Introduction

Die Gewalt der Sprache ist nicht,
dass sie das Fremde abweist,
sondern dass sie es verschlingt.

The power of language is not
that it rejects foreign elements
but that it devours them.

JOHANN WOLFGANG VON GOETHE

Geographic language mixing is a well known phenomenon tbatrs on the bor-
ders between countries, where two different languageohouseful words, phrases
or sayings from each other. However, the growth of Interreet radically changed
this once localised phenomenon into virtual language ngixas it sweeps away all
physical restrictions once imposed by borders. There ave practically no limits
to language mixing as an Internet page can contain text irnyrddferent languages.
Given that the majority of text published on the Interneni€nglish, an ever increas-
ing number of its expressions and names are appearing evamcergeographically
distant languages. A good example of this phenomenon is &emwhere the number
of anglicisms in the language has increased consideraligcent years (e.g. Yang,
1990; Schitte, 1996; Utzig, 2002; Androutsopoutdsl., 2004; Tomaschett, 2005).
There is also strong evidence for the increasing influen&ngfish in many other lan-
guages such as French, Chinese, Japanese, Korean, Hinduae@n. Even so, the
intensity of English infiltration, as well as the impetus imehthis process, can vary
significantly between these languages. It has thereforerbe@ focal point for con-
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siderable research over the last few years (e.g. KuppeB;20dll-Lew, 2002; Moody,
2006; Yoneoka, 2005; Kachru, 2006; Dunn, 2007). In facireebnferences are now
dedicated to the subject area (e.g. the international cemée onAnglicisms in Europe
(2006) and the workshop dtrategies of Integrating and Isolating Non-native Egsti
and Structureso be held in February 2008).

Any form of language mixing presents a source of considerdificulty in nat-
ural language processing (NLP) applications that autarablyi parse data, perform
text-to-speech synthesis or translate data between lgeguaurrent tools make the
assumption that there is no language mixing, consideriygrgvut text to be mono-
lingual, and consequently fail to process foreign languagkisions correctly. In ma-
chine translation, this failure could result in anythingrfr direct transfer of the foreign
word into processed text to a complete loss of meaning thrdaigguage confusion.
Linguists who study the language mixing phenomenon nogmrallyy on painstaking
manual analysis of data to draw conclusions about the omacerof anglicisms in any
given language. This is not only time-consuming and cuntrees but also date spe-
cific. The reason for this is that languages evolve overikat short timescales; the
point at which collection of data for a corpus begins will alshcertainly have differ-
ent language mixing characteristics from the point at whiadnds, especially if the
corpus is collected over a few years. This underlines a reatirfor new automatic
foreign language inclusion detection techniques.

Increased availability of electronic data in differentdailages has encouraged the
NLP research community to devote greater attention to fmgtial and language in-
dependent applications. However, the task of detectingigarwords and names in
mixed-lingual text remains beyond the capabilities of &g automatic language
identification techniques (e.g. Beesley, 1988; Dunnin@4l1%avnar and Trenkle,
1994; Damashek, 1995; Ahmed al., 2004) which only really perform well when
identifying the base language of a sentence, paragraphamuent. The problem
with such existing techniques is that they are based on cterlanguage models or
n-gram frequencies, both of which statistically analygedal character sequences in
languages. Unfortunately, this means that they are n@dtitlanguage identification
at the word level and therefore do not deal well with mixeuylial text. Only a few
research groups are active in the field of mixed-lingual leagge identification (Pfis-
ter and Romsdorfer, 2003; Marcadsdtal,, 2005; Farrugia, 2005; Andersen, 2005, all
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reviewed in Chapter 2). None of their algorithms have bedaresively evaluated on
unseen data, using instead fixed sets of data that were addodusing the algorithm
design phase. Some of them rely on continued human inputedaniguage evolves
either to annotate new training data or to generate new Egguules. It is therefore
unclear how these methods perform on unseen data from a neaid@r how much

effort is involved to extend them to a new language. This digfies the benefit of
these algorithms, particularly in NLP applications, gitaat continued human inter-
action is necessary to ensure accurate processing.

This thesis examines the hypothesis that it is possible ¢atera self-evolving
system that automatically detects English inclusions eotanguages with minimal
linguistic expert knowledge and little ongoing mainterandt proposes a solution
combining computationally inexpensive lexicon lookup aydamic web-search pro-
cedures that will verify and optimise its output using ppeteessing and consistency
checking. This novel approach to English inclusion detectwill then be extensively
evaluated on various data sets, including unseen data iméeruof domains and in
two different languages. The thesis also presents extrasluation experiments to
test the usefulness of English inclusion detection for ipgrs It will show that by
providing knowledge about automatically detected Engtrahiti-word inclusions in
German to both a treebank-induced and a hand-crafted grapenser, performance
or coverage can be improved significantly. Successful detnation of such arn-
glish inclusion classifiersolves a significant problem faced by the NLP community
in ensuring accurate and reliable output given the growhsglenge of language mix-
ing in an Internet connected world. This thesis consist®otisapters each of which
examines distinct aspects of this work. They are outlingt@following paragraphs:

Chapter 2: Background and Theory presents the linguistic background and theoreti-
cal knowledge that lies behind this thesis. It first introglsithe linguistic phenomenon
of language mixing due to the increasing influence of Englislother languages, pro-
ceeding to provide an overview of different types and fregpires of English inclusions
in German, French and a few other languages. The historaiground and attitudes
towards the influx of anglicisms are also discussed. Thetehalpen reviews related
work on automatic language identification and discusseasdibernative approaches to
mixed-lingual text analysis.
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Chapter 3: Tracking English Inclusions in German describes an English inclusion
classifier developed for mixed-lingual input text with Genmas the base language.
It focuses initially on evaluation data preparation andaation issues, subsequently
providing a complete system description. The chapter atessgmts an evaluation of
the English inclusion classifier and its components, as ageits performance on two
unseen datasets. The results show that the classifier perfwell on new data in dif-
ferent domains and compares well to another state-ofthetaied-lingual language
identification approach. The penultimate section dessrdoel discusses parameter
tuning experiments conducted to determine the optimailnggstfor the classifier. Fi-
nally, the English inclusion classifier is compared to a svged machine learner.

Chapter 4: System Extension to a New Languagdescribes the adaptation of the
classifier to process French text containing English inohs The aim of this chapter
is to illustrate the ease with which the system can be addptddal with a new base
language. The chapter first describes data preparationh@mdeixplains the work in-
volved in extending various system modules. Finally, aitketavaluation on unseen
test data and a comparison of the classifier's performanosatanguages is presented
and discussed. The results show that the English inclusassifier not only performs
well on new data in different domains but also successfullii$ its purpose in differ-
ent language scenarios.

Chapter 5: Parsing English Inclusionsconcentrates on applying the techniques de-
veloped in the previous two chapters to a real-world tasks Thapter presents a series
of experiments on English inclusions and a set of randonstégs using a treebank-
induced and a hand-crafted rule-based German grammarrpdise aim here is to
investigate the difficulty that state-of-the-art parseasenwith sentences containing
foreign inclusions, thereby determining the reasons facauracy by means of error
analysis and identifying appropriate ways of improvinggiag performance. The ul-
timate goal of this chapter is to highlight the oft-forgetiesue of English inclusions
to researchers in the parsing community and motivate thadetdify ways of dealing
with inclusions by demonstrating the potential gains irspay quality.
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Chapter 6: Other Potential Applications discusses in detail a number of different
fields in which automatic identification of foreign inclua®would prove beneficial,
including text-to-speech synthesis, machine translatioguistics and lexicography.
The implications of applying English inclusion detecticnaapre-processing step in a
text-to-speech synthesiser are discussed in detail. &untbre, a strategy is proposed
for extrinsic evaluation of the inclusion classifier. Thigasegy is based on extensive
reviews of studies dealing with production and perceptibmxed-lingual speech,
second language acquisition and all aspects of synthgspieech containing foreign
inclusions. The chapter then rounds off with case studiethemsefulness of English
inclusion detection for machine translation as well asuistics and lexicography.

Chapter 7: Conclusions and Future Work reiterates the key lessons learnt during
this program of research, summarises all the core contobsiimade here and exam-
ines the directions that the author believes should be tekétnany subsequent body

of work.
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Chapter 2
Background and Theory

This chapter presents the background and theory behind tinke presented in this
thesis: (1) the phenomenon of anglicisms occurring in oldlweguages, and (2) pre-
vious work aiming to identify language portions in mixedgual text. The chapter
first describes the phenomenonafguage mixingwhich is the ultimate cause for the
research conducted as part of this thesis project. A spéggeof language mixing is
discussed, namely that caused by the growing influence didbngn other languages,
resulting in an increasing use of anglicisms. Particu)ahg phenomena diorrowing
andcode-switching related manifestations of such language contact, aresised in
detail. Subsequently, this chapter examines the typesgiicams occurring in Ger-
man, French and other languages. The historical backgrotitids language mixing
phenomenon, an underlying linguistic theory of anglicisthe types and frequency of
English forms found in those languages and attitudes taswther usage are presented.
The chapter continues with a review of previous and relateckwan automatidan-
guage identification(LID) with particular focus ormixed-lingual LID . Note that all
evaluation metrics and notations used by reviewed work aptied in the experiments
which are presented in this thesis are outlined in Appendix A



Chapter 2. Background and Theory 8

2.1 Language Mixing with English

Languages do not exist in isolation and have some degredloénte on each other
when they come into contact, for example, at the border ofdauantries where dif-
ferent languages are spoken, due to migration of peopléer abuntries or in multi-
ethnic societies. Such strong physical contact betweerspgech communities is not
the only cause for language mixing. In the past decade, tiesdoeen an increased
focus on studying the linguistic effects of language contlae to rapid globalisation
and the increasing popularity of the internet. Internegedaas greatly influenced the
course of different languages. Computer-related aativiitnd communication tech-
nologies lead to new models of communication (Tosi, 200hgliEh plays a signifi-
cant role as the prevailing language of internet commuiunatThis is illustrated in
Figure 2.1 which shows the estimated number of individuadjleage speakers using
the Web at the beginning of 2047.

English
Chinese
Spanish

Japanese
German
French
Portuguese
Korean
Italian
Arabic

Other languages

0 100 200 300 400
Millions of users

Figure 2.1: Top ten internet languages: estimated number of users per language (Inter-
net World Stats, 2007).

Lstatistics taken fronmternet World Staten June 13, 2007http://www.internetworldstats.
com/stats7.htm
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The number of internet users has increased nearly 71-fold ftn estimated 16
million in December 1995 to 1,133 million in June 200 While the overall presence
of English on the Web has declined during that time periodufé 2.1 clearly shows
that the internet is still English-dominated. The prepoadee of English on the Web
results in virtual language contact and concomitantly imglaage mixing. Two ex-
tensively studied phenomena that are the results of this ¢fganguage mixing are
language borrowing and code-switching which are discussed

2.1.1 Borrowing versus Code-switching

Both borrowing and code-switching are language contachpimena that are de-
fined and delineated by many linguists (e.g. Sankoff anddéptl984; McClure and
McClure, 1988; Myers-Scotton, 1993; Poplack, 1993; Garditdoros, 1995; King,
2000; Muysken, 2000; Callahan, 2004; Onysko, 2007, to nantealiew). While
some of them make a clear distinction between both phenoivessed on certain cri-
teria, others use the tergode-mixing to include any type of language mixing as it
is not always clear where borrowing stops and code-switchiegins. The criteria
that are used to classify foreign inclusions as either larrgs or code-switches are:
the number of lexical units, morpho-syntactic integratioto the receiver language,
and usage frequency. According to these three criteriapthrity of linguists de-
fine borrowings as single lexical units from a source languigt can be structurally
and sometimes phonologically modified when embedded irdadheiver language.
There is also a tendency to regard foreign expressions aeviiags if they are fre-
quently used (e.g. Sankoff and Poplack, 1984; Myers-Sapit®93; Muysken, 2000).
Proper nouns, including names of organisations, compameéddrands can generally
be classified as borrowings.

Conversely, code-switches are defined as multi-word urots fa source language
that retain their structure and pronunciation when embeédia¢he receiver language
(e.g. Onysko, 2006). Regarded as distinct from the surnmgnigéxt, Myers-Scotton
(1993) appropriately calls them “embedded language isfarid terms of their usage
frequency, code-switches are often thought of as singleroesces of foreign ele-
ments. Typically, code-switching is regarded as a symptbmi-oand multilingual

2Statistics taken fromAll About Market Researchon June 13, 2007: http:/www.
allaboutmarketresearch.com/internet.htm
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speakers in diverse discourse situations. However, On{&B06) argues that code-
switching in written language, yet less extensively iniggded, is a phenomenon that
does exist. Code-switching includes English phrasal aadsal segments occurring,
for example, in the German text as a result of English devetpinto a global means of
communication and its increasing impact on German. Ondigadton for this theory
is the high degree of latent bilingualism among German eapeakers. The author of
a written piece of text primarily acts as a mediator of theessditch with the aim to
induce a receptive code-switch in the reader.

While code-switching involves the insertion of foreignralents into the receiver
language, borrowing leads to the foreign element beingredtmto the receiver lan-
guage speaker’s lexicon (Muysken, 2000). However, thid-defined differentiation
can be problematic as certain foreign inclusions are diffimuclassify according to
these criteria. Onysko (2006) points out that the defingida not account for single-
word code-switches and multi-word borrowings both of whaadtur. He lists exam-
ples of English inclusions found in German newspaper teghsstrial and error
or Books on Demandhich, although multi-word English inclusions, appeareasdal
elements in the text and therefore follow the notion of bair@s. Moreover, Callahan
(2004) suggests that foreign, single-word company anddonames could be regarded
as code-switches as they are not subject to structural argdbgical adaptation. Dif-
ferentiating between borrowing and code-switching in ggolanguage can also be
ambiguous if the pronunciation of the foreign inclusionngerfect (Poplack, 1988).

It can therefore be concluded that there is no clear-cutndisbn between lan-
guage borrowing and code-switching. In fact, some lingustefer to define both
related manifestations of language contact as a continangimg from borrowing to
code-switching with non-canonical cases in between (eogdB1993; Clyne, 1993).
A differentiation is often dependent on the given situatbblanguage contact. Onysko
(2006), for example, carried out a corpus analysis invasitig the occurrence of En-
glish inclusions in German newspaper text. He found thath wome exceptions,
the majority of inclusions account for either borrowingmgie-word inclusions that
largely follow the morpho-syntactic conventions of Germancode-switching, multi-
word inclusions governed by English syntactic rules. Thpast of English on Ger-
man, French and other languages, particularly in writtaglege, is examined in more
detail in the following sections.
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2.1.2 English in German

As English is currently the dominant language of businessnse & technology, ad-
vertising and other sectors, it has become one of the maircaswf borrowing in
German. Androutsopoula al. (2004) show that, after 2000, the number of English
slogans in German advertising amounted to 30%, comparduetdé280s when only
3% were English, a 10-fold increase in only 20 years. In sooraains such as IT or
clothing, the percentage of English slogans reaches of 50vever, borrowing from
English is not a new development.

2.1.2.1 Historical Background

Language contact with English dates as far back as the 8trgelut was, at that
time, limited to the Northern regions of today’s Germany amainly occurred in the
domains of religion and trade (Viereck, 1984). First anghcs like the wordBoot
(boat) appeared in German during the Middle Ages as a rekalherging trade with
English merchants in the Rhineland as well as trade relati@ween Britain and the
Hanseatic League (Huffman, 1998; Viereck, 1984). Howether,number of angli-
cisms found in German at that time is relatively small, anmimgnto 31 at most as
suggested by some studies (cf. Hilgendorf, 2007). With titkistrial Revolution in
the 18th century, English became more and more popular im@&eispeaking territo-
ries and its growing influence eventually presented a chgéido the well-established
status of French which used to signal social prestige (&€ant994). However, En-
glish had an even stronger influence on German during the a@dh20th centuries.
Hermann Dunger emerged as one of the first critics of thisdtigtilgendorf, 2007).
At the end of the 19th century, he published a dictionary gfesfiluous germanised
foreign words and protested severely against the influx ajligh into the German
language (Dunger, 1882, 1909, both reprinted in 1989).

While British English was the main source of borrowing befdaorld War 11,
the establishment of the USA as a global power resulted inngamitant influx of
American English expressions into German (Hilgendorf,8)99 his development was
further amplified by technological advances such as thenthme of the internet as well
as increasing globalisation. Towards the end of the 20ttucgiand at the beginning
of the 21 century, linguists recorded an enormous increaeinumber of anglicisms
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entering German in many domains of life. In East Germany, development gained
momentum only after the reunification in 1990. During theceding 40 years of
socialism, anglicisms were disapproved for epitomising thanipulating influence
of the enemy of the people. According to Fiek al. (1997), the difference in the
frequency usage of anglicisms between West and East Gerataust completely
disappeared towards the end of the 1990s.

2.1.2.2 Frequency of English Inclusions

Concerning the frequency of anglicisms occurring in Germarihe last 50 years, a
whole range of corpus studies have been conducted by nusiémguists on different
types of corpora and domains. Carstenstal.(1972), for example, found an average
of 10 anglicisms per page when examining a German newspajéisped in 1971.
In earlier studies carried out in 1963 and 1965, he had estinanly one or two an-
glicisms per newspaper page (Carstensen, 1963, 1965). \iovigrisse (1993) shows
that even in the 1980s only relatively few anglicisms wernialty listed in West and
East German versions of the German dictionanden

A large number of diachronic studies were conducted to emartiie influence of
English on German over time. Yang (1990) reports an increease2.93 to 4.39 angli-
cisms per page of the German magaZder Spiegebetween 1950 and 1980. Schitte
(1996) shows that the percentage of anglicisms presentviertissement sections of
three German magazines increased from 1.1% to 6.7% betv@&dnahd 1991. Utzig
(2002) conducted a similar analysis but specifically foegin determining the pro-
portion of English job titles and descriptions in newspgpéradverts. He finds that
the proportion of anglicisms increases from 1.6% to 35.6%vben the years 1960
and 1999. Therefore, at the turn of the last century, mora tree third of job titles
and descriptions advertised in German newspapers are iiskngrhis percentage
is likely to have increased even further in recent years agifimexpressions are be-
coming more and more popular in German. Androutsopoatad. (2004) detects a
10-fold increase in the number of English slogans in GerntMeisements from the
1980s to after 2000. Tomaschett (2005) carefully examirtherisement sections
of three Swiss newspapers and found that between 1989 aidt2€® proportion of
anglicisms has risen from 2.9% to 8.9%, a 3-fold increasee @fth of anglicisms
refer to internet-related vocabulary signalling that tise rof the internet is a crucial
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Figure 2.2: Frequency of orthographical variants Club and Klub in Der Spiegel between

1994 and 2000 (Onysko, 2007).

factor in the increasing influence of English on German. Techatt found that there
is no substantial difference in the frequency of anglicism®ss different newspapers
but that figures vary considerably across domains. He obsdhat non-commercial
domains like obituaries and official announcements corftaifewer anglicisms than
commercial adds. However, even their initially small prajmm of anglicisms in 1989
has increased considerably over the time period that waestigated. A most re-
cently published diachronic corpus study on anglicisms iitté&n German is that of
Onysko (2007). His analysis shows that, apart from the ahgdtion of nominal bor-
rowings and variations in the concatenation of compounds)ynanglicisms used in
Der Spiegeffollow the principle of zero substitution on the grapheneedl| as illus-
trated by one example in Figure 2.2. The frequency of theiasgi Club increased
dramatically in theDer Spiegelssues published between 1994 and 2000. Conversely,
the assimilated variamtlub, which was still popular up until 1996, was no longer used
in 1999 and 2000.
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Onysko analysed the articles Dler Spiegelpublished in 2000 in greater detail.
He reports that 1.11% of all tokens and 5.80% of all types aademup of anglicisms
with a corresponding type-token-ratio of 0.29. The basrstiits corpus study is a
formal definition of the term anglicism which is explainedther in Section 2.1.2.4.
This largely overlaps with the types of English inclusioesagnised by the English
inclusion classifier described and evaluated in Chaptersi3laln German newspaper
text published in th&rankfurter Allgemeine Zeitunghe evaluation data used to assess
the classifier, the percentage of anglicisms varies depgnain the domain ranging
from 6.4% of tokens for articles in the domain of IT to 0.3% okens for articles on
topics related to the European Union (see Table 3.1 in Ch8jpte

Regarding the parts-of-speech of anglicisms found in Garmsaveral studies that
analysed this aspect using corpora in various domainslestat) that of all anglicisms
found, nouns are the most frequent ones, accounting for nianme 90% of tokens
(Yang, 1990; Yeandle, 2001; Corr, 2003; Chang, 2005). Angins representing other
parts of speech are relatively infrequently used. For exanip Chang’s analysis of a
computer magazine, 3% of all anglicisms were adjectives0ab%h verbs.

The main focus of this thesis is automatic English inclugietection in written
text. However, anglicisms often enter a language in spokemd first, before they
appear in written language. For example, Viereck (1980nhébun a comprehension
study that often subjects only understood certain anghisithat were presented to
them once they were pronounced to them by the experimentegetheral, studies
on the frequency of anglicisms in spoken German as well as phenunciation and
perception by German speakers are relatively limited caeth#o the plethora of an-
glicism research based on written German text. This is ma@iated to the availability
of appropriate speech corpora but also the fact that anyyetaxh and perception stud-
ies are influenced by a series of factors that are difficulbtttiol for, including the age
and the language skills of a speaker or listener (see Se&tloh.1). Several production
experiments established that the integration of anglisiand English sounds into Ger-
man pronunciation patterns is highly correlated with a satg age (e.g. Greisbach,
2003) and their ability to speak English (e.g. Fink, 1980)rtRer influential factors
are the origin of the anglicism (i.e. British or American Hgbh), its orthographic inte-
gration into the receiver language and the popularity ofekygression (Busse, 1994).
Fink (1980) also found that pronunciation patterns of amgns often do not corre-
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spond to their official transcriptions listed in German dinaries. A detailed study
by Glahn (2000) examining the use of anglicisms in broadoaistwo German public
TV channels shows that the frequency of anglicisms variessagrogrammes and is
highest in adverts, with an anglicism occurring on averageye23 seconds. Whereas
previous research attempted to classify the pronunciaifdull-word anglicisms as
a whole rather than examining their individual phones, @lalstudy also provides a
list of English sounds contained in anglicisms along witkittipronunciations in the
corpus. A recent comprehensive production and perceptiaty ©f English sounds in
German is that of Abresch (2007). Besides aforementionadlasions related to the
age and English language skills of subjects, she also fduatdBnglish xenophones,
i.e. phones that do not exist in German (see also Sectioh.6)lare pronounced more
authentically when occurring in proper names than in otjyge$ of anglicisms. More-
over, Abresch found that subjects with a good knowledge @jliEh nativise certain
English xenophones in German sentences, even though thegbé to pronounce
them authentically in English contexts.

Studies on the influx of anglicisms in written and spoken Garpalthough they
examine this type of language mixing from different angled with various definitions
of anglicisms, all point to the fact that the frequency of Estgwords and expressions
in German is increasing. As a result, there is frequent exy@o® German documents
containing English names and expressions. This growingenfie which English is
having on German, sometimes referred tdenglish (German mixed with English),
has developed into a controversial topic widely discusse¢kde German media and has
even appeared on Germany’s political agenda (HohenhaR86ém).

2.1.2.3 Attitudes towards English Inclusions

Attitudes towards the influx of English expressions intotten and spoken German
are relatively complex and often contradictory. While solnguists view this lan-
guage mixing phenomenon positively in terms of linguisteativity (e.g. Carstensen,
1986; Gorlach, 1994), language purists are warning of #tayg and death of German
(e.g. Weinrich, 1984; Moser, 1985). The Association of tleersan Language (Verein
Deutscher Sprache e.¥.Js also extremely critical of this linguistic developmert.

Shttp://www.vds-ev.de
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advocates resisting the use of superfluous anglicisms im&etand provides a list
of alternative German expressions to use instead (Junk66)2 The association ar-
gues that the anglicisation of German results in the exatusi people without the
necessary proficiency of English and calls the use of asgtisi‘show-off” behaviour.

However, such critics are generally in the minority and pesiattitudes to the
occurrence of anglicisms in German clearly prevail. Fornegke, Prof. Dr. Rudolf
Hohberg, Director of the Society for the German languageséBschaft fur Deutsche
Sprache), does not believe anglicisms to be a threat to the&elanguage (quoted
from an interview by Link, 2004). He views language as an ecain system where su-
perfluous words do not enter a lexicon by default (Hoberg020Boberg also quotes
the results of a survey carried out by the Institute for Garrhanguage (Institut fur
Deutsche Sprache) in 1997 which found that only a quarteresfr@ans believe that
this language mixing phenomenon is a cause for concerrkéhtit999). In a similar
fashion, other linguists perceive this linguistic devetamt as an indication of the high
prestige English has for Germans and the fact that Engleingtthe first foreign lan-
guage taught at school, is spoken by the majority of the @djmr (Hedderich, 2003;
Harris, 2003). Berns (1992) explains the motivation behisthg anglicisms in the
legal domain, for example, as an attempt at absolute pogcisinaming concepts, a
typical characteristic of legal writing. Hilgendorf (200@rgues that German native
speakers switch to English as the default language wherastieg with English na-
tive interlocutors, even if the German language skills af tatter are superior. As
commented on by Harris (2003), some linguists go as far aggrdting the eagerness
of Germans to speak English as a reaction to the xenophotiiie déscist era (Clyne,
1997; Zimmer, 1997; Busse and Gorlach, 2002) or as an esipresf their favourable
attitude towards European unity (Graddol, 1997). Ecletral. (2004) suggest that
the influence of English on German, a by-product of glob&btsa does not result in
language death.

Whether accepted by linguists and native speakers or ndg, a@vident that the
influx of English expressions into German has stimulatedrttexests of linguists and
lexicographers. For them, an automatic classifier of foreiglusions would prove a
valuable tool as lexical resources need to be updated tatéiis trend. This language
mixing phenomenon must also be dealt with by developers d? Bpplications.
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Anglicism
Formal Equivalence (E —> G.)

Formall Formally
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Core Anglicism Borderline Anglicism
- Borrowing — Interference
— Codeswitching (Lexical/Syntactic)
— Lexical/Syntactic Productivity — Unobtrusive Borrowing
(Hybrids, Pseudo Anglicisms

Figure 2.3: Classification of the term anglicism by Onysko (2007).

2.1.2.4 Typology of English Inclusions

There has been a plethora of research on the occurrence lafismg in German (and
other languages) often with varying definitions of the temglacism. The aim of this
thesis is to develop an automatic English inclusion clagsifiat is able to identify
English forms in other languages. Onysko’s (2007) formdinit®n of anglicism
visualised in Figure 2.3 serves as a suitable frameworkhigntork.

Onysko treats the concept anglicism as a hypernym of alligEimflrms occurring
in German: borrowing, code-switching, hybrid forms, psewaghglicisms as well as
interference and unobtrusive borrowing. Essentiallyecanglicisms are, with some
exceptions that are explained later, the forms that theiBmghclusion classifier is
able to recognise. Interference, i.e. semantic and funatitransfer on lexical, se-
mantic, and pragmatic levels as a result of formal simyaot source and receiver
language units likeealisieren(to become aware df) and unobtrusive borrowings like
Keks(biscuit, from cakes) are not recognised by the classifi¢hey are formally un-
marked in German. Onysko’s definition of anglicisms is algoreferable theoretic

4In German, the verlealisierenused only to be used im the senset@fcarry out or to put into
practice Because of its similarity to the English verbalisg it has adopted a new sense, agdn
become aware of sth.
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framework for the work presented in this thesis as it exctualesemantic borrowing,
I.e. loan substitutions (or loan coinage) which are an iratiegart of other definitions
(e.g. Betz, 1936; Haugen, 1950; Duckworth, 1977; Carsteris®/9; Kirkness, 1984;
Yang, 1990% One type of loan substitutions are loan translations, e German
word Familienplanungwhich means the same as the English expredsionly plan-
ning. Onysko (2007) views loan substitutions as conceptuaktrassions without
source language form and does not regard them as anglicishas banguage inher-
ent creations. The reason is that the actual proof of passitahceptual influence is
doubtful given that it is dependent on exact etymologicalence.

Currently, the English inclusion classifier is designedeicagnise but not distin-
guish between the following types of anglicisms:

e Borrowings:BusinessEvent Software
e Code-switchingreal big french guyGentlemen’s Agreememtothing at all

e English morphemes in hyphenated hybrid forrAgline-Aktien (airline share),
ComputerMaus (computer mouse@nline-Dienst (online service)

e Pseudo-anglicism8eamer(video projector)Handy(mobile phone)Qldtimer
(vintage car)

Before each type is discussed more extensively, it shoutidpigied that this thesis
refers to the term anglicism without differentiating beameBritish or American En-
glish. Borrowing and code-switching were explained in detaSection 2.1.1 and are
relatively straightforward to understand given that th@yoive clear language changes
between words in the textlnterlingual homographs are a particular type of phe-
nomenon that requires further explanation. They are fotmas éxist in different lan-
guages but not necessarily with the same pronunciationroasgcs. For example,
the German nouistation(hospital ward) and the English no@tation(as in Space
Station CreWy belong to this category. While the large majority of integual ho-
mographs in German text refer to the German variant, thex@sceptions. Software
that disambiguates the language origin of interlingual bgraphs would require a

5The sub-classification and naming convention for these itiefis vary. For a summary of these
and other definitions see Corr (2003).
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complex understanding of the semantics of the sentende it$8s necessitates some
level of deeper semantic processing to be implemented dehasoftware such that
it understands the overall meaning of a sentence. Devajapioh software is beyond
the scope of this thesis, however, often interlingual horaplys can be disambiguated
based on their surrounding context. As the main languageifa&ation components of
the English inclusion classifier described in detail in Glea are token-based, a final
post-processing module was implemented to resolve antlegdirom the context.

Two important linguistic processes in German ammpounding and inflection
which need to be considered as English inclusions are afsotadfl by them. Both
phenomena result in the formation of hybrid, or mixed-lingtorms, in this case
specifically tokens made up of English and German morphen@snpounding is
a very productive process in German. It involves concategatvo or more words to
form one single orthographic new word. Combining a Germardwath other words
in a compound can result in a virtually unlimited amount dfedient word forms. For
example, the longest compound found in the German corpusfas¢he experiments
in Chapter 3 isGruppenfreistellungsverordnungégroup exemption regulations).

In German text, English noun compounds conform to the Gerooampounding
process and are generally concatenated with or without adrypFor example;ash
flow becomes eithe€ashflowor Cash-Flow Generally, the unhyphenated version is
preferred unless the compound becomes too complex to reaglisk adjective plus
noun inclusions such asigh schoolare either simply capitalisedH{gh Schoa) or
concatenated into one tokeHighschoo). With the increasing influence English is
having on German, numerous mixed-lingual compounds haterexsh German, e.g.
Langzeitcrew(long-term crew)Keyboardtaschéeyboard bag)Backupdate{backup
file). There is a tendency to hyphenate such mixed-linguptessions in order to
facilitate differentiation between individual word elents. This often results in sev-
eral ways of spelling a mixed-lingual compound, eBgckup-Datei Back-up-Datei
or Backupdatei Currently, the English inclusion classifier is designeddoognise
English forms within hyphenated or non-concatenated miieglial compounds.

The identification of English inclusions within unhyphesgimixed-lingual com-
pounds requires deeper morphological analysis. A natymatcach to dealing with
such instances is to treat them as a concatenation of thpaoents. In future work,
the aim is to apply compound splitting techniques tested enm@an compounds and
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Figure 2.4: Splitting options for the mixed-lingual compound Keyboardtasche.

used for MT (Koehn and Knight, 2003), information retrie{lonz and de Rijke,
2001) and speech recognition (Larsetral., 2000). This work will investigate whether
the algorithm that breaks up compounds into known words diedsfibetween words
can be extended to determine English inclusions at the siamee This will be based
on exhaustive recursive search of sub-strings in an Engligha German lexicon in
order to determine possible splitting options, as illustian Figure 2.4. Additional
information such as frequency and POS tags of possible coemis can then be used
to determine the preferred splitting option.

Inflection, the second linguistic process resulting in ydorms, follows very
standardised rules in German which differ depending on #relgr, the ending of a
given noun and case marking. Unlike in German, English nalensot have different
grammatical gender. When used in German, they are assighed masculine, femi-
nine or neuter gender. This gender assignment is based eraseunditions including
morphological analogy, lexical similarity, latent or held semantic analogy or group
analogy to the German equivalent. The natural gender oruhgber of syllables can
also play a role, and anglicisms made up of verb and paril@deMake-upalways take
either masculine or neuter gender (Yang, 1990).

English nouns used in German are declined according taeiftenflection classes
which are defined based on the endings of the genitive singahnominative plural
analogous to the declension of German nouns. For exampladbelongs to the class
sl/s if both its genitive singular and nominative plural endirags-s (see Table 2.1).
The majority of English nouns follow the declensions hightied in light grey. While
most feminine English nouns are declined according to tfledtion classa/s , the
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g |@| @S| @ | e|en|er
(e)s|@|enjis| @ | e |en| er
g |@|en|fs|(n)|en|en|ermn
g |@|en|is| @ | e|en| er
- (e)s|o|en|is| @ | e |en| er

Table 2.1: Inflection classes for singular and plural nouns in German.

majority of masculine and neuter English nouns fall intoc¢teesss/s . English nouns
ending in-er like Clusterfollow the null plural declensiom and receive the ending
in the dative case. The plural ending of any noun stem ending$-s (Babysmeaning
babies). A small number of English nouns have two plural elesibns such aByte
(-s, -9). There are also some nouns that do not have a plEaiir(ess Publicity).

This analysis shows that the number of different types okatibn for English
inclusions nouns is relatively limited and largely predlate. For that reason, the En-
glish inclusion classifier is currently not set up to splitkuokens into the English
morpheme and the German ending. However, in future, it isiféato extend the
classifier to consider word stems as well. For example, tha@usternis unlikely
to be listed in a German or English lexicon. However, a looktithe string with all
possible inflection endings removed will return an entry@usterfrom the English
lexicon. If more than one ending can be removed and more tharstring is found
in the lexicon, the longest match will be considered. Althlothis method alone will
not facilitate case differentiation, it is expected to proe good results in determining
whether a stem is an English inclusion or not.

Another language contact phenomenon to be considered wiaysang mixed-
lingual data is the occurrence pseudo-anglicisms They are neologisms occurring
in the receiver language which, although made up of one oeraglish lexical items,
are sometimes unknown to or unrecognisable by English eapeakers (Onysko,
2007). Many pseudo-anglicisms are of genuine English waitish refer to some-
thing completely different when embedded in the receivagiemge, e.gBody Bag
(backpack)Evergreengolden oldie) Handy(mobile phone)Peeling(body scrub) or
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Wellnesgspa). Native German speakers are not always aware of tHisay believe
that they are genuine anglicisms that can be used with the sa@aning in English.
Other pseudo-anglicisms, which are made up of one or sezagdish morphemes, do
not actually exist in English, e.®@eamer(video projector) DJane(female DJ)Dog-
walk (catwalk at a dog showgitnessstudidgym) or Pullunder(sleeveless pullover).
The examples show that pseudo-anglicisms represent tdeqree use of English by
German native speakers. In many cases, the connectiondretive pseudo-anglicism
and its source language item(s) is obscure. Although Istgudisagree on whether
pseudo-anglicisms can be classed as borrowings, it is tlaasuch instances would
not exist in the receiver language if they had not been dériva@m lexical items in
the source language. For example, Onysko (2007) considens a&s anglicisms, but
not borrowings, as they are made up of English forms but atmlggthe result of
receiver language inherent creation. Their frequent aecuwe, however, indicates the
widespread influence of English in German-speaking tereso With respect to auto-
matic language identification, pseudo-anglicisms aradreas English inclusions.
The final aspect of language mixing taken into account is igiag number of
Englishproper namesin German caused by the increasingly international natire o
the working environment. English names of companiesGkegleor Germanwings
organisations lik&sreenpeacer Fertility Center Hamburgevents likeg=ullmoon Fes-
tival or Love Paradeand band names likBury in the Slaughterhouser Absolute
Beginnerappear frequently in German. Such English proper names arefesta-
tions of language contact whereby a specific concept isrditesferred with its name
into the receiver language or inherently created in theivecéanguage using English
forms (Onysko, 2007). In terms of the classification of cohtgpes, proper names
appear as borrowings even though they are not consistertbgnised as anglicisms
by linguists. For example, Yang (1990) regards proper naanas citations related to
English speaking countries as a sub-class of anglicismssd(1993) also considers
English proper names as anglicisms. In corpus studies,areegometimes excluded
(e.g. Onysko, 2007; Tautenhahn, 1998; Gentsch, 1994; Y&8§)) but often included
(e.g. Abresch, 2007; Hilgendorf, 2007; Corr, 2003; Hedzeri2003; Berns, 1992;
Galinsky, 1980; Koekkoek, 1958) in the analysis. Such sttind to be limited to
organisation, event, brand and product names and suchblikeexclude person and
location names. In this thesis, the same distinction is naadieonly English names of
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organisations, events, brands and similar are treated gissEmclusions. Identifying
the language origin of person and location names is coresideitask that is beyond
the scope of this thesis. Moreover, person names can be ogestanany languages,
though their pronunciation can differ. While this issue e¢ewvant to text-to-speech
(TTS) processing where it is necessary to differentiatevben different pronuncia-
tion variants, language identification of person and lasatiames is not vital to other
NLP processing applications such as machine translatidrcarpus analysis tools for
lexicographers.

2.1.3 English in French

Language mixing as a result of increasing numbers of Englsifils and expressions
appearing in another language is not limited to German. Teamence of anglicisms
and pseudo-anglicisms in French is not a new phenomenoere@®ne well known
anglicism in French is the wordieekendwhich was borrowed from English at the
beginning of the o century. However, with growing internationalisation, th&ux
of English expressions into the French language has takem difierent dimension
in recent years. Despite serious efforts from the Frencregovent in the 1990s,
which tried to restrict this trend by introducing new Frengbrds to replace already
prevalent anglicisms, the French media often do not obgethé¢ use of anglicisms.
This is particularly the case when a French term has not yen li@/ented or when
a specific English term is more modern and therefore more lpoplian its French
equivalent (Rollason, 2005; Nicholls, 2003). Moreoveg tlse of anglicisms in ad-
vertising, television and radio broadcasts is targetedifipally at a young audience
which is heavily influenced by Anglo-American culture. Fhgtmore, the prominence
of English on the internet has a large impact on the Frenchuage. The following
sentence, taken from an online article published by ZDNanh&e (Dumont, 2005),
contains some examples of English inclusions in French:

(1)  Tous lee-mailsentrants, qui ne seront pas diment authentifie$Spader 1D,
seront considérés automatiquement commsghm
Translation: All incoming emails which will not be duly authenticated by
Sender ID, will be automatically considered as spam.
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Despite extensive language planning and protection adedday the French govern-
ment, English inclusions appear regularly in various darsaif French society, includ-
ing the media, business and youth culture. Many linguidtgbate the attractiveness
of anglicisms to their concision, the law of least effore tack of similar terms in the
receiver language, and psycho-social factors (e.g. SBROD; Tattersall, 2003). There
is no doubt that the internet plays an important role in tleaasing influx of angli-

cisms in French and other languages as they come into victurghct with English,

the prevailing language of information published in webgmgnd online documents.

2.1.3.1 Historical Background

Historically, language mixing between French and Engliak been a reciprocal pro-
cess with French enriching English and vice versa. For exangfter the Normans
conquered England in 1066, a large number of French wordseshthe English lan-
guage. This process was reversed in the middle of the 18thrgefTattersall, 2003).
Rollason (2005) argues that some degree of such two-wagsdmgual contamination
Is inevitable between neighbours as close as Britain andcEralnteresting manifes-
tations of this cross-lingual borrowing are evident in tixéstence of anglicisms like
flirter and gadgetin French from the Englisto flirt and gadgetwhich linguists in
turn suspect to be borrowings from the Frerildureter(to talk sweet nonsense) and
gachette(catchpiece of a mechanisth).

Similar to German, the oldest anglicisms in French referréolé and seafaring
expressions. Before the 17th century, the occurrence oligntgrms in French was
relatively limited (Guiraud, 1965). From that point onwayérance borrowed increas-
ing numbers of English expressions as a result of Englandiwigg political and
economic status. This phenomenon intensified in the 19ttupewith the influx of
English terms related to science and technology (Sokol)R0lhe occurrence of an-
glicisms in French accelerated even more in the 20th cemasylting in the coinage
of the termFranglais (Etiemble, 1964) and extensive criticism by language psiris
including the Académie Francaise, an elite French intstin.

This language development also resulted in the passagecofatms: the Bas-
Lauriol law in 1975, imposing compulsory but non-exclusisage of French in partic-

Shttp://www.etymonline.com
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ular areas of French society, and the Toubon law in 1994, eamsion of the preceding
law, aimed at limiting the influx of English throughout sdgiand introducing French
equivalents to replace new and existing anglicisms (TedatEr2003; Nicholls, 2003).
This legislation led to a series of lawsuits against comgmauch as Quick in 1984 and
Body Shop in 1995 for the usage of English menu items, brandgpeoduct names
(Sokol, 2000; Tattersall, 2003). This resulted in hefty $ifier the culprits and an or-
der to translate their English menu items and product namtesHrench. The extent
to which these rigorous measures have limited borrowingnfEnglish is debatable.
Tattersall (2003) suggests that the lack of available Fresguivalents to fast
emerging anglicisms or the abundance of proposed Frencéhadepts for the same En-
glish concept (e.gnavigateur explorateur fureteur, lectoir, feuilleteurandbroutage
all referring to the English wortbrowse) can contribute to the establishment of cer-
tain anglicisms in French. Tattersall also regards Frerscare rigid than English,
and believes the concision and flexibility of English to bg fa&ctors in the attractive-
ness of anglicisms. Currently, the primary source of amgiis in French is American
English. This is due to the super-power status of the USA éwtbrld and is fuelled
further by the omnipresence of the internet, a largely Efglanguage medium.

2.1.3.2 Frequency of English Inclusions

Contemporary French writing and journalism are permeatid words and phrases
derived from English. For example, Rollason (2005) cite®guas analysis quoted
in Laroch-Claire (2004) which found approximately one newléecism in every three
pages ofNon merci, Oncle San{Mamere and Warin, 1999), a book which is domi-
nated by anti-American polemics of its two authors, Noéhhae, a politician of the
Green party, and Olivier Warin, a TV journalist. Severagjinsts have carried out com-
parative studies between the number of anglicisms ocauimrFrench and German.
Zimmer (1997) found that, for a set of 100 computing terms, thtive terminology
of German only amounted to 57%, almost 30% lower than thatefi¢h (86%). Con-
sequently, appropriate French translations for Englisinsewere preferred. Plumer
(2000) shows that there are 9% more anglicisms in Germatenréind spoken media
language than in French. Furthermore, Kupper (2003) detexithat the proportion
of anglicisms appearing in French newspaper advertisesriepted from 7% to 21%
between 1976 and 2001. She found the same three-fold imchedise proportion of
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anglicisms in German newspaper ads during that time penbdtarting at a higher
level (15% to 44%). Two further studies compared the numlenglicisms in the
Dictionary of European Anglicism&aorlach, 2001) listed as being used in German,
French, Italian or Spanish (Muller, 2003; Lohmaetral., 2004). Both found that most
anglicisms are used in German and numbers for French,ritahd Spanish are lower
but non-negligible. While this evidence suggests thatiaisghs are less frequently
used in French than in German, their increasing usage inchrenindisputable. In
fact, Humbley (2006) infers from his and previous analyded various European
languages are all affected by English with French being re@gtton. In the French
newspaper text published #EDNet Francé on IT-related subjects, the evaluation data
used to assess the English inclusion classifier for Frehelpercentage of anglicisms
amounts to 6.1% and 6.8% of tokens in the development anddggsespectively (see
Table 4.1 in Chapter 4). These percentages are very sinitaiose found in the Ger-
man evaluation data from the internet domain which was alsotated as part of this
thesis project (6.0% of tokens in the development set arfb @dthe test set listed in
Table 3.1). These findings provide some evidence that tlgubage policy advocated
by the French government failed, at least in some sectorsenidh society. Neverthe-
less, it is difficult to arrive at clear conclusions regaglthe intensity of the influence
that English has on various languages in such cross-laegr@gparisons.

2.1.3.3 Attitudes towards English Inclusions

Compared to Germany, France’s government is playing a deredbly more active
role in protecting its language from foreign influences. Hwer, it is unclear what
the French people’s attitude is to anglicisms given that theed to obey laws that re-
strict their usage of English terms and advocate the useesfdfrtranslations instead.
However, particularly French youngsters and people warkinthe media are rela-
tively open to the use of anglicisms which can be attributethé prestige of English
in certain circles and the fact that French equivalents doget introduced in time
for tight deadlines in a dynamic and fast moving journalismieonment. Therefore,
a number of language purists, including several Francoplstitutions, vehemently
condemn the contamination of the French language with Ehndgtrms (e.g. Laroch-

"http://www.zdnet.fr/
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Claire, 2004). Whether this attitude is shared by the Frgregdple is arguable. Flaitz
(1993), who acknowledges the fact that the use of Englishdespread in France, re-
ports the results of a survey on French people’s attitudearas English language and
culture. His survey, participated in by 145 people livingRaris, Rouen, Troyes, and
Montbard, shows that attitudes towards the English languaage generally positive in
1993. Only 25% of subjects were worried about the influenc&moérican English on
the French culture. This led Flaitz to conclude that the fomsiof the general French
population on the use of anglicism diverges from that of trenEh power elite.

2.1.3.4 Types of English Inclusions

The types of English forms appearing in French, and receghiz/ the English in-
clusion classifier, are similar to those occurring in Gernfaee Section 2.1.2.4).
This section provides a brief overview of different typesiaxamples, particularly
those that are specific to French. As in German, French aentanglish borrowing
(e.g.browse)) and code-switching (e.gvhat you see is what you geBorrowings can
be truncated and still refer to the English long forms li&et (football) orsnack(snack
bar) (Pergnier, 1989; Sokol, 2000). French also containedilingual forms, in par-
ticular English verbs with French endings (ecgacter forto coach (Rollason, 2005).
Such concatenated mixed-lingual forms are currently natgaised by the classifier.

A particular characteristic of anglicisms in French is tregiuent usage of English
present particle/gerund forms, the French “love affairthwiing forms. They have
generally taken on a locative meaning in French (Nicholl§)3). For examplehowl-
ing, camping dancing living, andparkingin French all refer to the locations where
these activities take place. Sometimes Englisg forms appearing in French did not
originally appear in English in their inflected form and witieir particular meaning
like lifting (face lift) (Thogmartin, 1984).

English compounds in French tend to be concatenated withitbout hyphens,
for examplgunkmailor shake-hanghandshake) (Tattersall, 2003; Thogmartin, 1984).
The latter anglicism is also an example of order reversamé&anglish compounds
appearing in French do not exist in English and are therefonsidered to be pseudo-
anglicisms, e.gtennisman(male tennis player) orecordman(male record holder).
Pseudo-anglicisms are generally widespread in Frenclydimg examples such as
smoking(tuxedo, dinner jacketgapping(channel hopping)ifting (face-lift), or spot
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(television commercial) (Picone, 1996; Nicholls, 2003).

2.1.4 English in Other Languages

The discussion above argued that occurrence of anglicsmsdmmon phenomenon
in European languages. This has resulted in a plethora edrels on this topic includ-
ing the compilation of th®ictionary of European Anglicism(&orlach, 2001) appear-
ing in 16 different European languages and a series of stymtessented, for example,
at the international conference @mglicisms in Européeld at the University of Re-
gensburg in Germany in 2006 (Fischer , forthcoming). Howeés language mixing
phenomenon is not only limited to Europe. English is infliegamany other lan-
guages with different types of alphabets. For example, iEhngs frequently found in
many Asian and Eastern European languages, including €hidapanese and Korean
as well as Hindi and Russian. The following section presantsccount of anglicisms
appearing in these languages. This is not an exhaustive agyohthe types of En-
glish inclusions occurring in all of the world’s languagésstead, it presents evidence
of anglicisms appearing in languages with non-Latin ssrgstd supports the argument
that English is influencing different languages in various/s:

In Chinese, English loan words tend to appear as either Gaitranslations or
transliterations, i.e. transcriptions using Chinese characters, cdibaui, to approx-
imate the English pronunciation. As each individual haras bne or more meanings,
a transliteration of an anglicism can be meaningless to som&ho fails to recog-
nise it as foreign. For example, the English wdrnasis transliterated into Chinese
using the two hanzi pronounced ba (to hope, to wish) angh (scholar, warrior,
knight)® Such transliterations often result in an approximate pnoiation of the
original sounds. Pronunciation variation in differentldi@s can even lead to multiple
transliterations for one anglicism. Although translasand transliterations tend to
be preferred, English is also appearing written in its ovaiLatin characters in some
sectors of Chinese society (Hall-Lew, 2002). Often poangltation from Chinese to
English, also referred to a@hinglish, results in the use of terms that seem bizarre or
even humorous to a native English speaker Nanoising(meaningNo shouting or
Don’t Bother(meaningDo not disturl).® Such mistranslations are occurring to such

8Example taken fromhttp:/www.yellowbridge.com/language/englishloan.ht ml
9Examples taken from: http:/news.bbc.co.uk/1/hi/warkié-pacific/6052800.stm
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an extent in Chinese that Bejing’s municipal governmentdesded to stamp them
out in the run-up to the Olympics in 2008 (BBC News, 15th ofdbetrr 20063°.

Japanese writing consists of a combination of three typespts: kanji (Chi-
nese characters) as well hBgsagana andkatakana (two phonetic, syllabic scripts).
Foreign words and proper names are generally translignaseng katakana charac-
ters which do not carry a meaning by themselves in the sameaw&gpniji (or hanzi)
do. Japanese words are generally written either in kanjiragana characters which
makes words of foreign origin relatively straight-forwaaddistinguish (Breen, 2005).
However, katakana are also used for certain technical aedtsc expressions, for
onomatopoeia (words imitating sounds) or for the purposermophasising words in
text (similarly to the italic font used in Latin-based s¢sp As in Chinese, the pro-
nunciation of foreign words is adapted by Japanese spetiktrsir native tongue and
therefore differs from that of English native speakers.(seeg Shirai, 1999, on the ger-
mination in loans from English to Japanese). The main reastimt some English
characters and sounds do not exist in Japanese.

Yoneoka (2005) found a large overlap of the English vocalgulaed in Japanese
and Korean. In fact, some English borrowings enter Koreadapanese and therefore
carry some Japanese phonological characteristics (Yan&tl05). For example the
English expressionk, okebariin Korean, is heavily influenced by the Japanese word
okimari(to decide). English terms are used frequently in Koredheein their original
forms or inHangul transliterations or translations (Bae and LHomme, 206&)ngul
is the official Korean script which is a phonetic, syllabiplabet whose individual
characters do not convey meaning. The recent influx of aisgtie both into Korean
and Japanese is largely attributed to globalisation andrihveing spread of computer
technology. Foreign names of new technologies are thexedtien directly inserted
without transliteration. This results in language mixiadso referred to aganglish
and Konglish (or wasei eigo), which can leave English native speakerdsitexed.
The Latin alphabet is also used for foreign abbreviatiordsaaronyms or for English
words in lyrics of Japanese popular music (Moody, 2006).

The genre of popular culture across Asia is renowned for mgixiative languages
with English. However, motivations behind this languageing can vary from
country to country. Unlike in Chinese, Japanese and Kordaraevthe use of English

LOArticle published athttp://news.bbc.co.uk/1/hilworld/asia-pacific/60528 00.stm
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IS seen as a sign of asserting one’s identity or showingteasie to traditions and
customs, Kachru (2006) states that the use of English irmindbp culture is more
of a playful manner. Kachru examinddinglish, a mix of English and Hindi, in
popular songs from Bollywood movies. He concludes that Bhdias been integrated
to such an extent in Hindi that it is no longer perceived as @aflaniliar language.
English words are either borrowed directly or invented. tvertisements, entire
English slogans are used, lik¥e need your heads to run our businessthe front
of a barber’'s shop in Juhu, Mumbai (Kachru, 2006). The inflidEaglish into
Hindi TV commercials, news articles and film song lyrics hasréased according
to Kachru. Language mixing occurs on the sentence, word abdwverd level as
exemplified in the song shown in Figure 2.5 where English waneg marked in italic
font. However, Hinglish was not always as popular as it autyeis. For example,
Sanjay Sipahimalani, Executive Creative Director of Puiblindia, said that ten years
ago Hinglish would have signalled a lack of education butjod is a huge asset
for his agency (cited in Baldauf, 2004). This shows that thaivation behind using
anglicisms can change over time.

In Russian, most English words and expressions are embeddidnsliterations
in the Cyrillic alphabet, e.gsayuep (voucher, specifically privatisation vouchers).
Anglicisms can also end in Russian inflections likeyuepuzanua (voucherisation),
referring to the issuing of privatisation vouchers, an esggion that is not commonly
used in English (Dunn, 2007). Moreover, pseudo-angliciBkesuusenTop (inven-
tor, referring to an events organiser in Russian) are vemyraon in Russian. Ustinova
(2006) speaks of an invasion of English words in Russiarnr¢hises significant concern
to Russian legislative and executive authorities that waméke legislative measures
against such language mixing. This increase in the use dfdfng supported by Usti-
nova’s findings when examining the frequency of English irs§an advertisements.
She found that 76% of Russian TV commercials contain English mixture of En-
glish and Russian. The main function of English expressinralvertisements is to
express novelty and prestige and signal high quality prtsdueor this purpose, some
English names are not always transliterated into the Qyalphabet but advertised in
their original Latin script. This is also the case for somgksh expressions likdress
codeor face controlalso used in Cyrillic scriptieiic-ronTpoan) referring to the job
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Excuse Me. Kyaa Re Excuse me...What's it?
Meraa Dil Tere Pe Fidaa Re... | am smitten by you

Bus StoPe Dekhaa Tujhe Pehli Baar | saw you first at the bus st
JhaTke MeN Ho Gayaa Tere Se Pyaar | fell in love as the busddrc
Excuse Me. aaN Bolnaa Excuse me...yes?

MaiN Pehle Se Shaadi Shudaa Re... | am already married.
Abhi To HooN Saala&oadati | am the master of street
Ladki ChaahuuN KaroRpati... | want a billionaire girl

Race Coursé&leN Dekha Tujhe Pehli Baar | saw you at the Race Cours
CounterPe Ho Gayaa Tere Se Pyaar | fell in love at the counter
Excuse Me.Kyaa Re Excuse me...What's it?
PoliceMeN Hai Meraa MiyaaN Re My husband is in the police
...Excuse Me.Yes Please Excuse me...Yes please

Ban Jaa Mera Bhaiyaa Re Better become my brother

Figure 2.5: Hinglish song lyrics, example taken from Kachru (2006)

of a bouncer outside a club when deciding who can enter orwtig, forthcoming).

It can be concluded that English is influencing many langsagehe anglicisa-
tion of those languages is a complex process with variousoreaand motivations.
Foreign words or proper names pose substantial difficulddSLP applications, not
only because they are hard to process but also becausegtibally, they are infinite
in number. Moreover, it is impossible to predict which fapeiwords will enter a lan-
guage, let alone to create an exhaustive gazetteer of thieenefbre, the increasing use
of English forms in different languages presents a chabelog\NLP systems that are
conventionally designed to handle monolingual text. Tis& @&f recognising English
inclusions is the main focus of the work presented in thisiheBefore introducing
an automatic classifier able to detect English languagegperin otherwise mono-
lingual text (Chapters 3 and 4), this chapter will reviewypoeis work on automatic,
specifically mixed-lingual, language identification (Sewt2.2).
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2.2 Automatic Language ldentification

Written language identification (LID) is the task of autoroally determining the lan-
guage of an electronic document. This is an important issneany areas of multilin-
gual information processing such as indexing or text ctacsgion. In our increasingly
multilingual society, automatic LID is vital to enable acate processing of natural
language in the case where a document’s language is notesgpar example from
its metadata, or from background information. Whilst fiessearch initiatives in writ-
ten LID began 30 years ago, the 1990s saw increasing effottgs field as the first
multilingual corpora were published. Today, a variety ofthie-shelf LID systems
are available. Presented with several lines of text, thélyattempt to identify its lan-
guage. This chapter will first give a brief overview of contienal approaches to LID
and then report specifically on LID systems designed to daalmixed-lingual text.

The majority of existing state-of-the-art LID systems rely word-level informa-
tion such as diacritics and special characters (Newman/)1@®mmon short words
(Johnson, 1993), character-level language models (Dgnii®o4) or methods based
on character-based n-gram frequencies (Beesley, 198&)atand Trenkle, 1994;
Damashek, 1995; Ahmeet al., 2004). Other automatic LID programs function by
determining the character encoding of a document (Kiku®g)9Comparisons of dif-
ferent techniques (Grefenstette, 1995; Capstilal, 1999; Padrdé and Padr6, 2004;
Kranig, 2005) demonstrate that it is difficult to determihe bne best LID methotk:
Their results largely depend on the type and number of lagggiavolved, the amount
of training data and the number of input words. This meanditiaaccuracy increases
with the length of the test data and is not satisfactory fdniiual words.

Cavnar and Trenkle (1994)’s approach of using characteamdrequency lists to
determine the language of a new piece of text is the underlgigorithm of TextCat,
an automatic LID system developed by Gertjan van Nddrdt is used for comparison
in some of the experiments described in Chapter 3. It creatgam frequency lists (1
to 5-grams) for various language corpora and the text to &etifled (n-gram profiles)
which are sorted by frequency counts in ascending order. nfFgem profile of the
text is then compared to each of the language corpus pradiilesms of n-gram ranks

1For a summary of different LID methods see also Getlal. (1997).
LPhttp:/www.let.rug.nl vannoord/TextCat
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by calculating the sum of all absolute rank distances foheagramt;. The language
| resulting in the smallest distanBesignals the language of the test document.

D= _i\rank(ti,text) —rank(tj, )| (2.1)

TextCat provides corpus profiles for 69 languages each tonggd00 n-grams per
language. If an n-gram does not occur in the profile, it is igi@enaximum distance
score of 400. Cavnar and Trenkle (1994) report an accura®® & for input strings
of at least 300 bytes and an accuracy of 98.3% for stringsssftleat 300 bytes using
their LID approach. No information is given regarding itsfoemance for really small
strings. In the experiments presented in Sections 3.4.13ah8.1, the collection of
corpus profiles was limited to the required languages, na@erman and English.

Most automatic LID systems are successful in identifying Iblase language of a
document but are not designed to deal with mixed-lingual texdentify the origin
of individual foreign words and proper names within a givemtence. Initial work
on this issue has been carried out by Font-Llitjos and B[@fK1) who use Cavnar’s
n-gram statistics approach to estimate the origin of unpegper names as a means of
improving the pronunciation accuracy for TTS synthesis.il/ftine LID performance
(for 26 languages) is not evaluated separately, the proatioic accuracy of proper
names increases by 7.6% from the baseline of 54.08% whemngdhguage origin
probabilities as a feature to the CART-based decision tredei LID has also been
applied in the field of name transliteration. Qu and Grefeitst(2004) used LID as
a way of determining language-specific transliterationlrads for Japanese, Chinese
and English named entities (NES) written in Latin script.efHanguage identifier is
based on tri-gram frequencies, whereby the language of d i8dhat for which the
sum of the normalised tri-grams is highest. On the trainiatadLID yields accura-
cies of 92% for Japanese, 87% for Chinese and 70% for Engésten. A further
study is that of Lewiset al. (2004) who implemented a character n-gram classifier to
differentiate between the 10,000 most common English w@&d<l3 unique transliter-
ated Arabic and 20,577 Russian names. Each of the threeetats slivided into 80%
training and 20% test data, a process which is repeated 4 tieselting in overlapping
training and test sets. Average precision values amount 1?8 for Russian names,
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92.0% for Arabic names and 98.9% for English common words.eklVeombining
LID and language-specific letter-to-sound rule decisieest the precision of phones
in the system transcription that match hand-transcribeshph amounts to 89.2% com-
pared to a baseline precision of 80.1% for a system that iplgitrained on the CMU
lexicon, a pronunciation lexicon for American English.

The latter work largely depends on the distinct statistatedracteristics between
languages. English, Russian and Arabic are very diffe@mgliages. Although En-
glish and Russian are both Indo-European languages, thaydi® different language
groups, namely Germanic and Slavic, respectively. Arabitthe other hand, is a
member of the Afro-Asiatic language family. Therefore, Lid» NEs of more closely
related languages is anticipated to be a more challengslg tAnother interesting
point made by Lewi®t al. (2004) is that unseen foreign words in English documents
are generally proper names. While this is largely true foglish, the same cannot be
said for German text, for example, in which increasing nurslzd anglicisms have
been recorded, particularly in the last 50 years. This camaily attributed to tech-
nological advances, in particular the invention of the catep and the internet, as
well as political events such as the creation and enlargeonfahe EU. As a result,
German documents frequently contain English inclusionspnly NEs but also many
other content words. The influx of anglicisms into German atier languages was
examined in detail in Sections 2.1.2 to 2.1.4.

It is evident that LID information would be beneficial to mliftgual TTS synthe-
sis and other NLP applications that need to handle foreignesa However, with the
increasing influence that English has on other languagate-ef-the-art systems must
also be able to deal with other types of foreign inclusionshsas English computer
terminology, expressions from the business world or adsiag slogans that are en-
countered in texts written in other languages. Moreovethdanguage mixing does
not only happen on the word level, i.e. a German sentenceicomg some foreign
words. It also occurs on the morpheme level when a word cositaiorphemes from
different languages. First efforts that address mixedtlad LID are discussed in the
following section.
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2.2.1 Language ldentification of Mixed-lingual Data

Most conventional LID systems are successful in recoggisiie language of larger
portions of text but are not well suited to classify indivadtokens or sub-parts thereof.
This section examines four LID approaches that are desigmeteal with mixed-
lingual input text. The first method relies anorpho-syntactic analysiscombined
with lexicon lookup (Pfister and Romsdorfer, 2003). The second approach is built
on a combination of different methods includidigtionary lookup andcharacter n-
gram statistics (Marcadetet al., 2005). The third system combinklsdden Markov
Model language tagging with dictionary lookup and characteedasgram modelling
(Farrugia, 2005). Finally, the last algorithm (Andersef02) is based on combined
chargram and regular expression matching Each study is reviewed in detail.

2.2.1.1 Morpho-syntactic Analysis of Mixed-lingual Data:
Pfister and Romsdorfer (2003)

Pfister and Romsdorfer (2003) outline the language mixirgnpmena which is typi-
cally encountered in German texts and derive a method fdysing such data. Based
on their analysis, they conclude that Swiss newspapeiestmntain many foreign
inclusions, the majority of which are of English but also soaf French origin. These
results are consistent with findings by Henrich (1988) wiatest that most of the for-
eign inclusions in German text for which German pronunoiapatterns do not apply
are either English or French. Such inclusions can vary frionpke word stems to entire
phrases. Pfister and Romsdorfer (2003) identified variopesyf English inclusions
and grouped them into three major categories:

1. Mixed-lingual word forms produced from an English stermiians of German
declension, conjugation or compounding, e.g.

e Den Manager n wird misstraut. (noun stem +, dative plural case)
Translation:Managers are mistrusted.

e Er surft gemn. (verbstem #, 3rd person singular)
Translation:He likes to surf.
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e Das ist ein  smartes System. (adjective stem +es nominative
neuter case)
Translation:This is a smart system.

e Manager gehalter sind umstritten. (compound noun)
Translation:Manager salaries are controversial.

e Exotic mixed-lingual words likeout gesour ct (outsourced).

2. Full foreign word forms that follow the foreign morpholage.g.

e Die Fans lieben ihr Team. (noun)
Translation:The fans love their team.

e Der Laser ist eine Lichtquelle. (noun)
Translation:The laser is a light source.

e Sie ist happy. (adjective)
Translation:She is happy.

3. Multi-word inclusions which are syntactically correcréign constituents, e.g.

e Der Konkurs von Swi ss Dairy Food ist ... (proper name)
Translation:The bankruptcy of Swiss Dairy Food is ...

e Human Touch kommt an. (noun group)
Translation:Human touch goes down well.

By foreign language inclusions they refer to foreign wordsichk are less assim-
ilated into the receiver language and tend to keep theiigarpronunciation. Pfister
and Romsdorfer (2003) make a distinction between foreiglugions and assimilated
loan words which are more integrated into the base languaggms of morphology,
syntax and pronunciation. A system able to derive the ap@tppronunciation and
prosody for mixed-lingual text can be used for polyglot THathesis. While such a
system can deal with assimilated loan words as with othedsvor the base language
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of the input, it must analyse which sections of the input areifjn and do not follow
base language patterns. In this case, one system analgsepti and produces syn-
thesised output with one voice. Therefore, polyglot TT$ed# from multilingual TTS
where independent subsystems are applied for input inrdiffdanguages and output
Is synthesised in the respective language-specific vogeesection 6.1.4).

Due to the language mixing phenomenon on the sentence amtleval in Ger-
man, Pfister and Romsdorfer (2003) conclude that morphcédgind syntactic anal-
ysis is required to process foreign inclusions for TTS sgsib. They argue that the
use of a lexicon containing full word forms is not sufficiestthe number of mixed-
lingual words is large, particularly due to the virtuallyp#rary combinations of stems,
endings and prefixes in the case of verbs and the unlimitecdeuwf mixed-lingual
compounds. There also is the issue of homographs belongididférent languages
which occur more frequently in mixed-lingual documents.eTéxample cited is the
word argumentwhich could be German, English or French depending on th&egon

Pfister and Romsdorfer (2003) then describe an approach xdddingual text
analysis for a set of languagék, L, L3, ...}. First, a set of monolingual analy-
sers is designed comprising language-specific lexica amd &red sentence grammars.
Secondly, an inclusion grammar is established for eachuiageg pair{L;, L;} which
defines the elements of langudgethat are allowed as foreign inclusions in language
Li. A mixed-lingual morpho-syntactic analyser for German &mgjlish (German be-
ing the base language) would require the loading of the geaitd grammars of both
languages as well as the inclusion gramm@ag (Figure 2.6). This approach is simi-
lar to that proposed by Joshi (1982) for dealing with Mard&thglish code-switching
where an asymmetric switching rule allows for the excharfgeategories in the base
(or matrix) language grammar with those in the embeddediagg grammar.

The language-specific grammars are independent and gramlagenalty values
are used to determine the optimal solution. The penaltyeghre set by linguistic
experts with the aim of solving interlingual ambiguitiesll Ambiguities in the chart
of a full parse are kept and the final sentence is selecteddingoto the minimum
accumulated penalty points. The morpho-syntactic analyseks each morpheme
with the corresponding language identifier and pronunmmatFigure 2.7 presents the
analyser’s output for the German sentenge Surft im World Wide Weh.
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Figure 2.6: Mixed-lingual German/English analyser (Romsdorfer and Pfister, 2003)

Pfister and Romsdorfer (2003) claim that the use of the immtugrammar pro-
vides an appropriate solution to the problem of interlindgwamographs. The rules of
the inclusion grammars allow all variants of a homographiffecent languages, but
the high penalty value prioritises the one that matchesahguage of the including
constituent. When having to distinguish between the laggsd&nglish, French and
German for the wor@rgumentthe inclusion grammar will give a higher penalty to the
foreign language variant and consequently prioritise tedanguage. This approach
works for the majority of cognates which are more likely t@ocin the base language
of the text. However, it does not present a viable solutior&iermining the language
of interlingual homographs that are actually foreign irstuns possibly with the same
gender but not necessarily the same semantics as the bgsadgnvariant. Consider
the following sentence:

(2) Ich habe nur eilhager getrunken.

Translation:l only drank one lagerOR | only drank one camp.
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-

Figure 2.7: Mixed-lingual analyser output (Pfister and Romsdorfer, 2003)

The interlingual homograpbagercould either refer to the German neuter noun, which
has many different meanings includingmp or the English noun, i.e. a type of beer.
Given the context, it is evident that we are dealing with aglish inclusion. However,
the analyser would give higher priority to the German varian

Pfister and Romsdorfer (2003) note that individual langugrg@enmars consist of
more than 500 rules whereas the inclusion grammar contamsd 20 rules. While
they state that the morpho-syntactic analyser is precisketacting the language of
tokens and the sentence structure, they did not actuallya&eathe performance of
their system. The reason is that the various lexica and gemosed by the rule-
based morpho-syntactic analyser are relatively small avdrage is thus very limited
(correspondence with authors). Results would be largetyidated by the words that
are not covered by the morphological analyser and not medkamperformance of the
approach. Itis therefore unclear how well the analysergeers on real mixed-lingual
data. Although Pfister and Romsdorfer (2003) have taken taneisting approach to
dealing with mixed-lingual data, a system working with krdexica and grammars
will be very expensive in terms of computational overhead aray fail when rules
contradict each other. This method is also very costly aergig that linguistic ex-
perts have to write from scratch all the necessary gramnoaesich language scenario.
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2.2.1.2 Combined Dictionary and N-gram Language ldentifica  tion:
Marcadet et al. (2005)

A further approach to LID for mixed-lingual text is that of Madetet al. (2005). Their
LID system is specifically designed to function at the frentd to a polyglot TTS syn-
thesis system. They present experiments with a dictiobased transformation-based
learning (TBL) and a corpus-based n-gram approach and dhatwatcombination of
both methods yields best results.

The dictionary TBL approach is based on the concept of samith a simple
algorithm and iteratively applying transformations to imoye the current solution. It
starts with an initial state annotator which classifies takas either English, French,
German, lItalian or Spanish based on dictionary lookup. Tibgomary contains the
most frequent words for each language and is severely reldncsize by applying
over 27,000 morphological rules including special chaaas well as suffix and prefix
rules. Marcadeet al. (2005) do not give any details as to how these rules are deate
After the initial lookup, all tokens which could not be assgl to one specific language
are treated as ambiguous. Subsequently, the primary lgegofieach sentence is
determined. Finally, the language ambiguous tokens amvess by means of a rule
tagger. This tagger is made up of 500 hand-written rules itimmihg on the current,
previous or next word and language tag. Even though the esutiadi this method their
TBL approach, TBL is not actually carried out due to the latkibngual training data.

Their second method, the n-gram with context approach,tissgncorpus-based.
A character n-gram language model is trained for each laggaad during the LID
stage, the most likely language tadgor a wordw is computed as:

L = argmax {P(L|w)} (2.2)

The language likelihood of a given word is calculated on th&$of the probability
of its character n-gram sequence (7-grams) and weighteplitage likelihood scores
of the previous and next token in order to account for context

Marcadetet al. (2005) evaluate their system using three small mixed-Ehgest
scripts in different languages (Table 2.2). The proportibforeign inclusions in each
of the test scripts suggests that they are not a random selexdttext but rather a col-
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50 49 25
195 123 119
1129 0 0
6 795 2

5 0 0

8 0 494
202 132 99
1545 1050 714

Table 2.2: Language origins of words in three test scripts (Marcadet et al., 2005)

lection of sentences specifically chosen for this task. Hgeam approach is outper-
formed by the dictionary TBL approach. Combining both metthand subsequently
running the rule tagger outperforms both individual scorgse dictionary lookup ef-

fectively deals with known tokens and the n-gram methodlvesounknown words.

The combined approach yields word error rates (WERs) of @r7é&he French data,
1.33 on the German data and 0.84 on the Spanish data, reshe¢Tiable 2.3).

Table 2.3: Token-based language identification error rates (in percent) for three different

test scripts and methods (Marcadet et al., 2005)

Table 2.2 shows that the test sets are very small. Moredweteist sentences are
not randomly selected. It would therefore be interestinglétermine the system’s
performance on random data and how it scales up to largersgtdéa The paper also
does not report the performance of each individual appréadel state annotator, n-
gram and context rules) in the combined system or the pedoam for each language
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separately in terms of precision and recall. Their test eatg contain a very small
number of non-English foreign inclusions. As individual¢mage scores are not given,
itis unclear if their system identifies them correctly. Ityrize sufficient to concentrate
on English inclusions alone to make the system more conipuotdly attractive.

Section 3.4 examines how the English inclusion classifieeldped as part of this
thesis performs on the German test data designed by Mareade{2005) and shows
that it marginally outperforms their system. The Englistlirsion classifier therefore
compares favourably to state-of-the-art mixed-lingudb LI

2.2.1.3 Hidden Markov Model Language Tagging:
Farrugia (2005)

Similar to the previous approach, the following method soalesigned to function as
a pre-processing step for TTS. Farrugia (2005) proposemttased LID for mixed-
lingual Maltese English SMS messages by means of Hiddendwavtodel (HMM)
language tagging combined with dictionary lookup and a atter n-gram language
model for dealing with unknown words.

In the HMM, the language tags of token are the hidden stajesfl the words are
the observationsyf. Figure 2.8 shows that the current language tapi¢ dependent
on the previous language tag (1), and the currently observed worg)is dependent
on the current language tag ).

‘A—P—-@—-—P o

& o G

Figure 2.8: Hidden Markov Model architecture, source: http://en.wikipedia.org/

wiki/Hidden_Markov_model

These dependencies are captured via transition probabitietween statea) and
emission probabilities between states and observatf)na @ndp as well as the initial
state distributionf) are all computed from an annotated SMS training corpuse®siv
these parameters, the aim is to determine the most likelyesexg of language tags
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that could have generated the observed token sequenceis™ure by means of the
Viterbi algorithm (e.g. Rabiner, 1989).

The LID algorithm handles unknown words first by means of aiali@ary lookup
for each language involved. If an unknown token is preseatdictionary, four train-
ing samples are added with the corresponding language téigis Inot found in the
dictionary, one training sample is added. If a token is nanfibin any dictionary, the
system backs off to a character n-gram language model basadraining corpus for
each language (e.g. Dunning, 1994). Farrugia uses a davidleese English corpus
of legislative documents for this purpose. Three sampledtegn added to the SMS
training corpus for the most likely language guess. Aftasbig the training sample
in this way, the HMM is rebuilt and the input text is taggediwldinguage tags.

Farrugia’s algorithm is set up to distinguish between Madtand English tokens.
He reports an average LID accuracy of 95% for all tokens iedhtifferent test sets
containing 100 random SMS messages each, obtained viaeaftiidecross-validation
experiment. As the language distribution for each of thegets is not provided, it is
unclear how well the system performs for each language mgef precision, recall
and F-score and consequently how proficient it is at detengiinglish inclusions.
Therefore, it is difficult to say what improvement this LIDssgm provides over simply
assuming that the input text is monolingual Maltese or Eiglin fact, Farrugia (2005)
does not clarify at what level code-switching takes plaae, if SMS messages are
made up of mostly Maltese text containing embedded Engkphessions, if language
changes are on the sentence level, or if messages are waiitgaly in Maltese or
English. Furthermore, it would be really interesting toastigate how well Farrugia
(2005)’s approach performs on running text in other domairswhat the performance
contribution of each of the system components is. Congidetfiat languages are
constantly evolving and new words enter the vocabularyyestay, the dictionary and
character n-gram based approach for dealing with unknowndsvis relatively static
and may not perform well for languages that are closely eelat

2.2.1.4 Lexicon Lookup, Chargrams and Regular Expression M atching:
Andersen (2005)

Andersen (2005) notes the importance of recognising asgiE to lexicographers.
He tests several algorithms based on lexicon lookup, cteraegrams and regular
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expression matching and a combination thereof to autoaitiextract anglicisms in

Norwegian text. The test set, a random sub-set of 10,000 okem a neologism

archive (Wangensteen, 2002), was manually annotated bguther for anglicisms.

For this binary classification, anglicisms were defined #seeiEnglish words or com-

pounds containing at least one element of English origirseBan this annotation, the
test data contained 563 tokens classified as anglicisms.

Using lexicon lookup only, Andersen determines that exaadcimng against a lex-
icon undergenerates in detecting anglicisms, resultingpwnrecall (6.75%). Con-
versely, fuzzy matching overgenerates, resulting in loecigion (8.39%). The char-
acter n-gram matching is based on a chargram list of 1,0 siteonstisting of 4-6
characters which frequently occur in the British Nationar@us (BNC). Being typ-
ical English letter sequences, any word in the test set gontasuch a chargram is
classified as English. This method leads to a higher pretisicr4.73% but a rela-
tively low recall of 36.23%. Finally, regular expression tetaing based on English
orthographic patterns results in a precision of 60.6% aretall of 39.0%.

On the 10,000 word test set of the neologism archive (Warigens 2002), the
best method of combining character n-gram and regular ege matching yields an
accuracy of 96.32%. Simply assuming that the data does mdaicoany anglicisms
yields an accuracy of 94.47%. Andersen’s reported accusaoye is therefore mis-
leadingly high. In fact, the best F-score, which is calediabased on the number of
recognised and target anglicisms only, amounts to only @4 75.8%, R = 48.8%).
However, this result is unsurprisingly low as no differatiton is made between full-
word anglicisms and tokens with mixed-lingual morphemethéngold standard.

A shortcoming of Andersen’s work, and other reviewed stadige that the meth-
ods are not evaluated on unseen test data. The knowledgewbps evaluations
could have affected the design of later algorithms. Thidaeasily be tested on an-
other set of data that was not used during the developmege.stit would also be
interesting to investigate how the methods devised by Aseteperform on running
text instead of a collection of neologisms extracted frokrt. té&/hile Andersen’s work
is already applied in a language identification module as gfaa classification tool
for neologisms, language identification on running textldoexploit knowledge of
the surrounding text. Applied in such a way, anglicism dedecwould also allow
lexicographers to examine the use of borrowings in context.
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2.3 Chapter Summary

This chapter presented an overview of the entire backgramtitheory behind the
work presented in this thesis. It first discussed the issuangfuage mixing with En-
glish as a result of globalisation and the omnipresencesoiftternet. It was found that
English influences many languages and that the influx of eisgtis is on the increase.
Many different types of language mixing phenomena and iffemotivations for us-
ing English were established in the analysis of differenglaages. Particular focus
was given to German and French.

As many NLP applications are relying on monolingual textuppghe issue of an-
glicisation of languages needs to be addressed in ordertmira the accuracy of such
systems. This task of recognising foreign words in diffétanguages is starting to be
addressed. Previous studies reviewed in this thesis relgxacon lookup, character
n-gram statistics or rule-based morpho-syntactic ansiysorder to detect foreign in-
clusions. However, none of the proposed methods were eealwan unseen data or
running text. Moreover, some of the methods proposed redtaining data or rules
which linguists need to design from scratch for every nevglage scenario.

In the following three chapters, the English inclusion slfier, designed as part of
this thesis project, is introduced and evaluated in deféle complete classifier and
its components are evaluated intrinsically on German ardd¥r data sets (Chapters 3
and 4) and extrinsically in several parsing experimentsl. exhluation metrics and
notations are presented in Appendix A in order to facilitag¢ter understanding of all
experiments described in the remainder of this thesis.



Chapter 3
Tracking English Inclusions in German

The recognition of foreign words and foreign named entiti¢iSs) in otherwise mono-
lingual text is beyond the capability of many existing LIDpapaches and is only start-
ing to be addressed. This language mixing phenomenon islerévn German where
the number of anglicisms has increased considerably imtegsars. This chapter
presents an annotation-free and highly efficient systemetkaloits linguistic knowl-
edge resources, namely English and German lexical datalzaskthe World Wide
Web, to identify English inclusions in German text (Alex aBGdover, 2004; Alex,
2005). This system is referred to as the English inclusiassifier.

After briefly reiterating the issue of English inclusionsdamotivating the tool in
Section 3.1, Section 3.2 describes the corpus which wasatetl and annotated specif-
ically for this task as well as some annotation issues thageam the process. This
chapter then continues with a detailed overview of the systeodules of the English
inclusion classifier (Section 3.3). The final system as welingividual components
are evaluated in Section 3.4. Additionally, the perforneaatthe classifier on unseen
test data is presented and compared to another state-afith@xed-lingual LID ap-
proach. The final design of the English inclusion classiidvased on the results of a
series of parameter tuning experiments which are presémt&ection 3.5. Finally, the
system'’s performance is compared to the performance ofergiged machine learner
in a series of in- and cross-domain experiments with a maxineatropy (maxent)
tagger trained on a hand-annotated corpus (Section 3.6).

46



Chapter 3. Tracking English Inclusions in German 47

3.1 Motivation

In natural language, new inclusions typically fall into tweajor categories, foreign
words and proper nouns. They cause substantial problenfsLfBrapplications be-
cause they are hard to process and frequent in number. ffficuttito predict which
foreign words will enter a language, let alone create an esinge gazetteer of them.
In German, there is frequent exposure to documents contpinglish expressions
in business, science and technology, advertising and edwors. The increasing in-
fluence which English is having on German is also referredst®anglish (German
mixed with English) and widely discussed in the German medHaving a look at
newspaper headlines confirms the existence of this pherum(®veiss, 2005):

(1)  Security-Tool verhindert, dasslacker lberGoogleSicherheitsliicken finden.

Translation: Security Tool prevents hackers from finding security holes
via Google.

Foreign word inclusions can be regarded as borrowings wéwieHurther sub-divided
into assimilated loan wordandforeign words Loan words are relatively integrated
into the receiver language whereas foreign words are |ésgriated (Yang, 1990). The
system described here is specifically tailored to recogfussign words and names
with English origin. However, the system also attempts &mtdy words with the same
spelling in both languages, including assimilated loandsoand internationalisms
stemming from English and other languagdes.

The benefit which the automatic classification of EnglisHusons presents to
natural language parsing will be determined in a task-basaldiation in Chapter 5. As
foreign inclusions carry critical content in terms of prowiation and semantics, their
correct recognition will also provide vital knowledge to nyaapplications that process
natural language, including polyglot text-to-speech Bgais and machine translation.

Loan substitutions (Lehnpragungen, Betz (1974)) or makborrowing (inneres Lehngut, Yang
(1990)), like the wordspracherkennungspeech recognition), are other types of borrowings. Tlaese
instances where the lexical items of the donor languagexaessed using semantically identical or
similar lexical items of the receiver language. For the jpsof the experiments, loan substitutions are
not separately identified and are classified as German weritiey are made up of German morphemes.



Chapter 3. Tracking English Inclusions in German 48

These applications are elaborated on in more detail in @n&ptin the same chapter,
the English inclusion classifier will also be presented aslaable tool for linguists
and lexicographers who study this language-mixing phemames lexical resources
need to be updated and reflect this trend.

3.2 Corpus Description and Preparation

3.2.1 Data

As the classification of foreign inclusions is a relativelyvel computational linguis-
tics task, there was no appropriate hand-annotated datvaidble at the outset of
this research project. This lead to the collection of a dgwelent and test corpus
made up of a random selection of German newspaper artiches fine Frankfurter
Allgemeine Zeitung: The articles were published between 2001 and 2005 in the do-
mains: (1)internet & telecoms, (2) space traveland (3)EU. These specific domains
were chosen to examine the use and frequency of Englishsiocis in German text
of a more technological, political or scientific nature. Tdecision to randomly se-
lect was a deliberate one, as one of the aims was to deterimengypical frequency
of English inclusions readers can expect in texts writtethose three domains. With
approximately 16,000 tokens per domain, the overall dgprakent corpus comprises
48,000 tokens (see Table 3.1) in total. The test set is ofcequpiately equal size as
the development set for each domain. It was ensured thattibkesa in the test data do
not overlap with those in the development data. The test astiigated as unseen and
only used to evaluate the performance of the final system.

3.2.2 Annotation

In order to evaluate the performance of the English inclusiassifier quantitatively,
an annotated gold standard was required. The initial dlassoutput was used as
a basis for hand annotation, i.e. the output was loaded h#cahnotation tool and
corrected manually. The gold standard annotation was aadwsing an annotation

2http://www.faz.net
3The initial classifier was a combination of the lexicon andrsk engine modules described in
Section 3.3.3 and 3.3.4 but without post-processing ortfimig.
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tool based on NXT (Carlettat al., 2003) which operates with stand-off XML input
and output. The binary annotation distinguishes betweenctasses using the BIO-
encoding (Ramshaw and Marcus, 1995): English inclusioartselare marked as I-EN
(inside an English token) and any token that falls outsigkedategory is marked as O
(Outside). As the annotation was performed on the level®token (and not phrase),
an English inclusion received the tag B-EN only if it was meed by another English
inclusion. The annotation guidelines, which are preseiedktail in Appendix B,
specified to the annotators to mark as English inclusions:

¢ all tokens that are English words even if part of NExogle
¢ all abbreviations that expand to English tern8S
e compounds that are made up of two English womlstetooth

For the evaluation, it was also decided to ignore Englika-person and location
names as well as English inclusions occurring:

e as part of URLswww.stepstone.de
¢ in mixed-lingual unhyphenated compoun&huttleflugshuttle flight)

e with German inflectionsReceivernwith German dative plural case inflection)

Further morphological analysis is required to recognigséh These issues will be
addressed in future work when mixed-lingual compounds afieated inclusions also
need to be represented in the gold standard annotation.

Table 3.1 provides some corpus statistics for each domaipeesents the number
of English inclusions annotated in the various gold stathdavelopment and test sets.
Interestingly, the percentage of English inclusions \sadensiderably across all three
domains. There are considerably more English tokens présehe articles on the
internet & telecoms and space travel than in those on the B. résult seemed sur-
prising at first as the development of the EU has facilitatedgasing contact between
German and English speaking cultures. However, polititatsures and concepts are
intrinsic parts of individual cultures and therefore tenchwve their own expressions.
Moreover, EU legislation is translated into all its officiahguages, currently number-
ing 23. This language policy renders English less dominauhis domain than was
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Tokens‘ % ‘ Types‘ % ‘ TTR ‘ Tokens‘ % ‘ Types‘ % ’ TTR ‘
15919 4152 0.26 | 16219 4404 0.27
963 | 6.0 283 | 6.8 | 0.29 1034 | 6.4 258 | 5.9 | 0.25

16066 3938 0.25| 16171 4315 0.27
485 | 3.0 73| 19| 0.15 456 | 2.8 151| 3.5| 0.33

16028 4048 0.25| 16296 4128 0.25
49| 0.3 30| 0.7| 0.61 173 | 1.1 86| 2.1 | 0.50

Table 3.1: English token and type statistics and type-token-ratios (TTR) in the German
development and test data sets.

expected. The strong presence of English inclusions intides from the other two
domains was anticipated, as English is the dominant laregjuegrience & technology.

While the proportion of English inclusions is relativelyrsiar both in the devel-
opment and test sets on internet & telecoms (6.0 versus Gaftbyspace travel (3.0
versus 2.8%), the test set on the EU contains considerabig English inclusions
(1.1) than the EU development set (0.3). Regarding the dpuatnt data, the type-
token ratios (TTRs) signal that the English inclusions i $pace travel data are least
diverse (0.15). However, in the test data, the internetteel articles contain the most
repetitive English inclusions (0.25). Even though thecég are a random selection, it
Is difficult to draw definite conclusions from these numbeys$ree data sets are small.

Table 3.2 lists the five most frequent English inclusionsachedevelopment set,
covering various types of anglicisms that have entered thien@n language. All ex-
amples demonstrate the increasing influence that Englistoha&erman. First, there
are English terms such dsternetwhose German equivalents, in this c&$etz are
rarely used in comparison. This is reflected in their low frexqcy in the corpus. For
example Netzonly appeared 25 times in all of the 25 IT articles in the depeient
set, whereamternetappeared 106 times in the same set of articles. The German ter
was only used 19% of the time. This result corresponds to tiaéniys by Corr (2003)
which show that Germans tend to favour the use of anglicisfesning to specific
computer vocabulary over that of their German translations
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Token f Token f Token f
Internet 106 ISS 126 DCEI 11
Online 71 Nasa 96 Nato 3
UMTS 32 Shuttle 35 Cluster 3
Handy 24 Crew 32 Manager | 2
Ebay 24 Esa 23 Business | 2

Table 3.2: Five most frequent (f) English inclusions per domain.

Table 3.2 also contains examples of English words with déista and frequently
used German equivalents such@®w (Besatzung). The German translation of this
term occurred 27 times in the space data. Therefore, the &eword was used 45.8%
and the English equivalent 54.2% of the time. English akibt®ns such a$SS(In-
ternational Space Station) or acronyms lik&a(European Space Agency) are specific
cases of assimilated anglicisms as they are phonologicadgrated in German.

A further interesting example listed in Table 3.2Handy, the word used by Ger-
mans formobile phone This is a pseudo-anglicism, a type of borrowing that is pro-
nounced as the lexical item of the donor language but wherendgreinings in the donor
and receiving languages differ. Although linguists dissgon pseudo-anglicisms be-
ing classed as borrowings, in this case an anglicism, itearcthat such instances
would not exist in the receiving language if they had not beenmved from the lexical
item in the donor language. The watandy, for example, originated from thdandy
Talkieg, the first hand-held two-way radio developed in 1940 (Pé&trdl065).

3.2.3 Inter-annotator Agreement

In any annotation project, some data is generally annotate@dore than one annotator
in order to guarantee consistency. Double (or multiple)odation is also vital to
determine how well defined a specific annotation task is, awl feasible it is for
humans to perform. Inter-annotator agreement (IAA), whgchalculated on a set of
data annotated independently by different people, seherefore as an upper bound
of what is achievable by any system.
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Labels English| Not English| Total
English 2,769 164| 2,933
Not English 381 93,385| 93,766
Total 3,150 93,549| 96,699

Table 3.3: Contingency table for the English inclusion annotation.

In order to determine IAA figures, the entire German data devélopment and
test data) was annotated by 2 judges in parallel (annotatord®annotator B). The an-
notation guidelines are presented in Appendix B. IAA scamescalculated by means
of a contingency table of the data versions produced by thetators. The English
inclusion annotation involves a binary annotation (Ergls Not English). The cor-
responding contingency table of both annotators for the& ia shown in Table 3.3.
For example, both annotators agreed on 2,769 tokens as Baglgh and on 93,766
tokens as not being English. However, in 164 and 381 casesmmotator marked the
token as English whereas the other did not. Based on thesesigAA scores can then
be computed in terms of pairwise accuracy and F-score asaw#ile kappa coefficient,
which are defined in Appendix A.2. The pairwise F-score ferEmglish inclusion an-
notation of the two annotators is 91.04 and the accuracy atsdo 0.9944%. The
K-score is 0.9075 which equates to almost perfect agreenseatding to the criteria
laid down by Landis and Koch (1977).

Since the IAA scores for annotating English inclusions aréigh, it can be con-
cluded that this task is not difficult for humans to performnalysing the annota-
tion versions showed that some disagreement occurs foicasigk like Team Jobor
Surfer These nouns have not entered German recently but are welllisbed and
widely used expressions. For other annotation projecsagieements between two
annotators are often resolved in an effort to create a rel@ahcorpus used for either
training or evaluation purposes (e.g. Hachey et al., 20D&g to time constraints and
the relatively high agreement, this reconciliation phrase dispensed with. There-
fore, all evaluation figures reported in the remainder of tthapter are determined by
comparing the system output to the annotations of one aturataly, annotator A.
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3.2.4 Annotation Issues

Although the aforementioned annotation guidelines am&tixally clear, the actual an-
notation revealed some tricky cases which were difficultlessify with the binary
classification scheme described above. This section dissube main issues which
need to be clarified for revising and possibly extending tireent guidelines.

These complicated instances mainly concern NEs which d¢dmmdound in the
individual lexicons but have certain language specific rholpgy and comprise char-
acter sequences typical for that language. Table 3.4 lsteesexamples for different
types of NEs that stem from German, English and other langoagins.Dudenloffer
andNeckermanrare clearly German names, justidatchisonandForresterare En-
glish names. Difficult cases a&ony(sonus + sonny)Activy (similar to activity) or
Booxtra(book + extra). Such English-like examples were not anedtats English
inclusions in the gold standard. Therefore, if the systeaniidies them as English,
its performance scores determined in the evaluation (@e&i4) are to some extent
unfairly penalised. A way of including these instances m ¢waluation is to annotate
them as English with an attribute distinguishing them fraal EEnglish words.

Dudenhoffer Hutchison Kinoshita
Neckermann Forrester Kelkoo

Table 3.4: Difficult annotation examples.

The German development corpus also contains NEs from athgubges. Readers
might well know that Kinoshita is neither a German nor an Eighame, although
they may not be able to identify it as a Japanese name. Ititeglys Font-Llitjos and
Black (2001) show that out of a list of 516 names, only 43% aalabelled confidently
by human annotators with respect to their language origimeRample in our corpus
where the language origin is not at all apparent in the cheraequence is the name
Kelkoq a play on words derived from the French féthat a bargain(Quel coup). It
represents the English phonetic spelling of the Frenchgghr@ther foreign names are
Toshiba(Japanese)Svanberg(Swedish),Altavista (Spanish) andCentrino (Italian).
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As yet, such instances are also annotated as O, i.e. notsBndfintities from other
languages could instead be annotatecdNaE RNATIONAL.

Another issue that arises is the annotation of place namesording to the anno-
tation guidelines, English place names are not annotat&shgksh inclusions unless
they have a German equivalent which is generally used idst®a, for example, the
locationMunichwould be annotated because the German equivBdénthenis gen-
erally the name preferred by German speakers. ExamplesglidBriocation names
found in the corpus that were not annotated\drginia, Houstonor New York It can
be argued that similar to the examples above they have odttajlish characteristics
and sometimes coincide with common English words in thectaxi as is the case for
Bath Identifying such examples, will be particularly advargags for certain TTS
applications such as car navigation systems where theat@renunciation of place
names is vital.

3.3 English Inclusion Classifier: System Overview

This section presents thanotation-free English inclusion classifierdeveloped as
part of this thesis project. It identifies English inclussdn German text by means of
computationally inexpensive lexicon lookup and web searcltedures. Annotation-
free means that the system does not require any annotaiteiddrdata and only relies
on lexicons and the World Wide Web. This system allows listgiand lexicographers
to observe language changes over time, and to investigatasth and frequency of
foreign words in a given language and domain. The output m@pcesents valuable
information for a number of applications, including parsipolyglot TTS synthesis
and MT.

The initial system was built for a preliminary study to examithe frequency of
English inclusions in German newspaper text on differebjestis and to gain a better
understanding of how to recognise such instances autaatigtithe system described
in this section represents the final version which was d@eglon the basis of error
analysis and numerous parameter tuning experiments. Times&ining experiments
are described in detail in Section 3.5.



Chapter 3. Tracking English Inclusions in German

e
d
g
<

o

[ TOKENISER

v

[ POS TAGGER }

v

a

A

v i Y

L

[ POST-PROCESSING j

l

[CONSISTENCY CHECK j

/

Figure 3.1: System architecture of the English inclusion classifier.

LANGUAGE CLASSIFICATION
- S

55



Chapter 3. Tracking English Inclusions in German 56

3.3.1 Processing Paradigm

The underlying processing paradigm of the English inclnsiassifier is XML-based.
As a markup language for NLP tasks, XML is expressive andllexyet constrain-
able. Furthermore, there exists a wide range of XML-basetstior NLP applications
which lend themselves to a modular, pipelined approach ¢cgssing whereby lin-
guistic knowledge is computed and added incrementally as ¥Rhotations. More-
over, XML’s character encoding capabilities facilitate Itdimgual processing. As il-
lustrated in Figure 3.1, the system for processing Germenigeessentially a UNIX
pipeline which converts HTML files to XML and applies a seqeeenf modules: a pre-
processing module for tokenisation and POS tagging, fabtby a lexicon lookup, a
search engine module, post-processing and an optionahtiduconsistency check
which all add linguistic markup and classify tokens as eitherman or English. The
pipeline is composed partly of calls to-TTT2 andLT-XML 2 (Groveret al., 2006} for
tokenisation and sentence splitting. In addition, non-Xpliblic-domain tools such
as the TnT tagger (Brants, 2000b) were integrated and thigjirud incorporated into
the XML markup. The primary advantage of this architectgréhe ability to integrate
the output of already existing tools with that of new modudpscifically tailored to
the task in an organised fashion. The XML output can be sedrth find specific
instances or to acquire counts of occurrences usingtthevL 2 tools.

3.3.2 Pre-processing Module

All downloaded Web documents are first of all cleaned up udimy® to remove
HTML markup and any non-textual information and then coteeginto XML. Alter-
natively, the input into the classifier can be in simple texibfat which is subsequently
converted into XML format. The resulting XML pages simplyntain the textual in-
formation of each article. Subsequently, all documentgassed through a series of
pre-processing steps implemented usingth&ML 2 andLT-TTT2 tools (Groveret al.,
2006) with the output of each step encoded in XML.

Two rule-based grammars which were developed specificatlaErman are used

4These tools are improved upgrades ofther TT andLT-XML toolsets (Groveet al., 2000; Thomp-
sonet al, 1997) and are available under GPLIAsTTT2 andLT-XML 2 at: http://www.ltg.ed.ac.
uk.

Shitp:/tidy.sourceforge.net
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to tokenise the XML documents. The first grammar pre-tolentbe text into tokens
surrounded by white space and punctuation and the seconthgaagroups together
various abbreviations, numerals and URLs. Grammar russ split hyphenated to-
kens. The two grammars are applied withansduce  ©, a transducer which adds or
rewrites XML markup to an input stream based on the rulesiges Ixtransduce

is an improved version ofsgmatch , the core program of LT-TTT (Groveet al.,
2000). The tokenised text is then POS-tagged using theststati POS tagger TnT
(Trigrams’n'Tags). The tagger is trained on the TIGER Tredb(Release 1) which
consists of 700,000 tokens of German newspaper text (Bedrdk, 2002) annotated
with the Stuttgart-Tubingen Tagset (Schilletr al, 1995), henceforth referred to as
STTS.

3.3.3 Lexicon Lookup Module

The lexicon module performs an initial language classifcatun based on a case-
insensitive lookup procedure using two lexicons, one ferlihse language of the text
and one for the language of the inclusions. The system igdedito search CELEX
Version 2 (Celex, 1993), a lexical database of German, Ehglhd Dutch. The Ger-
man database holds 51,728 lemmas and their 365,530 words famth the English
database contains 52,446 lemmas representing 160,5%%ponding word forms. A
CELEX lookup is only performed for tokens which TnT tagsNdé(common noun),
NE (named entity)ADJA or ADJD (attributive and adverbial or predicatively used adjec-
tives) as well asM (foreign material). Anglicisms representing other partsmeech
are relatively infrequently used in German (Yeandle, 200kich is the principal rea-
son for focussing on the classification of noun and adjegtivases. Before the lexicon
lookup is performed, distinctive characteristics of Gemaathography are exploited
for classification. So, all tokens containing German undaue automatically recog-
nised as German and are therefore not further processec sy stem.

The core lexicon lookup algorithm involves each token béoaded up twice, both
in the German and English CELEX databases. Each part of agmgtbd compound
is checked individually. Moreover, the lookup in the Enjldatabase is made case-
insensitive in order to identify the capitalised Engliskens in the corpus, the reason

Shttp:/www.ltg.ed.ac.uk/ richard/Ixtransduce.html
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being that all proper and regular nouns are capitalised irm@e. The lexicon lookup
is also sensitive to POS tags to reduce classification er@mshe basis of this initial
lexicon lookup, each token is found either: (1) only in thei@an lexicon, (2) only in
the English lexicon, (3) in both or (4) in neither lexicon.

1. The majority of tokens found exclusively in the Germarider are actual Ger-
man words. Only very few are English words with German cafleation such
asComputern The wordComputeris used so frequently in German that it al-
ready appears in lexicons and dictionaries. To detect tse nguage of in-
flected forms, a second lookup could be performed checkirgflven the lemma
of the token also occurs in the English lexicon.

2. Tokens found exclusively in the English lexicon sucthSa$twareor Newsare
generally English words and do not overlap with German kexientries. These
tokens are clear instances of English inclusions and caresely tagged as such.

Token Frequency| Token | Frequency|| Token Frequency
Dollar 16 || Station 58 || Union 28
Computer 14 || All 30 || April 12
Generation 12 || Start 27 || Referendum 10
April 12 || Mission 16 || Fall 9
Autos 7 || Chef 14 || Rat

Table 3.5: Most frequent words per domain found in both lexicons.

3. Tokens which are found in both lexicons are words with #re orthographic
characteristics in both languages (see Table 3.5). Thesea@nds without in-
flectional endings or words ending ssignalling either the German genitive
singular case or the German and English plural forms of thiert, e.gCom-
puters The majority of these lexical items have the same or sinséamantics
in both languages and represent assimilated borrowingsagukates where the
language origin is not always immediately apparent (Mgsion). This phe-
nomenon is due to the fact that German and English belongtedime language
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group, namely Germanic languages, and have been influem#alrk by other
foreign languages including Latin and French (Waterma®1)90nly a small
subgroup are clearly English borrowings (eMonste)). On the basis of care-
ful error analysis, | designed a series of post-processitesrto disambiguate
such English inclusions (Section 3.3.5). Some tokens fauhdth lexicons are
interlingual homographs with different semantics in the tanguages, e.drat
(councilvs. rat). Deeper semantic analysis is required to distinguish ahne |
guage of such homographs which are tagged as German by totféhil point
in the system. Moreover, it should be mentioned that Engéghcontains some
German loan words, though to a much lesser extent than visavd@he Ger-
man corpus contains such a relatively rare example, the Wosdtz which is
actually contained in the English lexicon.

4. All tokens found in neither lexicon include, for example:

e German compounds, including loan substitutiadsusklick(mouse click)
e English unhyphenated compoundétomepageHypertext
e Mixed-lingual unhyphenated compound@huttleflugshuttle flight)

e English nouns with German inflection®eceivern(with German dative
plural case ending)

e Abbreviations and acronym&IMTS UKW

e Named entitiesCoolpix Expedia

e English words with American spellin@genter

e Words with spelling mistakeAbruch(abort, correct spelling isbbruch
e Other new German or English words that have not yet beenezhieto the

dictionary: Euro, Browser

Such ambiguous tokens which are not clearly identified bylékizon module
as either German or English are further processed by thelseagine module
described in the next section.

The results of evaluating the lexicon module as a separagaonent, as opposed
to the overall system performance, are presented in Se8ibA.1.
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3.3.4 Search Engine Module

The search engine module exploits the World Wide Web, a ooatisly expanding re-
source with textual material in a multiplicity of languag&riginally, the World Wide
Web was a completely English medium. A study carried out &y Blabel project
showed that in 1997 82.3% of a set of 3,239 randomly selecedgpages were written
in English, 4.0% in German, followed by small percentagese@bpages in other lan-
guages. Since then, the estimated number of webpagesnntignguages other than
English has increased rapidly (Crystal, 2001; Greferestaitd Nioche, 2000; Kilgarriff
and Grefenstette, 2003). This increasing Web presencengtitges can therefore be
exploited as a rich and dynamic linguistic knowledge source

The exploitation of the Web as a linguistic resource has imeca growing trend
in computational linguistics. Although the informationigished on the Web is some-
times noisy, its sheer size and the perpetual addition ofmeterial make it a valuable
pool of information in terms of languages in use. The Web ha&sady been success-
fully exploited for several NLP tasks such as NE acquisitfdacquemin and Bush,
2000), disambiguation of prepositional phrase attachen@faik, 2001), anaphora res-
olution (Modjeskeet al,, 2003), word sense disambiguation (Mihalcea and Moldovan,
1999; Agirre and Martinez, 2000) and MT (Grefenstette, 298snik, 1999). For a
detailed overview of these experiments see also Keller apdita (2003).

The initial search engine module (Alex and Grover, 2004 xAR005) was inter-
faced with the search engine Google. The principle motwetdr this choice was the
extremely large size of its search space: At the time, edi342Google had indexed
more than 8 billion webpages, a large portion of all inforimatavailable on the Web.
Following a series of parameter tuning experiments deedrdnd discussed in Sec-
tion 3.5, the search engine Yahoo is used now instead aswst larger number of
automatic queries per day. Queries are submitted autoatigitity the search engine
module via the Yahoo API. The module obtains the number f floit two searches
per token, one exclusively on German webpages and one orsBEogles, an advanced
language preference offered by most search engines. Scatige search engine’s
internal language identification performs well, the ungiey assumptions here is that
a German word is more frequently used in German text than gli§imand vice versa.

’http://www.isoc.org:8030/palmares.en.html
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The module therefore relies on the number of hits returnethbysearch engine as
an indication of the actual frequency of the query in the aoents accessible by the
search engine. Each token is classified as either Germargtisebased on the search
that returns the maximum normalised score of the numbertsf ¢, 1 )(t) returned
for each languagk. As shown in the following equation, this score is deterrdibg
weighting the number of hits, i.e. the “absolute frequen&y,, . )(t), by the size of
the accessible Web corpus for that language, ). The notatlort de5|gnates token
andC refers to corpus.

f (t)
vaeb(l-)

rg, 1) (t) = el (3.1)

G b( ) Ncweb(l-)

The size of the Web corpus for each language, 1) is estimated following a
method motivated by Grefenstette and Nioche (2000g,,,(w1. n), the relative fre-
guencies of a series of common words within a standard conpaukanguage, are used
to make a series afi predictions on the overall size of the corpus of that languag
indexed by the search engine. This is done by dividing theahetumber of hits of
each word returned by the search engine by the relative émguof the same word in
the standard corpus. The total number of words in the pdatidanguage accessible
through the search engine is then determined by taking tbage of each individual
word prediction:

(3.2)

Grefenstette and Nioche (2000)'s experiments were coeduutith Altavista
which at the time returned both page counts, the number adgpag which each query
appears, as well as phrase counts, the number of times each igundexed by Al-
tavista. They regard the latter as an estimate of the aategli€éncy for each query in
documents accessible by Altavista. As the phrase counirieltas been discontinued
both by Altavista and Yahoo and as Google only offer a totglgsecount, the only op-
tion is to rely on the latter figure for the present study. Zhd Rosenfeld (2001) show
that n-gram (unigram, bigram and trigram) page counts amdgghcounts obtained
from Altavista are largely log-linear and therefore higllyrrelated. This finding jus-
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tifies the decision to use page counts instead of phrasesasargn estimate of actual
Web frequencies. Moreover, the search engine module asstiraethere is a close
relationship between page counts and real corpus countssegaently, it is also vi-
tal to establish their correlation. Keller and Lapata (2008monstrate that bigram
Web counts from Altavista and Google are highly correlateddrpus counts from the
British National Corpus (BNC) and the North American Newsgfl@orpus (NANTC).
Their results also show that there is virtually no differerbetween the correlations
determined using either search engine. This means that Wt represent useful
frequency information.

Two examples of how the search engine module identifies tigukge of a given
word are presented in Figure 3.2 and Table 3.6. These seavedie carried out in
April 2006. At that time, the German Web corpus was estimabecbntain approxi-
mately 53.3bn tokens and the English one around 638.9bmsokearly 12 times as
many as in the German Web corpus. The German wardieter(provider) occurred
with an actual frequency of 62.0m and 11.2m in the German angligh webpages in-
dexed by Yahoo, respectively. Therefore, its weighteddesgy in German Web doc-
uments (0.0116463) is considerably higher than that in thgligh Web documents
(0.00001753). Conversely, the English equivalent, thedwmovider, occurs more
often in English Web documents (168.0m) than in German Weligents (0.3m) re-
sulting in a much higher weighted frequency in the Englistb\Werpus (0.00026289)
than the German one (0.00000626).

YAHOO! seARCH YAHOO! seARCH

Web | Images | Video | Audio | Directory | Local | News | Shopping | More = Web | Images | Video | Audio | Directory | Local | News | Shopping | More =
|Anb\eter Search |Anb\eter Search
Search:  the Web  just pages in German Search: ¢ the Web  just pages in English |
My Weh  Answors FE T2 Search Services  Advanced Search  Preferences My Web  Answers HET Search Services  Advanced Search  Preference:
Search Results Results 1 - 10 of about 62,000,000 for Anbieter - 0.06 sec. Search Results Results 1 - 10 of about 333,000 for Anbieter - 0.02 sec. [l
YAHOO! seARCH YAHOO! seARCH

Web | Images | Video | Audio | Directory | Local | News | Shopping | More = Web | Images | Video | Audio | Directory | Local | News | Shopping | More =
|Prcvider Search |Prcvider search ||
search: ¢ the Web  just pages in German Search: ¢ the Web  just pages in English

My Weh  Answors FE T2 Search Services  Advanced Search  Preferences My Web  Answers HET Search Services  Advanced Search  Preference:
Search Results Results 1 - 10 of about 11,200,000 for Provider - 0.10 sec.  Search Results Results 1 - 10 of about 168,000,000 for Provider - 0.03 i

Figure 3.2: Yahoo queries with different language preferences.
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Counts Actual (f) | Normalised (rf)| Actual (f) | Normalised (rf)
Anbieter 62.0 M 0.00116463 | 0.333M | 0.00000626
Provider 11.2M 0.00001753 | 168.0M | 0.00026289

Table 3.6: Actual and normalised frequencies of the search engine module for one

German and one English example.

In the unlikely event that both searches return zero hitstdken is classified as the
base language, in this case German, by default. In theliexgeriment, this happened
only for two tokens:Orientierungsmotoreiinavigation engines) andeserveammo-
niak (spare ammonia). Word queries that return zero or a low nummbleits can also
be indicative of new expressions that have entered a larguag

The search engine module lookup is carried out only for thegroup of tokens
not found in either lexicon in the preceding module in oraekeéep the computational
cost to a minimum. This decision is also supported by theuawadn of the lexicon
module (Section 3.4.2.1) which shows that it performs sigffity accurately on tokens
contained exclusively in the German or English lexiconssiBes, current search op-
tions granted by search engines are limited in that it is issfide to treat queries case-
or POS-sensitively. Therefore, tokens found in both lexiizaabases would often be
wrongly classified as English, particularly those that aegfiently used (e.dRaf).
The evaluation results specific to the search engine moduéeseparate component
are presented in Section 3.4.2.1.

3.3.5 Post-processing Module

The final system component is a post-processing module ésalves several lan-
guage classification ambiguities and classifies some soigeacter tokens. The post-
processing rules are derived following extensive erroryamis on the core English
inclusion classifier output of the German development datghe remainder of the
thesis, the English inclusion classifier without post-gsging is referred to asore
systemand with post-processing (and optional document consigtehecking) as
full system. The different types of post-processing rules implemeitnethis mod-



Chapter 3. Tracking English Inclusions in German 64

SpaceStation Crew

E-mail

Euro

Friendsof the Earth
Europaische Union EU)
PrasidentBush

Table 3.7: Different types of post-processing rules.

ule involve resolving language classification of ambiguaosds, single letter tokens,
currencies and units of measurement, function words, afdirens and person names.
Each type of post-processing is listed in Table 3.7 with aangxe and explained in
more detail in the following. Individual contributions ofeh type are presented in
Section 3.4.2.3. Most of the rules lead to improvements ifiop@ance for all of the
three domains and none of them deteriorate the scores.

As only the token and its POS tag but not its surrounding cartes considered in
the lexicon module classification, it is difficult to identithe language of interlingual
homographs, tokens with the same spelling in both langu@ygsStation). Therefore,
the majority of post-processing rules are designed to disgmate such instances. For
example, if a language ambiguous token is preceded andviedlloy an English token,
then its is also likely to be of English origin (e.§pace Station Crewersusmacht
Station auf Sizilien The post-processing module applies rules that disanalbegauch
interlingual homographs based on their POS tag and corateixtiormation.

Moreover, the module contains rules designed to flag siolgégacter tokens cor-
rectly. These occur because the tokeniser is set up to sgithidnated compounds
like E-mail into three separate tokens (Section 3.3.2). The core syisemtifies the
language of tokens with a length of more than one charactktrerefore only recog-
nisesmail as English in this example. The post-processing rule fiags English as
well. Several additional rules deal with names of curresneied units of measurements
and prevent them from being mistaken as English inclusibBnghermore, some rules
were designed to classify English function words as English

As the core system classifies each token individually, eh@rrpost-processing
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step is required to relate language information betweeneaidtions or acronyms and
their definitions. These are firstly identified by means of bbraviation extraction al-

gorithms which functions based on character matching batvedort and long forms
(Schwartz and Hearst, 2003). Subsequently, post-praugssies are applied to guar-
antee that each pair as well as earlier and later mentionshafreéhe definition or the

abbreviation or acronym are assigned the same languagattag each document.

Extensive error analysis also revealed that foreign persones (e.g. Hutchison)
are frequently identified as English inclusions. This is swfprising as such tokens
are likely not to be contained in the lexicons and when preegdy the search en-
gine module tend to have a higher relative frequency in Bhgieb documents. At
this point, the English inclusion classifier is merely ewd&d on identifying actual
inclusions. These are defined as English words and abhbimviakcept for person
and location names (Section 3.2). Person names of Engligim@re not annotated
in the English inclusion gold standard. To improve the penance of recognising
real English inclusions, further post-processing rulesiarplemented to distinguish
between the latter and English person names. The aim istteage precision without
reducing recall. Patterns signalling person names (ergsi@ent X”) were generated
to distinguish them from English inclusions. Once a persama is identified all other
mentions of it in the same document are also excluded. TBigsyis therefore geared
towards lexicographers who are more interested in the iffignglish common words
than in the mentioning of people’s names. However, for amgaikapplication of this
system as a front-end to a TTS synthesis system, the adalitenmguage information
of person names could prove beneficial for generating copr@nunciations.

After applying the post-processing rules described abineebalanced F-score on
the German development data amounts to 82.17 points fonteenet domain. The
evaluation metric is defined in Appendix A.1. This represeant overall performance
improvement of 5.59 points in F-score, 2.88% in precisioth&u99% in recall, over the
core English inclusion classifier. The precision of the csystem is already relatively
high at 90.6%. The results for this and the other domains>amaed in more detalil
in Section 3.4. The higher increase in recall shows that ts-processing is mainly
aimed at identifying false negatives, i.e. ambiguous Ehginclusions missed by the
core system. This supports the hypothesis that the langnégenation of a token’s
surrounding context is highly beneficial to resolve amhigsi
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3.3.6 Document Consistency Checking

The English inclusion classifier is also designed to be caetbivith an optional con-
sistency checking run in order to guarantee consistensiieegtion within a given
document. The consistency checking is designed to cor@ssification errors on the
basis of wrong POS tag assignment. For example, the abbmvi§S(International
Space Station) is correctly classified as English when itS P&y isNE However,
whenever the POS tagger mistakes this token\&gP® (perfect participle), the classi-
fier is unable to identify it as English.

This particular problem was overcome by implementing a sdabassification run
over the data using a gazetteer that is constructed on thefiggithe first run. This
means that whenever a token is classified as English by theygtem, it is then added
to the English inclusion gazetteer. After the first run, akens found in the English
inclusion lexicon are tagged as English. This consistehegking is performed only
on those tokens not already classified by the system in theuins This allows for the
classification of tokens which the system did not considérsttbut at the same time
avoids correcting decisions made earlier, for example éngbst-processing module.
This consistency checking is carried out on the documesmt.|&ihe motivation behind
this decision is that repetitions of a specific interlingamograph are likely to have
the same meaning within a document but could have diffemisitics across docu-
ments. The evaluation of document consistency checkingesepted and discussed
in Section 3.4.2.4.

3.3.7 Output

The following are two example sentences of the system ougtaining the English
(EN) language classification alone for clarity. All the Eisblinclusions in the first
sentence, the headline of a newspaper article (Weiss, 2a8@5¢orrectly identified by
the core English inclusion classifier. The lexicon moduleexdly identifies the com-
pound nourSecurity-Tools English. The noun phrasescker, Googleand Sicher-
heitstickenare not listed in the lexicons and are therefore sent to theckeengine
module. It then correctly classifies the first two as EngliBhe system also identifies
Sicherheitdickenas German but since we already know that the base language of t
sentence is German, this information is of less significai®® main goal is to iden-
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tify the English inclusions in the utterance. In this cadktakens are unambiguous
and therefore no further post-processing is required.

<EN>Security </EN>- <EN>Tool </EN> verhindert, dass
<EN>Hacker </EN> uber <EN>Google </EN >
Sicherheitsl  ucken finden.

Translation:Security Tool prevents hackers from finding security hakes v
Google.

The second example is part of a quote made by fashion desigri&ander in an
interview with FAZ (FAZ-Magazin, 1996). These words havedme the prime exam-
ple of anglicisation of German for which she was the first tteree the title “Language
Diluter of the Year” from the Verein Deutscher Sprache eGffman language asso-
ciation) in 1997. This example contains numerous Englislugions, most of which
are identified by the lexicon moduledntemporaryFuture, Concept Collectionand
Audiencég. The tokensTailored coordinatedand supportedare correctly classified
as English by the search engine module. The only ambigudesnsoare~uture and
Hand They are resolved in the post-processing module on the béasbntext.

Ich habe verstanden, da man <EN>contemporary </EN> sein
muB, dal man <EN>Future </EN>-Denken haben muf}. Meine

Idee war, die  <EN>Hand</EN >- <EN>Tailored </EN >-Geschichte
mit neuen Technologien zu verbinden. Und f Ur den Erfolg

war mein <EN>coordinated </EN> <EN>Concept </EN>
entscheidend, die Idee, dall man viele Teile einer

<EN>Collection  </EN> miteinander combinen kann. Aber

die <EN>Audience </EN> hat das alles von Anfang an auch
<EN>supported </EN>.

Translation:l understood that one has to be contemporary, that one has
to have future thinking. My idea was to combine the hanatad story
with new technologies. And crucial to the success was mydowted
concept that one can combine parts of a collection. But thtemce has
supported this from the beginning as well.
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3.4 Evaluation and Analysis

This section first evaluates the performance of the Enghistusion classifier on the
German development data for each domain and subsequesityiees the perfor-
mance of individual system modules. Finally, the perforoeanf the classifier on a
random selection of unseen test data and another new dateosated by Marcadet
et al. (2005) is reported. The latter allows comparison with asottate-of-the-art
mixed-lingual LID approach.

3.4.1 Evaluation of the Tool Output

The identification of English inclusions is similar to namatity recognition (NER)
but on single tokens. The classifier's performance is tlogeeévaluated against the
gold standard in terms of accuracy for all tokens, and badrescore (the harmonic
mean of precision and recall) for target and predicted Bhglbkens. Both metrics are
defined in Appendix A.1. Baseline accuracy scores shownlieTa.8 are determined
assuming that the system found none of the English tokeheiddta and believes that
all tokens are German. As precision, recall and F-scoreaceilated in relation to the
English tokens in the gold standard, they are essentialty foe the baseline. For this
reason, only accuracy baseline scores (and not F-scorérngaseores) are reported.
Unsurprisingly, the baseline accuracies are relativejynlas most tokens in a German
text are German and the amount of foreign material is redatismall.

The full system, the combined lexicon lookup and searchrengiodules as well
as post-processing and document consistency checkirds yedatively high F-scores
of 84.37 and 91.35 for the internet and space travel datartbytedow F-score of 66.67
for the EU data. The latter is due to the sparseness of Englitisions in that domain
(see Table 3.1 in Section 3.2). Although the recall for tlatad76.19%) is compara-
ble to that of the other two domains, the number of false pesitis high, causing low
precision and F-score. Results were compared using thejohis §2) test (see Ap-
pendix A.4.1). It shows that the additional classificatidricaglish inclusions yields
highly statistically significant improvementd { = 1, p < 0.001) in accuracy over the
baseline of 4.30% for the internet data and 2.46% for theesprawel data. When clas-
sifying English inclusions in the EU data, accuracy incesasnly slightly by 0.09%
which is not statistically significantd(f = 1, p < 1).
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Baseline 93.95% - - -
Full system| 98.25% | 92.75% | 77.37%| 84.37
TextCat 92.24% | 33.57% | 28.87%| 31.04

Baseline 96.99% - - -
Full system| 99.45% | 89.19% | 93.61%| 91.35
TextCat 93.80% | 20.73% | 37.32%| 26.66

Baseline 99.69% - - -
Full system| 99.78% | 59.26% | 76.19%| 66.67
TextCat 96.43% | 2.54% | 28.57%| 4.66

Table 3.8: Performance of the English inclusion classifier compared to the baseline and

the performance of TextCat.

In order to get an idea of how a conventional LID system penfion the task
of recognising English inclusions embedded in German féable 3.8 also reports
the performance of TextCat, an automatic LID tool based endharacter n-gram
frequency text categorisation algorithm proposed by Caana Trenkle (1994) and
reviewed in Section 2.2. While this LID tool requires no leoms, its F-scores are
low for the internet and space travel domains (31.04 and&6e8pectively) and very
poor for the EU data (4.66). This confirms that the identif@abf English inclusions
is more difficult for this domain, coinciding with the reswaf the English inclusion
classifier. The low scores also prove that such conventiorgabm-based language
identification alone is unsuitable for token-based languelgssification, particularly
in case of closely related languages.

3.4.2 Evaluation of Individual System Modules

The full system described in Section 3.3 combines a lexiookup module, a search
engine module and a post-processing module in order toifgldssglish inclusions in
German text. This section reports the performance of inldiai system modules of
the English inclusion classifier compared to those of thesigdtem and the baseline
scores. It shows that the combination of individual modeksdk to a performance
increase of the system on mixed-lingual data.



Chapter 3. Tracking English Inclusions in German 70

3.4.2.1 Evaluation of the Lexicon and Search Engine Modules

In the first experiment, the system is limited to the lexicoaduwle described in de-
tail in Section 3.3.3. Lexicon lookup is restricted to tokemith the POS taghN NE,
FM ADJA and ADJD. Post-processing and document consistency checking,rasdca
out in the full system and described in Sections 3.3.5 and 3a8e not applied here.
Therefore, ambiguous tokens found in neither or both dabare considered not to
be of English origin by default. The assumption is that theclen module performs
relatively well on known words contained in the lexicons it disregard all tokens
not found in the lexicons as potential English inclusionsefefore, precision is ex-
pected to be higher than recall. In the second experimangytbtem is restricted to the
search engine module only. Here, all tokens (with the POSN&gNE, FM ADJAand
ADJD) are classified by the search engine module based on the nabermalised
hits returned for each language. Exact details on how thiduteofunctions are pre-
sented in Section 3.3.4. This experiment also does notvavahy post-processing.
As all queried tokens are treated as potential English gichs, recall is expected to
increase. Since some tokens are named entities which &éiildifo classify as being
of a particular language origin, precision is likely to degse.

As anticipated, recall scores are low for the lexicon-oevaluation across all do-
mains (Internet: R=23.04%, Space: R=28.87%, EU: R=38.10Phese are due to
the considerable number of false negatives, i.e. Englisligions that do not occur in
the lexicon (unknown words). Conversely, Table 3.9 showhéi precision values for
the lexicon module across all three domains (Internet: 253, Space: P=77.78%,
EU: P=47.06%). In the search engine module evaluation|lrecares improve con-
siderably, as expected (Internet: R=81.02%, Space: R%%7,.EU:. R=88.10%).
On the other hand, this latter setup results in much lowecipi@ scores (Internet:
P=68.82%, Space: P=40.71%, EU: P=6.99%) which is partlytdilee fact that Ya-
hoo, as most search engines, is not sensitive to linguistioahographic information
such as POS tags or case. For example, the German Albspace) is classified
as English because the search engine mistakes it for thesBnvgbrd “all” which is
much more commonly used on the internet than its German haaphg Interlingual
homographs are therefore often wrongly classified as Bmgllgen running the search
engine module on its own.
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Baseline 93.95% - - -

Lexicon module 95.09% | 90.57% | 23.04%| 36.74
Search engine module 96.60% | 68.82% | 81.02%| 74.43
Core system 97.47% | 90.60% | 66.32%| 76.58
Full system 98.25% | 92.75% | 77.37%| 84.37
Baseline 96.99% - - -

Lexicon module 97.57% | 77.78% | 28.87%| 42.11
Search engine module 95.62% | 40.71% | 97.11%| 57.37
Core system 99.05% | 84.85% | 84.33%| 84.59
Full system 99.45% | 89.19% | 93.61%| 91.35
Baseline 99.69% - - -

Lexicon module 99.69% | 47.06% | 38.10%| 42.11
Search engine module 96.94% 6.99% | 88.10%| 12.96
Core system 98.41% | 10.57% | 66.67%| 18.24
Full system 99.78% | 59.26% | 76.19%| 66.67

and full systems as well as the baseline.

Table 3.9: Evaluation of the lexicon and search engine modules compared to the core
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The core English inclusion classifier essentially combenbgyh precision lexicon
module with a high recall search engine module. This is aghidy first running the
lexicon module to classify all known words. Subsequentg, $earch engine module
only processes unknown words, namely those tokens thatarelassified by the
lexicon module. A token which is not resolved by this combiietassification process
is considered not to be an English inclusion by default. Tomalwined core system
outperforms the individual lexicon and search engine meslbbth for the internet and
space travel data with F-scores of 76.58 and 84.59, respéctBoth of these domains
contain considerably large numbers of English inclusidiws.the EU data, which only
contains very few English inclusions, the lexicon moduleswsaly outperformed by
the full system due to the additional post-processing. Grikeoerrors that seriously
decreased the performance of the core system was made byattol £ngine module.
It recognised the abbreviatideU as English. This error was corrected by means of
abbreviation post-processing described in Section 3.3.5.

Compared to the core system, the full English inclusionsifes involves a final
post-processing stage as well as a document consistencly wiéch are evaluated in
more detail in Sections 3.4.2.3 and 3.4.2.4. The full systesnlted in overall best
F-scores for all three domains (Internet: F=84.37, Spae81R35, EU: F=66.67).

3.4.2.2 Web Search versus Corpus Search

In order to understand the merit of the search engine mochlétee amount of data it
can access better, the search engine module was repladed @atpus search module
that determines relative token frequencies based on fixggbca. Here, the language
classification is essentially based on real corpus freqasmather than estimated web
corpus frequencies. Language identification is simply cabeld as a result of the
higher relative frequency (rf) of a token (t) for a given cosp(C) in a particular lan-
guage (L) and calculated as the actual frequency of a tokémeicorpus normalised
by the corpus size (N).

rfcy(t) = (3.3)
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If the relative frequency of the token in the English cormikigher than that in the
corpus of the base language of the text, the token is class&aglish. This experi-
mental setup therefore requires two corpora, one for thieisen language (English)
and one for the base language of the text (German). In thialiexperiment, two
corpora of roughly equal size were used: the Wall Streetnidgection of the Penn
Treebank corpus, Version 3.0 (Marcetsal,, 1993) amounting to around 1.2m tokens
and the combined German NEGRA and TIGER corpora (Sitwl, 1998; Brants
et al, 2002) containing approximately 1.1m tokens. Both data wetre published in
the 1990s. For the purpose of determining the relative feqies of a given token for
both languages and identifying its language accordingly,dorpora were converted
into frequency lists.

All subsequent corpus search experiments are conducted tie German devel-
opment set of newspaper articles in the internet & telecoonsain, the set containing
the highest percentage of English inclusions. The ardhite®of the classifier is essen-
tially the same as that of the English inclusion classifiecept that the search engine
module is replaced by the corpus search module. Relativentélequencies are cal-
culated using the same equations as in the search engindenbdubased on a fixed
corpus, instead of an estimated Web corpus for each langUdugecorpus search en-
gine module is preceded by the pre-processing and lexicatutas and followed by
optional post-processing. Document consistency cheakingt applied.

As can be seen in Table 3.10, using the Wall Street Journplsaas the basis for
language identification in the corpus search module onlyesmes the performance
of the English inclusion classifier by 9.36 points in F-scooenpared to running the
lexicon module alone. This score is far from the performamdeeved with the com-
bined lexicon and search engine module (F=76.58). Theivelatpoor result of the
corpus search module is partially caused by the fact thaEtigish Wall Street Jour-
nal corpus is limited in size and may therefore not cover thgligh terms that occur
in the articles belonging to the German development set.v€isnly, the likelihood
that a word is not found online is very small given that seacines have access to
billions of words. The other reason for the low score is theetiperiod during which
the Wall Street Journal corpus was published (1993-1994jileNhis English corpus
is a relatively old collection, the German internet newspaguticles were published
more recently between 2001 and 2005. It is therefore extiyelikely that the English
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Lexicon module only

N/A 36.74 39.11

Lexicon + corpus search module: Wall Street Journal corpus

1,173,747/ 43,808 46.10 48.64

Lexicon + search engine module

638.9bn tokens (estimafe 76.58 82.17

Table 3.10: Evaluation of the corpus search module using the Wall Street Journal
corpus and the combined NEGRA/TIGER corpus with/without post-processing (PP)
compared to the lexicon module only and a combined lexicon and search engine

module approach.

inclusions, which to some extent are recently emerged tdolical and computing
vocabulary, did not exist or were not commonly used in théyeE®90s. Moreover,
unlike the German development set, the Wall Street Joumr@us contains general
newspaper text not limited to a specific topic. This discreyan domain is another
crucial factor in the small performance increase of conmgrthe corpus search mod-
ule with the lexicon module.

The corpus search module is set up to test the hypothesishibaearch engine
module performs better due to the large amount of data it caess, and the fact that
this data is constantly updated and increased with new rahtdte aim is to simu-
late the search engine module behaviour in a more contrédigtion by making use
of increasing corpus sub-sets. These are drawn from a conpus recently released
than the Wall Street Journal corpus, the Agence France @oesdent of the English
Gigaword corpu$ (published between 1994-1997 and 2001-2002). The corpus su
sets are created by randomly selecting sentences from g@nv@id corpus amounting
to 1m, 10m, 20m, 30m and 40m tokens. While the German corppual{med NE-
GRA/TIGER) remains unchanged, each of the English corplhisssts are used by the
corpus search module in a separate run of the classifier bggdérman development
data. The idea is to grant the corpus search module accessréoand more data to

8The English web corpus estimation was carried out in Aprd&0
Shttp://www.ldc.upenn.edu/Catalog/CatalogEntry.jspaogld=LDC2003T05
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Lexicon module only

N/A 36.74 39.11

Lexicon + corpus search module: Gigaword corpus
1,000,000 52,268 60.37 67.06
10,000,000 165,445 65.41 71.92
20,000,000 229,139 66.73 73.18
30,000,000 273,139 69.74 74.74
40,000,000 308,421 70.89 75.87

Lexicon + search engine module

638.9bn tokens (estimate) 76.58 82.17

Table 3.11: Evaluation of the corpus search module with increasing sub-sets of the
Gigaword corpus with/without post-processing compared to the lexicon module only

and a combined lexicon and search engine module approach.

identify the language of individual tokens.

Table 3.11 reports the F-scores with and without post-@siog averaged over 5
repeated runs using a different selection of Gigaword seete each time. In order
to simulate the availability of increasingly larger datass® the corpus search mod-
ule, the amount of tokens extracted from the English Gigawsmrpus is increased
incrementally from 1m up to 40m tokens. Results are listeith \&@nd without post-
processing for increasing corpus sizes. As expected,igmatite corpus search mod-
ule access to larger amounts of data results in an increingati®rmance increase
in F-score. Using an English corpus of 1m tokens, the corpasch module results
in an F-score of 60.37, i.e 23.63 points higher than when gpstlying the lexicon
module and 16.21 points lower than when using the searcimemgodule in its place.
Given that this F-score is 14.27 points higher compareddmtie obtained when using
the Wall Street Journal (almost equal in size) this showsdhta currentness is vital
for English inclusion detection. The classifier improvesaslily with access to larger
corpus frequency lists and reaches an F-score of 70.89 wWigecorpus search mod-
ule determines relative token frequencies in an Englishu®containing 40m tokens.
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Figure 3.3: Performance increase of the corpus search module (with/without post-
processing) with increasing sub-sets of the Gigaword corpus, compared to the search
engine module’s performance (with/without post-processing) represented as horizontal

lines.

Figure 3.3 shows that the performance increases are reavitiethrger corpus sizes.

To summarise, it was shown that token-based languagefidatibn improves with
access to larger data sets. It also emerged that the timebdiping is an important
aspect that needs to be considered. The use of any fixedesagsdor language iden-
tification purposes clearly has its drawbacks. Such a dodlecs unlikely to contain all
possible lexical items and, with languages evolving cartbtais out-of-date as soon
as it is created and made available. Search engines prostgssato extremely large
collections of data which are constantly updated and cimgngith time and language
use. Therefore, the search engine module has a clear stitysvier accessing a cor-
pus that is a data snap-shot of a particular time period atichiged in size. This is
clearly reflected in the performance comparison of both wdth Access to a consid-
erably larger corpus would be required for the corpus searatiule to reach the same
level of performance as that of the search engine module.
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3.4.2.3 Evaluation of the Post-Processing Module

The post-processing module yields a considerable impreweinm F-score over the
core English inclusion classifier for all three domains (3able 3.9). This section
provides an overview of the improvement gained from indisithost-processing rules
described in Section 3.3.5. Table 3.12 presents lesioneststhowing the individual
contribution of each post-processing rule to the overaliggenance of the full English
inclusion classifier (without consistency checking) on @erman development data.
In this case, the term lesion study refers to eliminating@etgf post-processing in
order to examine its effect on the whole system. This typepé&ement is also referred
to as ablation study. The performance gain in F-score liegultom applying each
type of post-processing is listed in the last column of TéblE2. While some of the
post-processing rules are specific to a particular data isleinvprovements of varying
degree, none of them decreased the overall performance ayeied.

The post-processing rules resulting in the largest perdoce increase are those
designed to resolve the language of ambiguous words, soi@eacter tokens and per-
son names. The improvement of single-character tokengrosessing is particularly
high for the internet domain as this data set contains fregbevords likeE-Mail or
E-BusinessWhile this rule leads to a small improvement for the spaaedirdomain,
it does not improve the performance for the EU domain as thia det does not con-
tain such words. The rules disambiguating person nameseaiEnglish inclusions
yield large improvements for the EU and space travel datthese data sets contain
many foreign person names. The post-processing step whictiiés abbreviations,
acronyms and their definitions leads to small improvementstfe internet and space
travel data but strongly increases the F-score for the Eld. dahis is due to the fact
that the core system wrongly classified the tokh (short forEuropaische Unionas
English which occurs extremely frequently in this data €&erall smaller improve-
ments in F-score for all three domains result from the postg@ssing rules designed
to disambiguate function words, currencies and units ofsuneaments.

In total, post-processing results in a non-negligible geniance increase for the
internet and space travel data (3.27 and 4.77 points in Fescespectively) and an
extremely large improvement of 46.98 points in F-score ler EU data.
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Internet
97.47% | 90.60% | 66.32%| 76.58 | 3.27
97.81% | 93.23% | 68.93%| 79.26 | 2.91
97.91% | 93.56% | 71.22%| 80.88 | 1.29
98.00% | 92.02% | 73.31%| 81.60 | 0.57
98.02% | 92.50% | 73.31%| 81.79 | 0.38
98.04% | 92.98% | 73.20%| 81.91 | 0.12
98.07% | 93.48% | 73.20%| 82.11 | 0.07
98.07% | 93.48% | 73.31%| 82.17 -
Space
99.05% | 84.85% | 84.33%| 84.59 | 4.77
99.15% | 85.14% | 87.42%| 86.27 | 3.09
99.33% | 91.30% | 86.60%| 88.89 | 0.47
99.34% | 91.68% | 86.39%| 88.96 | 0.40
99.33% | 91.32% | 86.80%| 89.01 | 0.35
99.35% | 91.36% | 87.22%| 89.24 | 0.12
99.35% | 91.18% | 87.42%| 89.26 | 0.10
99.36% | 91.38% | 87.42%| 89.36 -
EU

98.41% | 10.57% | 66.67%| 18.24 | 46.98
98.56% | 12.24% | 71.43%| 20.91 | 44.31
99.64% | 41.67% | 71.43%| 52.63 | 12.59
99.76% | 58.33% | 66.67%| 62.22 | 3.00
99.78% | 60.00% | 71.43%| 65.22 0
99.78% | 60.00% | 71.43%| 65.22 0
99.78% | 60.00% | 71.43%| 65.22 0
99.78% | 60.00% | 71.43%| 65.22 -

78

Table 3.12: Evaluation of the post-processing module with one rule removed at a time

on the German development data. A F represents the change in F-score compared to

the full English inclusion classifier without consistency checking (CC).
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3.4.2.4 Evaluation of Document Consistency Checking

Table 3.13 shows the improvements in F-score obtained wilging document-based
consistency checking (CC) to the English inclusion classifiThey amount to 2.2
points in F-score for the internet data, 1.99 points for thace travel data and 1.45
points for the EU data. This setup yields overall best Fasdor all three domains
(Internet: F=84.27, Space: F=91.35, EU: F=66.67). It sthéwel noted that this perfor-
mance increase can be attributed to the rise in recall. Afpptying CC, all precision
scores are marginally lower than those of the full classiti¢hile the overall improve-
ment is essential for document classification, e.g. wherpeoimg different classifiers
as is done in the next section, it may not be beneficial fordagg classification on
tokens in individual sentences, e.g. during the text amabfsa TTS synthesis system.
In fact, the utility of document consistency checking ishiygapplication dependent.

Internet
93.95% - - -
98.07% | 93.48% | 73.31%| 82.17
98.25% | 92.75% | 77.37%| 84.37
Space
96.99% - - -
99.36% | 91.38% | 87.42%| 89.36
99.45% | 89.19% | 93.61%| 91.35
EU
99.69% - - -
99.78% | 60.00% | 71.43%| 65.22
99.78% | 59.26% | 76.19%| 66.67

Table 3.13: Full system plus/minus consistency checking (CC) versus the baseline.
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3.4.3 Evaluation on Unseen Data

All previously presented evaluation was carried out on teeetbpment set for each
domain. The final system design of the English inclusionsifes is the result of vari-
ous adjustments made after extensive error analysis aathgder tuning, described in
detail in Section 3.5. Itis therefore necessary to evaltreasystem on entirely unseen
data in order to determine its real performance. In the Vaithg, the results of an eval-
uation using such unseen data (Section 3.4.3.1) as well aw @ata set provided by
another research group (Section 3.4.3.2) are reportedigndssed. The first data set
was randomly selected which means that evaluation on thag¢geesents the English
inclusion classifier’'s performance on running newspapdrdévarious domains. The
second data set was collected specifically for the task oédalingual LID. Evaluation
using this latter set will determine the performance of ty&tesm compared to another
state-of-the-art approach taken by Marcaetedl. (2005).

3.4.3.1 Unseen Test Data

First, it is of particular interest to test how well the Ergliiinclusion classifier per-
forms on completely unseen data in all three domains. Ferghrpose, a manually
annotated test data set for each domain of approximatel sme as the development
set was used (see Section 3.2 for details on data prep3ralfioa results in Table 3.14
illustrate how well the full English inclusion classifierfi@ms on this unseen test data
for all three domains. For ease of comparison, the resultthéodevelopment data are
presented as well. The table lists the result of the fullaystvith optional document
consistency checking (see Section 3.3.6).

Overall, the full system F-scores for the test data areivelgthigh across all three
domains, ranging between 82 and 85 points, which meanshbatlassifier performs
well on new data. This constitutes an advantage over sigggtvinachine learning
(ML) methods which require constant retraining on new aateat training data. The
performance of a supervised maxent classifier on identiffgnglish inclusions will
be investigated further in Section 3.6. Interestingly, Fascore for the test data in
the internet domain is approximately 1 point higher than thiathe internet develop-
ment data without document consistency checking (83.18uge82.17 points). This
difference is reduced to 0.41 when consistency checkingpied.
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Internet

93.62% - - - 93.95% - - -
97.93% | 92.13%| 75.82% | 83.18|| 98.07% | 93.48% | 73.31% | 82.17
98.13% | 91.58% | 78.92% | 84.78 || 98.25% | 92.75% | 77.37% | 84.37

Space
97.19% - - - 96.99% - - -

98.89% | 85.61% | 79.61% | 82.50| 99.36% | 91.38% | 87.42%| 89.36
98.97%| 84.02% | 85.31% | 84.66 | 99.45% | 89.19% | 93.61%| 91.35

EU

98.93% - - - 99.69% - - -
99.65% | 83.24% | 85.63% | 84.42|| 99.78% | 60.00% | 71.43% | 65.22
99.65% | 82.16% | 87.36% | 84.68 | 99.78% | 59.26% | 76.19%| 66.67

Table 3.14: Evaluation of the full system (FS) on the unseen test data with optional

consistency checking (CC) versus the baseline (BL).



Chapter 3. Tracking English Inclusions in German 82

The F-score for the space travel test data is almost 7 pamterlthan that ob-
tained for the development set. This performance drop isedy lower precision
and recall. Although the classifier is overgenerating ondéeelopment set for this
particular domain, the fact that the scores on the unse¢rm#s are relatively con-
sistent across all three different domains is a positivaltedloreover, each data set
is relatively small which makes it difficult to draw clear adasions. In fact, the test
and development data on space travel are slightly diffarenature as can be seen in
Table 3.1. While both sets contain a similar percentage @fliglm inclusions (2.8%
versus 3%), those in the test set are much less repeatedhibsmin the development
set which is reflected in their type-token-ratios amountm@.33 and 0.15, respec-
tively. Therefore, the higher development test data scooedd be due to the higher
number of repetitions of English inclusions in the spacedrdevelopment data.

The full system F-scores for the EU test data are considgtagher than for the
development set (84.42 versus 65.22 points). This is nqirisimg since the EU de-
velopment data only contains 30 different English inclasidess than 1% of all types,
which made it an unusual data set for evaluating the classifie Error analysis was
therefore focused mainly on the output of the other two dats. SThe EU test data, on
the other hand, contains 86 different English inclusioms three times as many types
as in the development data (see Table 3.1). Consideringhth&nglish inclusion clas-
sifier yields an equally high performance on the unseen Etld&s as on the other
two test data sets, it can be concluded that system desiggatecand post-processing
rules are made general enough to apply to documents onatiffdomains.

The best overall F-scores on all six data sets are obtained wbmbining the full
system with a second consistency checking run (Internétdi@s: F=84.78, Space
travel test data: F=84.66, EU test data: F=84.68). Thisrs®con essentially ensures
that all English inclusions found in the first run are coresmly classified within each
document. This is done by applying an on-the-fly gazetteechvis generated auto-
matically. This setup was explained in more detail in Sec8@.6. The results listed
in Table 3.14 show that the improvement in F-score is alwaysed by an increase in
recall, outweighing the smaller decrease in precision. [gVtis improvement is es-
sential for document classification, particularly when pamng different classifiers,
it is unlikely to be beneficial when performing language sifisation on tokens in
individual sentences, for example during the text analgbs TTS synthesis system.
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Evaluating the English inclusion classifier on the entirerfzan data, i.e. the pooled
development and test sets for all three domains, yields arath\F-score of 85.43 and
an accuracy of 99.42%, 2.68% better than the baseline ofrasguhat every token
is not English. Table 3.15 also shows that the classifienfopmance is approach-
ing the inter-annotator agreement (IAA) score which repnés the upper bound for
English inclusion detection. Examining the scores obthiwben applying TextCat
(see Section 2.2), a conventional LID tool, to this task shivat it is not suitable for
token-based LID. Its accuracy of 93.65% is considerablyelotian the baseline.

99.42% | 89.08% | 82.06% | 85.43
99.44% | 94.41% | 87.90%| 91.04
93.65% | 20.84% | 34.70%| 26.04
96.74% - - -

Table 3.15: Evaluation of the English inclusion classifier on the entire German data

(development + test data) compared to the IAA, TextCat and the baseline.

3.4.3.2 Marcadet et al. (2005) Data

Language identification for polyglot speech synthesis bmec¢éhe focus of the IBM
research group who developed a language detector desigddomt-end to a polyglot
TTS system (Marcadedt al, 2005). Their system and its performance is described in
detail in Section 2.2.1.2. It identifies the language of irggntences on the token level
and is designed to differentiate between English, Frenelm@an, Italian and Spanish.
Marcadetet al. (2005) evaluated their system on three test sets, incluaiGgrman
one which is hand-annotated for English inclusions. Ther@ertest script is made up
of 1,050 tokens of which 123 are English. The English indositherefore make up
11.71% of all tokens (and 15.73% of all types) in this data Astis reflected in these
high percentages, this data set is not a random selectioewedpaper text but consists
of sentences which were specifically extracted for comtgjinglish inclusions.
According to the gold standard annotation, this data se doé contain words of
French, Italian or Spanish origin. The ten most frequentiEhgnclusions in this data
set are listed in Table 3.16. They are either proper or comnmms, adjectives or
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Token f || Token f
Windows | 10 || of 2
Microsoft | 4 || National 2
Word 3 || Motherboards 2
Controller| 3 || Center 2
Rockets | 2 || Celeron 2

Table 3.16: Ten most frequent (f) English inclusions in the German test corpus of Mar-
cadet et al. (2005).

prepositions which the English inclusion classifier, preed in this thesis, is specif-
ically designed to deal with. With the availability of thisst corpus, the opportunity
arose to evaluate the performance of the English includassdier on an entirely new
data set. This not only facilitates determining the perfange of the English inclusion
classifier on a data set designed specifically for its purposkecomparing it against
that of the system developed by Marcadetal. (2005), it also makes it possible to
compute IAA for marking up English inclusions in German text

In order to determine the IAA, all language markup was rermdoivem the data
which was then re-annotated according to the annotatiotedjoes presented in this
thesis (Appendix B). Commonly used metrics for measurirtgriannotator agree-
ment are pairwise F-score and tkeoefficient (see Appendix A.2). According to the
latter metric, which represents agreement beyond whatgsa®rd by chance, the two
annotators identify English inclusions in German text vétreliability of k=.844, in-
dicating almost perfect agreement. However, when evalgatiy annotation against
Marcadet et al.'s original annotation in terms of precisimtall and F-score in order
to identify instances of annotation disagreement, thedifices become more appar-
ent. The F-score only amounts to 86.26 points (81.29% poecend 91.87% recall).
Although computed on much less data, this IAA F-score is paiéts lower than that
obtained for the doubly annotated German data created a®fpinis thesis project
(see Section 3.2.3). It is also relatively low consideringttmost educated Germans
are expected to identify English inclusions in German texh@ut serious problems.
For example von Wickert (2001) shows in a survey that Engtistions and slogans
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occurring in advertising are conspicuous for nearly allleé tespondents (98%). A
closer look at the data reveals that Marcagledl. (2005) do not consistently annotate
abbreviations and acronyms expanding to English defirstasEnglish. Conversely,
the English inclusion classifier presented in this theseisigned to recognise them
as well. Moreover, person names liked Saskingre annotated as English and not
distinguished from real English inclusions as advocatetimthesis.

On the reconciled gold standard, the English inclusionsti@s performs with an
F-score of 96.35 points (an accuracy of 98.95%, a precisi@7 @8% and a recall of
94.96%). These scores are slightly better than those egbbst Marcadeet al. (2005)
on this data set (98.67% accuracy). However, it is not dgtgeaightforward to com-
pare these scores as the gold standard annotation is rsmbhrithe few classification
errors are mainly due to English words likeamor Managemenbeing already listed
in the German lexicon. These anglicisms are strongly iriegr in the German lan-
guage and have well established pronunciations. Theredarh classification errors
are unlikely to cause pronunciation problems during TTSIsgsis.

Given the results of both sets of evaluations, it can be cmled that the English
inclusion classifier performs well on randomly selectedaamsmixed-lingual data in
different domains and compares well to an existing mixedtal LID approach.

3.5 Parameter Tuning Experiments

This section discusses a series of interesting paramet@Egtexperiments to optimise
the English inclusion classifier. These were the basis ferfithal design of the full

system which was evaluated in the previous section. Thgseriexents include a task-
based evaluation of three different POS taggers and a tasidbevaluation of two
search engines. All experiments involve the German deveéop data for evaluation.

3.5.1 Task-based Evaluation of Different POS taggers

Throughout the entire process of error analysis, it wascedtthat the performance of
the English inclusion classifier depends to some extent@péhformance on the POS
tagger. Initially, the system made use of the POS tagger Bndnts, 2000b) trained
on the NEGRA corpus (Sket al., 1997). Some classification errors result from errors
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made by the POS tagger and therefore could be avoided if tteg [zerformed with
perfect accuracy. One reason for lower tagging accuradyedact that POS taggers
trained on data for a particular language do not necessiedywell with text contain-
ing foreign inclusions. Moreover, some taggers have diffyodifferentiating between
common and proper nouns in some cases.

In order to gain a better understanding of how the POS taggiihgences the per-
formance of the English inclusion classifier, | compareckéhdifferent taggers in a
task-based evaluation:

e TnTnegra- the TnT tagger trained on the NEGRA corpus of approximately
355,000 tokens (Skut al., 1997)

e TnTr|cer - the TnT tagger trained on the TIGER corpus of approximately
700,000 tokens (Branet al,, 2002)

e TreeTagger - the TreeTagger trained on a small German ng@&sgarpus of
Stuttgarter Zeitung containing 25,000 tokens (Schmid419995)

The English inclusion classifier is essentially run on theasaet of data tagged
by the three different POS taggers and evaluated againkatie:-annotated gold stan-
dard. Note that this method does not necessarily deterhebdst and most accurate
POS tagger but rather one that is most beneficial for identffenglish inclusions in
German text. Before discussing the results for each selgpcharacteristics of the
two POS taggers used in this evaluation are explained inldeta

3.5.1.1 TnT - Trigrams’n'Tags

TnT is a very efficient statistical POS tagger which can bimég on corpora in dif-
ferent languages and domains and new POS tag sets (Braf@iy)2Moreover, the
tagger is very fast to train and run. It is based on the Vitatgorithm for second
order Markov models and therefore assigns thettdbat is most likely to generate
thew; given the two previous tags ; andtj_». The output and transition probabili-
ties are estimated from an annotated corpus. In order tovddabata sparseness, the
system incorporates linear interpolation-based smogtaind handles unknown words
via n-gram-based suffix analysis.
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In 10-fold cross-validation experiments carried out by i8sa(2000b), TnT per-
forms with an accuracy of 96.7% on the Penn Treebank (1.2amitbkens) which
represents a near state-of-the-art performance for Entgid. The tagger only yields
an accuracy of 94.5% on the English Susanne corpus (150@660g) which is unsur-
prising given that this data set is much smaller in size arahisotated with a much
larger POS tag set (over 160 tags). The tagger’s performamt¢iee German NEGRA
corpus of 96.7% accuracy is high.

The difference between the two versions of the TnT tagged us¢he following
experiments (Tn\ecraand TnFrger) is merely that the first is trained on half the
amount of training material (the NEGRA corpus) comparedtogecond (the TIGER
corpus) but using a similar set of POS tags (see Appendi® Glpte that both corpora
are distinct sets and do not overlap in parts. The aim is tontesther a tagger trained
on less sparse data will improve the performance of clasgjfiznglish inclusions.

3.5.1.2 TreeTagger

The TreeTagger, on the other hand, is based on decisionftreasnotating text with
POS and lemma information. The off-the-shelf implementais distributed with
models trained on German, English, French, Italian, Greek ancient French text
and can be adapted to other languages given the availadiilaylexicon and a man-
ually tagged training corpus. The TreeTagger estimatesitian probabilities of n-
grams by means of a binary decision tree. The decision trbailisrecursively from
a training set of trigrams. The TreeTagger also makes usdwf form and a suffix
lexicon as well as a prefix lexicon in the case of German. Sdt{&894, 1995) report
that the TreeTagger achieves an accuracy of 96.36% on the Reebank data and
an accuracy of 97.53% on a small German newspaper corpusitiff@ter Zeitung
(25,000 tokens in total, 5,000 used for testing). To the béshy knowledge, there
IS no comparative evaluation of TnT and the TreeTagger ors#tme German data
set. However, on the Swedish Stockholm-Umea corpus (Egerhal., 1992), the TnT
tagger slightly outperforms the TreeTagger at an accurdc§5®0% versus 95.1%,
respectively (Sjobergh, 2003).

10The POS tag sets used in the NEGRA and TIGER corpus annotatimsed on the STTS tag set
(Schilleret al,, 1995). The one used in TIGER is listed in Appendix C. The sdifierences between
that set and the one used in NEGRA are explained in Smith (2003
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Internet
93.95% - - -
98.12% 93.82% | 74.35%| 82.96
98.07% 93.48% | 73.31%| 82.17
97.82% 86.52% | 76.96%| 81.46
Space
96.99% - - -
98.94% 87.09% | 76.49%, 81.45
99.36% 91.38% | 87.42%| 89.36
98.08% 62.26% | 93.20%, 74.65
EU
99.69% - - -
99.70% 48.44% | 73.81%| 58.49
99.78% 60.00% | 71.43%| 65.22
99.49% 27.93% | 73.81%| 40.52
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Table 3.17: Task-based evaluation of three POS taggers on the German development
data: TnTNegraA(TNT trained on NEGRA), TnT1ger (TnT trained on TIGER) and the

TreeTagger versus the baseline.

3.5.1.3 Results and Discussion

Table 3.17 lists the performance of the English inclusiaassifier when using the
various POS taggers and opting for Yahoo in the search emgatkile. As in the full
system, post-processing is applied in all experiments.réselts vary per domain. For
the internet data, the use of Tdgraresults in a slightly higher F-score of 82.96 than
when employing TnFcer (F=82.17). However, using TR[gerYields considerably
better results for the other two domains (89.36 and 65.22u&B81.45 and 58.49,
respectively). The TreeTagger results in the worst peréoroe of the English inclusion
classifier across all three domains (Internet: F=81.46¢&pB=74.65, EU: F=40.52).
Given the fact that the TreeTagger is trained on the leastuamaf newspaper text
(25,000 words) the latter finding is not unexpected. It wdagdnteresting to test the
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TreeTagger’s performance when trained on either the NEGRA®TIGER corpus.

As reported in the system description in Section 3.3, thd fuleEnglish inclu-
sion classifier incorporates Thigeras the POS tagger in the pre-processing step and
Yahoo in the search engine module. The decision to userBgk was made due to
the fact that this module results in a drastic performanceeiz@se over the TnjeGra
module for the space travel and EU domains of 7.91 and 6.73p0 F-score, re-
spectively. On the internet data, the Fnder and the Tn'Regramodules perform
very similarly. It can therefore be concluded that a POS ¢éagygiined on a sufficiently
large corpus is a vital component of the English inclusiassifier. In the following
section, the decision to use Yahoo in the search engine mdsloiotivated.

3.5.2 Task-based Evaluation of Different Search Engines

Tokens that are not found in the German or English lexicahloate are passed to
a back-off search engine module (Section 3.3.4). Such ®kea queried just for
German and just for English webpages, a language prefetbates offered by most
search engines, and classified based on the maximum noechalisre of the number
of hits returned for each language. This module therefdres¢o some extent on the
search engine’s internal language identification algorith

During the initial stages of developing the English inctursclassifier, Google was
used in the search engine module (Alex and Grover, 2004;,A41685). The main
reasons for opting for Google was that it was the biggestcbeangine available at
the time spanning over 8 billion webpages. It also offersldmguage preference set-
ting which is essential for determining counts. Moreovereres can be automated
by means of the Google Soap Search API (beta) which allov@0Ig0eries per da}t
During the course of developing the English inclusion dféess Yahoo, another search
engine, also made an API available which allows 5,000 searpkr day? In Yahoo,
searches can also be restricted to webpages of a partiemguage. The only dif-
ferences between the two search engines is their numbeideké&d webpages. In
August 2005, Yahoo announced that it indexes more than lifi@bdocuments?
which amounts to more than double the number of webpage®i{ldh) indexed by

Uhttp://www.google.com/apis/
Lhttp://developer.yahoo.com/
L3nttp://www.ysearchblog.com/archives/000172.html
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Google. A discussion on the Corpora List in May 2&b8nd a series of studies car-
ried out by Jean Véront8 signal that the real number of webpages indexed by a search
engine is not necessarily in line with the one that is adsedi Therefore, it is difficult
to rely on such quoted figures. Possible artificial inflatiérthe number of returned
hits does however not affect the performance of the Engtislusion classifier as long
as this inflation occurs consistently for each languageiipeuery. For example, for
Yahoo the estimated English corpus size is 638.9bn tokeesaah that for German is
53.3bn tokens. These estimates illustrate that the Englehcontent is much larger
than the German one which is also reflected in the percentddgawylish and German
internet users presented in Figure 2.1, shown in Chaptehg.rdtio between the es-
timated web corpora for English and German amounts to nd&lio 1 in this case.
This ratio is similar to those obtained by Grefenstette ammthe (2000) and Kilgarriff
and Grefenstette (2003) (15 to 1 and 11 to 1, respectively) pdrformed the same
estimation using Altavista as the underlying search enddefore evaluating the use
of different search engines with regard to the performarfch® English inclusion
classifier, the results of a time comparison experimentepented.®

3.5.2.1 Time Comparison Experiment

A comparison of the time required to run the Yahoo module carag to the Google
module reveals that the former is considerably faster. @18 shows the time it
takes to estimate the size of the web corpus for three diffdemguages using either
Yahoo or Google (Section 3.3.4) which was performed on a BZ8entium 4. This

estimation involves 16 queries to the search engine APlgeglage. Yahoo clearly
outperforms Google by up to 6.1 times.

6.8s 7.2s 7.6s
35.95s | 33.0s| 46.4s

Table 3.18: Time required for web corpus estimation using Yahoo and Google.

Lnttp://torvald.aksis.uib.no/corpora/2005-1/0191.htm I
Lonttp://aixtal.blogspot.com/2005/08/yahoo-19-billion -pages.html
16A1l task-based search engine evaluation experiments waereucted in April 2006.
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Internet
93.95% - - -
97.96% | 92.19% | 72.52%| 81.21
98.07% | 93.48% | 73.31%| 82.17
Space
96.99% - - -
99.31% | 89.83% | 87.42%, 88.81
99.36% | 91.38% | 87.42%| 89.36
EU
99.69% - - -
99.71% | 50.00% | 71.43%| 58.82
99.78% | 60.00% | 71.43%| 65.22

91

Table 3.19: Yahoo/Google in a task-based evaluation on the German development data.

3.5.2.2 English Inclusion Classification Experiment

The aim of the following experiment is to determine if the eoof search engine and
therefore the language algorithm used by the search engite mumber of indexed
webpages has an effect on the performance of the Englisissioci classifier when all
other parameters are kept the same. Therefore, the clagsifien twice, once with
the Google search engine module implementation and onng ¥ahoo in the search
engine module. In order to allow for a clear comparison, #maainder of the system
setup is kept the same. As in the full system, post-procgssiapplied at the end.
Table 3.19 compares the results of both experiments for daatain. There is
an improvement in F-scores for all 3 domains when using Yahdbe search engine
module (Internet: +0.96, Space: +0.55, EU: +6.40). The ¥aiodule tends to pro-
duce a similar recall to the Google module but is more pre@sesed on these findings
it can be concluded that the choice of search engine affieetsdrformance of the En-
glish inclusion classifier. It is difficult to say whether theprovements gained from
using Yahoo are due to the fact that it searches more docsntieamt Google alone
or due to the search engine’s internal language classditatHowever, calculating
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probabilities on a larger corpus tends to yield more robastits in other statistical
NLP tasks which certainly explains Yahoo'’s superiority o@®ogle in this task-based
evaluation experiment. Furthermore, opting for Yahoo ia $learch engine module of
the full system considerably speeds up the run time of thdigngnclusion classifier.
The final advantage of using Yahoo is that it allows a largelydpiota of searches
(5,000) compared to Google (1,000).

3.6 Machine Learning Experiments

The recognition of foreign inclusions bears great simijeid classification tasks such
as NER, for which various machine learning (ML) techniquaséhproved success-
ful. It is therefore of particular interest to determine therformance of a trained
classifier on this task. The following experiments are cateld with a maximum en-
tropy Markov model tagger developed at Standford Univengihich performs well
on language-independent NER (Klahal., 2003) and the identification of gene and
protein names (Finkedt al, 2005). In the following, a series of in-domain and cross-
domain experiments are discussed, also reported in Aled5)23 The aim is to de-
termine the performance of a supervised ML classifier on emskata in the domain
of the training data as well as on data in a new domain. Thesdtseare then com-
pared to those of the annotation-free English inclusiossifeer. Moreover, a learning
curve created for the ML classifier by training models on @agingly larger training
sets illustrates how performance is affected when smathenaents of training data are
available. It also indicates the quantity of labelled tragndata which is required to
achieve a similar performance to that of the English incnsilassifier.

3.6.1 In-domain Experiments

First, several 10-fold cross-validation experiments ggiifferent features were con-
ducted on the German development data. They are referreslitedomain (ID) ex-
periments as the tagger is trained and tested on data frosathe domain (see Ta-

"The results listed here differ slightly to those reportedlax (2005) as the best English inclusion
classifier has been updated and improved since then. In tvdprarantee a fair comparison between
the English inclusion classifier and the ML classifier, thessrvalidation experiments were rerun on the
same data which is POS-tagged with TnT trained on the TIGERuUs0
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ble 3.20). In the first experiment (ID1), the tagger’s staddaature set is used which
includes words, character sub-strings, word shapes, P@sS abbreviations and NE
tags (Finkelet al., 2005). The resulting F-scores are high both for the inteamel
space travel data (84.74 and 91.29 points) but extremelyféovihe EU data (13.33
points) due to the sparseness of English inclusions in thtt set. ID2 involves the
same setup as ID1 but eliminating all features relying onRRXS tags. The tagger
performs similarly well for the internet and space traveiadas for ID1 but improves
by 8 points to an F-score of 21.28 for the EU data. This cantii®atted to the fact that
the POS tagger does not perform with perfect accuracy péatly on data containing
foreign inclusions. Training the supervised tagger on P&Sriformation is therefore
not necessarily useful for this task, especially when tha dasparse. Despite the
improvement, there is a big discrepancy between the F-sgbieh the ML classifier
produces for the EU data and those of the other two data sets.

Table 3.20 compares the best F-scores produced with thertaggvn feature set
(ID2) to the best results of the English inclusion classifiersented in this thesis and
the baseline. The best English inclusion classifier is thlesftstem combined with
consistency checking (Section 3.3.6). For the EU data, tigdigh inclusion classi-
fier performs significantly better than the supervised taggé df = 1, p < 0.05).
However, since this data set only contains a small numbengfigh inclusions, this
result is not unexpected. It is therefore difficult to drawy aneaningful conclusions
from these results. For the internet and space travel degavgeich contain many En-
glish inclusions, the trained maxent tagger and the Engliglision classifier perform
equally well, i.e. without statistical significance betwebe difference in performance
(x% df =1, p<1). The fact that the maxent tagger requires hand-annoteiad
ing data, however, represents a serious drawback. Comyetise English inclusion
classifier does not rely on annotated data and is therefoot more portable to new
domains. Section 3.4.3 shows that it performs well on unsiea in three different
domains as well as on entirely new data provided by anottsareh group. Given
the necessary lexicons, the English inclusion classifierezsily be run over new text
and text in a different language or domain without furthestcd he time required to
port the classifier to a new language is the focus of attertidine next chapter.
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Internet
98.39% | 95.43% | 76.23%| 84.75
98.35% | 96.38% | 74.87%| 84.27
99.23% | 95.33% | 91.45%| 93.35
98.25% | 92.75% | 77.37%| 84.37
93.95% - - -
Space
99.51% | 99.51% | 84.33%| 91.29
99.53% | 99.51% | 84.54%| 91.42
99.65% | 96.30% | 91.13%| 93.64
99.45% | 89.19% | 93.61%| 91.35
96.99% - - -
EU
99.71% | 100.00%| 7.14% | 13.33
99.73% | 100.00%| 11.90%| 21.28
99.77% | 100.00%| 28.57% | 44.44
99.78% | 59.26% | 76.19%| 66.67
99.69% - - -

Table 3.20: A series of in-domain (ID) experiments illustrating the performance of a

trained ML classifier compared to the English inclusion classifier (EIC) and the baseline.
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A further interesting observation is that the ML classifirddhe English inclusion
classifier perform differently in terms of precision andakcThe tagger is extremely
precise but is unable to track all English inclusions. Cosely, the English inclusion
classifier is able to identify a larger proportion of Englisblusions but some of them
by mistake. Therefore, a further experiment (ID3) was cateld, aiming at improving
the overall score by combining the behaviour of both systd®3 is set up as ID2 but
also incorporating the output of the English inclusion sifier as a gazetteer feature.
As can be seen in Table 3.20, the tagger’s performance isesezonsiderably for all
three domains as a result of this additional language featfittre score for the EU data
is however still lower than that achieved by the Englishuisabn classifier itself.

3.6.2 Cross-domain Experiments

In the ID experiments described above, the maxent taggeeaezh surprisingly high
F-scores for the internet and space travel data, consgléngm small training sets of
around 700 sentences. These high F-scores are mainlyuéttlibo the high precision
of the maxent classifier. Although both domains contain ntamylish inclusions, their
type-token ratio amounts to 0.29 in the internet and 0.1Hhéngpace travel data (see
Table 3.1 in Section 3.2), signalling that English inclusiaare frequently repeated
in both domains. As a result, the likelihood of the taggeraemtering an unknown
inclusion in the test data is relatively small which exptaimgh precision scores in the
ID experiments.

In order to examine the maxent tagger’s performance on dataew domain con-
taining more unknown inclusions, two cross-domain (CD)eskpents were carried
out: CD1, training on the internet and testing on the spaneetdata, and CD2, train-
ing on the space travel and testing on the internet data. eltwes domain pairs were
chosen to ensure that both the training and test data cantelatively large number of
English inclusions. Otherwise, the experiments were sét tipe same way as experi-
ment ID2 (see Section 3.6.1) using the standard featurd gt mmaxent tagger minus
the POS tag feature. Table 3.21 presents the scores of bodx@®iments as well as
the percentage of unknown target-type (UTTs). This is thegggage of English types
that occur in the test data but not in the training data.

The F-scores for both CD experiments are much lower tharetbbgined when
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98.43% | 91.23% | 53.61%| 67.53 | 81.9%
99.45% | 89.19% | 93.61%| 91.35 -
96.99% - - - -

94.77% | 97.10% | 13.97%| 24.43 | 93.9%
98.25% | 92.75% | 77.37%| 84.37 -
93.85% - - - -

Table 3.21: Evaluation scores and percentages of unknown target types (UTT) for two
cross-domain (CD) experiments using a maxent tagger compared to the performance
of the EIC and the baseline.

training and testing the tagger on documents from the sameanho In experiment
CD1, the F-score only amounts to 67.53 points while the peage of unknown target
types in the space travel test data is 81.9%. The F-scoreers lewer in the second
experiment at 24.43 points which can be attributed to thegreage of unknown target
types in the internet test data being higher still at 93.9%esE results indicate that
the tagger’s high performance in the ID experiments is lgrgeie to the fact that
the English inclusions in the test data are known, i.e. tggealearns a lexicon. It
is therefore more complex to train a ML classifier to perforralvon new data with
more and more new anglicisms entering German over time. Treuat of unknown
tokens will increase constantly unless new annotateditigqidata is added. It can
be concluded that the annotation-free English inclusiassifier has a real advantage
over any solution that relies on a static set of annotateditrg data.

3.6.3 Learning Curve

As seen in the previous in- and cross-domain experimengssttitistical ML classi-
fier performs very differently depending on the amount of@ations present in the
training data and the domain of that data. In order to get aa tibw this classifier
performs compared to the English inclusion classifier on @hmarger data set, the
entire German evaluation data (development and test datllfthree domains) was
pooled into a large data set containing 145 newspapereastids the English inclu-
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Figure 3.4: Learning curve of a supervised ML classifier versus the performance of the

annotation-free English inclusion classifier.

sion classifier does not rely on annotated data, it can bedestd evaluated once for
this entire corpus. It yields an overall F-score of 85.4% (Bgjure 3.4).

In order to determine the machine learner’s performance theentire data set,
and at the same time investigate the effect of the quantignobtated training data
available, a 10-fold cross-validation test was conductéeéreby increasingly larger
sub-parts of training data are provided when testing on datdhout fold. At first, the
pooled data is randomised and split into a 90% large traiaimd) 10% large test set.
This randomisation and splitis done on the document lexeethee training set contains
131 newspaper articles and the test set 14. The trainingstgare also increased on
the document level by batches of 6 newspaper articles atsaph The increasingly
larger sub-sets of the training data are then used to traiol#ssifier and subsequently
evaluate it on the test set. This procedure is then repeateshth of the 10 held out
folds and scores are averaged. Each point in the resultargiley curve presented in
Figure 3.4 shows the average F-score of the ML classifier wiagmed on the selected
sub-set of articles and evaluated on the held out set. AeeFagcores are plotted
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against the average number of tokens in the training datacit €tep in order to get a
better representation of the amount of labelled data ire@ht each step.

The learning curves presented in Figure 3.4 show that tHerpeance on the ML
classifier improves considerably as the amount of trainetg @ increased. The graph
shows a rapid growth in F-score which tails off as more datdided. Provided with
100% of labelled training documents (amounting to appra@tety 86,500 tokens) the
ML classifier reaches an F-score of 84.59. The graph showshe&nglish inclusion
classifier has a real advantage over the supervised ML agiprokich relies on expen-
sive hand-annotated data. A large training set of 86,50€rtsks required to achieve a
performance that approximates that of the annotationEregish inclusion classifier.
Moreover, the latter system has been shown to perform gilyikgell on unseen texts
in different domains (see Section 3.6.2).

3.7 Chapter Summary

This chapter first described a German newspaper corpus npadeairticles on three
different topics: internet & telecoms, space travel anddpean Union. The corpus
was annotated in parallel by two different annotators foglish inclusions and used
for a large number of experiments aimed at English inclusietection. The corpus
analysis showed that, in specific domains, up to 6.4% of tken® of German news-
paper text can be made up of English inclusions. The inteottor agreement of
identifying English inclusions is very high for a number oétrics, signalling almost
perfect agreement and the fact that English inclusion tietecs a highly manageable
task for humans to carry out.

Subsequently, this chapter presented an annotationdfesifier that exploits lin-
guistic knowledge resources including lexicons and theliV@vide Web to detect
English inclusions in German text on different domains. nitsin advantage is that
no annotated, and for that matter unannotated, training idatequired. The English
inclusion classifier can be successfully applied to new &d domains with little
computational cost and extended to new languages as lorgxiasllresources are
available. In the following Chapter, the time and effortoiwed in extending the sys-
tem to a new language will be examined. In this chapter, thgsdier was examined
as whole and in terms of its individual components both om se&l unseen parts of
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the German newspaper corpus as well as a test suite of areindept research group.

The evaluation showed that the classifier performs well @ean data and data in
different domains. Its overall performance is approactiimg inter-annotator agree-
ment figures which represent an upper bound on the perforenduat can be expected
from an English inclusion classifier. While performing aslives, if not better than, a
machine learner which requires a trained model and thexdémge amounts of manu-
ally annotated data, the output of the English inclusiossiféer also increases the per-
formance of the learner when incorporating this informatis an additional gazetteer
feature. Combining statistical approaches with methodsuke linguistic knowledge
resources can therefore be advantageous.

The low results obtained in the cross-domain experimenis@ite however that the
machine learner merely learns a lexicon of the English miclus encountered in the
training data and is unable to classify many unknown incisiin the test data. The
search engine module implemented in the English includassdier is an attempt to
overcome this problem as the information on the Web neveanesrstatic and at least
to some extent reflects language in use. This was reflectée icorpus search module
experiments. Moreover, the fact that the English inclusi@ssifier does not require
any manually annotated training data gives it a real adgenteer a supervised ML
classifier.



Chapter 4
System Extension to a New Language

With increasing globalisation and a rapidly expanding tdigsociety, the influence of
English as an international language is growing constam/the influx of English
vocabulary into other languages is becoming increasingdyglent, natural language
processing systems must be able to deal with this languagagrmphenomenon. The
previous chapter introduced and evaluated a system thatag@track English inclu-
sions embedded in German text. One criticism that can be raladet this English
inclusion classifier is that its design is based on a speaifiglage scenario and that it
is therefore not language-independent. Therefore, sam@wias invested in adapting
the classifier to a new language in order to investigate tls¢ iowolved in doing so.
This chapter demonstrates that extending this Englislugieh classifier, which was
originally designed for German, requires minimal time afffdré to adapt to a new
language, in this case French. The issue of anglicisms @pgea French was dis-
cussed in Section 2.1.3. The existing German system yiédgfsgrecision, recall and
F-scores for identifying English inclusions in unseen datdifferent domains (Sec-
tion 3.4.3). In an attempt to carry out similar experimemwisa new base language and
ascertain the performance for a different language soeiaie system was updated to
process French input text as well. The majority of the worksgnted in this chapter
is also reported in Alex (2006).

An indication as to the time necessary to convert each systenponent of the
English inclusion classifier is given in Section 4.1. Therfete development and test
sets created for evaluating the classifier are describecgatich 4.2. The extension
of individual system modules, which is outlined in Sectio8,4acilitates token level

100
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identification of English inclusions in French text. A ser@ English inclusion iden-
tification experiments on a specially prepared French oipustrate the appeal of
this system derived from its ease of portability to new laames. Section 4.4 provides
a detailed overview of the evaluation experiments and dises! their results which
show that the system performs well for both languages andeaan data in the same
domain and language.

4.1 Time Spent on System Extension

The initial English inclusion classifier is designed speaifly for German text. The
two main aims of extending the system to a new language ajeto (firove that its

underlying concept of English inclusion identification istrspecific to one language
scenario and (2) to determine the time to do so. In total,dktapproximately one
person week to convert the core system to French, anotherBEudopean language
with a Latin alphabet. This involved implementing a Frenckeniser (1.5 days), in-
corporating the French TreeTagger (1 day), extending tkiedea module (1.5 days)
and converting the search engine module to French (0.2 days)

A subsequent error analysis of the output was performeddardo generate post-
processing rules. As the process of analysing errors isngaflg difficult to time, a
limit of one week was set for this task. This strategy provedddicial in terms of
fine-tuning the system to improve its overall performancec{®n 4.4). The actual
evaluation of the system requires French data that is mramhotated with English
inclusions. Three working days were spent on collecting andotating a French
development and test set of approximately 16,000 tokerts @duch are described in
more detail in Section 4.2.

A further issue that must be considered when extending thsyto a new lan-
guage is the time required for identifying necessary resesiand tools available and
familiarising oneself with them. This is evidently depentlen the chosen language.
In the case of French, approximately two working days wekertao research and
identify the POS tagger TreeTagger and the lexicon Lexiguapgropriate resources.
If a POS tagger and a lexicon are not available for a partidateguage scenario, more
time and effort would need to be invested to create such ressu
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Figure 4.1: Time required for extending system modules as well as data preparation

and resource finding tasks.

As the English inclusion classifier is essentially annotafiree, i.e. it does not
rely on manually annotated training data, it can be easityam new data without any
further cost. The search engine module then deals with awwoeabulary entering
a language over time. This represents a serious advant&yeamupervised system
that relies on annotated training data. The latter is builacnapshot of a particular
language in use and would need to be adjusted by retrainiraglditional annotated
data as this language evolves over time. It would therefegeiire much more time
and effort to keep up-to-date.

4.2 French Development and Test Data Preparation

In order to evaluate the system performance of classifymgjigh inclusions in French
text, a random selection of online articles published by ZDRrancé, an online

magazine reporting on the latest news in the high tech seste collected. These
articles were published in the period between October 20@B%eptember 2005 in

Lhttp:/mww.zdnet.fr/
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the domain of internet and telecoms (IT). All French arsoleere manually annotated
for English inclusions using an annotation tool based on N&arlettaet al., 2003).
As with the experiments on German, the data is split into seld@ment set and a
test set of approximately 16,000 tokens each. While bothaet of similar domain,
date of publishing and content, they do not overlap. The ldpweent set served both
for the purpose of performance testing of individual systawdules for French and
error analysis. The test set, however, was treated as umsgkennly employed for

evaluation in the final run.

French

16188 3233 0.20] 16125 3437 0.21

- 986 | 6.1| 339|105| 0.34| 1089|6.8| 367|10.7| 0.34
German

- 15919 4152 0.26] 16219 4404 0.27

963 | 6.0 283| 6.8| 0.29| 1034|6.4 258 | 5.9 0.25

Table 4.1: Corpus statistics including type-token-ratios (TTRs) of the French develop-

ment and test sets compared to the German data.

Table 4.1 lists the total number of tokens and types plus tireber of English
inclusions in the French development and test sets. Thesmonding statistics of
the German data are reproduced to facilitate a comparisba.Ffench data sets have
similar characteristics, particularly regarding theipéytoken-ratios (TTRs) for each
entire set (0.20 versus 0.21) and for the English inclusmloge (0.34 each). The
French test set contains slightly more English inclusietis{%) than the development
set. Comparing these figures with those of the previouslytatad German IT data
sets shows that the proportion of English tokens in this donsaextremely similarly
at approximately 6%. However, the percentage of Engliseswaries to some extent
both for the development and test sets. They only amount8% &nd 5.9% in the
German data, compared to 10.5% and 10.7% in the French dateoler, the TTRs
of English inclusions are 0.5 and 0.9 points higher in thenElnedata sets, signalling
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that they are less repetitive than those contained in then&erarticles. However,
overall TTRs are 0.6 points lower for French than for Germdmclv means that the
remaining vocabulary in the French articles is somewhat leterogeneous than in
the German data. This is due to the nature of the two langudg&Serman, lexical
variety is higher due to compounding and case inflection foclas, adjectives and
nouns.

Token f Token f

e 49 web 21
Google 44 spam 18
internet 35 mail 18
Microsoft | 33 Firefox 16
mails 32 Windows | 14

Table 4.2: Ten most frequent (f) English inclusions in the French data.

The ten most frequent English inclusions found in the Frediata set are listed
in Table 4.2. The majority of them are either common or propeuns. The most
frequent English token is actually the single-charactketee as occurring ire-mail
Less frequent pseudo-anglicisms likeforcing in the sense of putting pressure on
someone ote parkingreferring to a car park are also contained in the French data.
Although such lexical items are either non-existent or selgrused by native English
speakers, they are also annotated as English inclusions.

4.3 System Module Conversion to French

The extended system architecture of the English inclusiassdier consists of sev-
eral pre-processing steps, followed by a lexicon moduleaach engine module and
a post-processing module. Converting the search enginall@dd a new language
required little computational cost and time. Converséig pre- and post-processing
as well as the lexicon modules necessitated some languanydddye resources or
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tools and therefore demanded more time and effort to be euséal for French. The
core system was adapted in approximately one person weetair($ection 4.1). Fig-
ure 4.2 illustrates the system architecture after extepdito French. Note that the
system now involves an additional document-based langigggeification step after
pre-processing in which the base language of the documeletésmined by TextCat
(Cavnar and Trenkle, 1994). TextCat, a traditional languagntification tool, per-
forms well on identifying the language of sentences ancelapgssages. This enables
running the English inclusion classifier over either GerneaurFrench text without
having to specify the base language of the text manually. bEse-language-specific
classifier components are therefore initiated purely basetiextCat’s language iden-
tification. For both the German and French newspaper astidlextCat is always able
to identify the language correctly.

4.3.1 Pre-processing Module

The pre-processing module involves tokenisation and P@&rig (cf. Section 3.3.2).
First, the German tokeniser was adapted to French and alFpamtof-speech (POS)
tagger was integrated into the system. The French tokeoisesists of two rule-based
tokenisation grammars. In the same way as the German veisiwot only identifies
tokens surrounded by white space and punctuation but atedves typical abbrevia-
tions, numerals and URLs. Both grammars are applied by mefamgproved upgrades
of the XML tools described in Thompsat al. (1997) and Groveet al. (2000). These
tools process an XML input stream and rewrite it on the bakih® rules provided.
The French TreeTagger (see Section 3.5.1.2) is used for &§afhy. It is freely avail-
able for research and is also trained for a number of othguages, including German
and English. The TreeTagger functions on the basis of bidacysion trees trained on
a French corpus of 35,448 word forms and yields a taggingracgwof over 94% on
an evaluation data set comprising of 10,000 word forms Siad Schmidt, 1995).

2While trained models are available online, the tagged dettéhst was used to train and evaluate
the French TreeTagger model is not part of the distributidtherwise, the data could have been used
to train TnT, as that tagger resulted in a better performaridbe English inclusion classifier on the
German development data (see Section 3.5.1).
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4.3.2 Lexicon Module

The lexicon module (cf. Section 3.3.3) performs an initealduage classification run
based on a case-insensitive double lookup procedure usmégkicons: one for the
base-language and one for the language of the inclusions.Fiéach, the system
queries Lexique, a lexical database which contains 1288l forms representing
54,158 lemmas (Newt al., 2004). It is derived from 487 texts (31 million words)
published between 1950 and 2000. In order to detect commatisBninclusions,
the system searches the English database of CELEX holdiii@8lemmas and their
365,530 corresponding word forms (Celex, 1993) . The leximmdule was adapted to
French by exploiting distinctive characteristics of Frerarthography. For example,
words containing diacritic characters typical for Frenegk automatically excluded
from being considered as English inclusions.

4.3.3 Search Engine Module

Tokens which are not clearly identified by the lexicon modageEnglish are passed to
the back-off search engine module. As explained in SectiBr3the search engine
module performs language classification based on the mamwinarmalised score of

the number of hits returned for two searches per token, onesch language:

rfcweb(L) (t) (41)

Extending the search engine module to French merely indodeusting the lan-
guage preferences in the search engine API and incorpgridi@relative frequencies
of representative French tokens in a standard French cdopestimating the size of
the French Web corpus (Grefenstette and Nioche, 2000). @aecls engine Yahoo
was used instead of Google as it outperformed the latteraslalbased evaluation for
German (Section 3.5.2) and also allows a larger number ohaatic queries per day.

3Note that English also contains words with diacritic chtees; e.gnéeor naive. However, they
tend to be loan words from French or other languages. Wheaajpy in French text, they would be
either part of a French word or a word from a language other Erglish.
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4.3.4 Post-processing Module

The final system component which required adapting to Frentie post-processing
module. It is designed to resolve language classificatiobigmities and classify some
single-character tokens. As for German, some time was fedes analysing the
core system output of the French development data in ordgenerate these post-
processing rules. The individual contribution of each o fbllowing rules on the
system performance on the French development data is dsdus Section 4.4.

The most general rules are designed to disambiguate omaetbatokens and in-
terlingual homographs. They are flagged as English if foldvay a hyphen and an
English token é-mail or joint-venturg. Furthermore, typical English function words
are flagged as English, including prepositions, pronoumsjunctions and articles, as
these belong to a closed class and are easily recognisatiealfo avoids having to
extend the core system to these categories which not onlepte some output er-
rors but also improves the performance of the POS taggerhnikioften unable to
process foreign function words correctly. In the post-ssing step, their POS tags
are therefore corrected. Any words in the closed class ofiEmfunction words that
are ambiguous with respect to their language suchre@n Frenchyear) or but (in
Frenchgoal) are only flagged as English inclusions if their surroundiogtext is al-
ready classified as English by the system. Similarly, thsgssive markes is flagged
as English if it is preceded by an English token. Moreoveresa rules are designed
to automatically deal with names of currencies (&gro) and units of measurement
(e.g.Km). Such instances are prevented from being identified asigniiclusions.
Similarly to the German post-processing module, abbr@nagxtraction (Schwartz
and Hearst, 2003) is applied in order to relate languagenmdtion between abbrevi-
ations or acronyms and their definitions. Subsequentlyt-pracessing is applied to
guarantee that each pair and earlier plus later mentiongharehe definition or the
abbreviation/acronym are assigned the same language tfaig @idocument.

When analysing the errors which the system made in the dewedat data, it was
also observed that foreign person names (Emgham Cluley are frequently identi-
fied as English inclusions. In the experiments describethimthesis, the system is
evaluated on identifying English inclusions. These arengeffias any English words
in the text except for person and location names. Theretheegvaluation data does
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not contain annotations of foreign, or specifically Englggrson names in the gold
standard. In order to improve the performance of recoggisgal English inclusions,
further post-processing rules were implemented to disistgbetween the latter and
English person names that are incorrectly classified asigngiclusions. The aim
is to increase precision without reducing recall. Based oremor analysis on the
development data, patterns signalling person names irckrext, e.g. “Mme X” or
“X, directeur”, were generated to distinguish such insemfrom English inclusions.
It should be noted, however, that for a potential task-ba&sedluation of the English
inclusion classifier the language information provided gerson names could prove
beneficial, for example for TTS synthesis to generate copmmunciations.

Combining all post-processing rules allows the Englishusion classifier to per-
form with a balanced F-score of 87.68 (P=91.60% and R=84)@8%he French de-
velopment data. This represents an overall performanceovement of 16.09 points
in F-score, 8.69% in precision and 21.10% in recall over thee system (see Ta-
ble 4.3). These results show that post-processing is maimgd at identifying false
negatives, i.e. English inclusions which are missed by the system. As is the case
for the German data, the precision of the core system is@resatively high.

4.4 French System Evaluation

This section evaluates the performance of the French systampared to the German
one, when testing it on unseen data from a similar domainjnternet & telecoms
related data. Furthermore, it presents some additionaltssfiustrating the improve-
ment gained from the various post-processing rules and &oded document consis-
tency checking.

4.4.1 Evaluation on Test and Development Data

Table 4.3 shows the results of the core and full French anch@eisystems on the de-
velopment and test data versus the baseline. The full syisielodes post-processing
as well as document consistency checking. The baselingaes are determined
by assuming that the system found none of the English irmhssin the data and be-
lieves that it is entirely written in either French or Germeagspectively. As precision,
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French data

93.25% - - - 93.91% - - -
96.59% | 82.07% | 69.33%| 75.16| 96.74% | 82.91% | 62.98% | 71.59
98.08% | 88.35% | 84.30% | 86.28 | 98.49% | 91.39% | 85.09% | 88.13

German data

93.62% - - - 93.95% - - -
97.47%| 90.60% | 66.32% | 76.58 || 97.15% | 87.28% | 67.70% | 76.25
98.13%| 91.58% | 78.92% | 84.78 || 98.25% | 92.75% | 77.37% | 84.37

Table 4.3: Evaluation of the core and full systems (CS and FS) on the French and

German development and unseen test sets versus the baseline (BL).

recall and F-score are determined in relation to the Engb&lens in the gold stan-
dard (see Appendix A.1), they are essentially zero for treelae. For this reason,
only the accuracy baseline scores are reported, as was datigorevious evaluation
experiments.

The German core system (without post-processing and densischecking) per-
forms similarly on both the development set and the testtsgiaroximately 76 points
in F-score. The French core system actually performs almgsbints better in F-
score on the test set (F=75.16) than on the development séiL®#9). This means
that the core systems do not undergenerate on new data iaitine domain and lan-
guage. Comparing the results of the core systems acrosadgeg shows that they
perform relatively similarly in F-score but vary slightly terms of precision and re-
call. These differences can be attributed to some systeamatdifferences resulting
from language-specific characteristics or pre-processialy. For example, 13.7% of
all tokens in the French development set contain diacrdtapared to only 7.8% of
all tokens in the German development set. As informatioruadacritics is exploited
in the lexicon module for both languages, the French systeaxpected to perform
better at that stage.

A further core system difference lies in the POS tag setsHerttvo languages.
The German system makes use of TnT (Brants, 2000b) traingdeomIGER Tree-
bank (Brantset al., 2002) to assign POS tags. Earlier experiments showedtisat t
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POS tagger yields the best results for a set of German datarsdifferent domains
(Section 3.5.1). TnT assigns STTS tags to German text (8clei al., 1995). The
English inclusion classifier is set up to process any tokeghenGerman data with the
tag: NN (common noun)NE (proper noun)ADJA or ADJD (attributive and adverbial
or predicatively used adjectives) as well i (foreign material). The French data,
on the other hand, is tagged with the TreeTagger whose PO&etatiffers to STTS.
Although it also differentiates between common no@BN| and proper name$AN,

it only has one tag for adjectivesdJ). Moreover, the French tag set contains an ad-
ditional abbreviation tagABR). It does not, however, contain a separate tag for foreign
material. Despite the fact that TnT is not very accurate antdying foreign material

in the German data, this additional information is likelyhi@ve a positive effect on the
overall performance of the German system.

The full system scores show that post-processing and datooesistency check-
ing improve the overall system performance considerabiybfath languages. For
French, the individual post-processing rules are evatlatenore detail in the next
section. Overall, Table 4.3 shows that the improvementsadatively similar on both
the development set and the test set for each language. ThHedoch system per-
forms only 1.85 points lower in F-score on the test set (8GaMits) compared to
the development set (88.13 points). The full system scare&érman are also very
similar. Within each language, the classifier thereforedpoes consistent results.

Overall, the full French system performs slightly bettearitthe German one. Ta-
ble 4.3 illustrates that this difference is mainly due to ager gap between recall
and precision for the full German system. Even though theGerman system per-
forms better in precision than the French one, its recall ilmlower, causing the
overall F-score to drop. This discrepancy is due to langtsageific post-processing
differences as post-processing rules are generated oragiiedff error analysis on the
development data. However, comparing the results of thesigtems is not entirely
straightforward because they are not completely ideniiicphrts of their components
and the data sets are inherently not identical. Despiteetbéferences, the fact that
both systems yield high F-scores demonstrates that therlyimdeconcept of identi-
fying English inclusions in text can be applied to differéariguage scenarios, at least
those with Latin alphabets.
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4.4.2 Evaluation of the Post-Processing Module

Table 4.4 presents lesion studies showing the individuatrdmution of different types
of post-processing rules to the overall performance of theRrench system on the
development data. In this case, the full system does natdeaiocument consistency
checking. A detailed description of the post-processingla® design is given in
Section 4.3.4.

The results show that the biggest improvement is due to tls¢-grocessing of
single-character tokens which are not classified by the sgggem. Switching off this
type of post-processing leads the full system to perforné pdints lower in F-score.
The second largest improvement in F-score is achieved bpakéeprocessing rules
dealing with ambiguous words, i.e. those that are class#fsegither French or English
by the core system. Identifying the language of such tokasgd on the language of
their surrounding context helps to improve the overall parfance by 5.73 points in
F-score. Comparing the results of each of the lesion stuggraxents to the results
of the full system, where all post-processing rules areiadpklso shows that most
post-processing rules are designed to improve recall.

The only post-processing rule implemented to improve gieniwithout deterio-
rating recall is that for person names. It results in a smalliénevertheless statistically
significant increasexf: df = 1, p < 0.001) of 2.39 points in F-score. Although all
remaining post-processing rules do not yield statistycsijnificant performance im-
provements, none of the post-processing rules lead to @asein F-score as is illus-
trated in the last column. In the final run of the full Frenclsteyn on the test data, the
post-processing module results in a large performanceaser of 11.13 points in F-
score. Therefore, it can be concluded that the post-prowessdesigned well enough
to apply to new data in the same domain and language.

4.4.3 Consistency Checking

In order to guarantee consistent language classificatitmmeach document, addi-
tional consistency checking was implemented in the Fregstem. This second clas-
sification run functions the same way as that implementederGerman system, de-
scribed in Section 3.3.6. Tokens that are identified as Bhdy the full system after
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96.74% | 82.91% | 62.98% | 71.59 | 16.57
97.75 90.51% | 72.52%| 80.52 | 7.16
97.83 91.60% | 74.14%| 81.95 | 5.73
98.12% | 86.53% | 84.08%| 85.29 | 2.39
98.21% | 91.36% | 81.54%| 86.17 | 1.51
98.30% | 91.08% | 81.85%| 86.22 | 1.46
98.39% | 90.87% | 83.77%| 87.18 | 0.50
98.45% | 91.60% | 84.08% | 87.68 | -

Table 4.4: Evaluation of the post-processing module with one type of post-processing
removed at a time on the French development data. A F represents the change in
F-score compared to the full English inclusion classifier without consistency checking
(CC).

post-processing are added to a gazetteer. This gazettdmmichecked on the fly to
assure that tokens that were not already previously taggdadosystem are classified
correctly as well. Consistency checking is therefore nyamined at identifying En-
glish inclusions which the POS tagger did not tag correclgr example, the word
Googlewas once incorrectly tagged as a present tense w#RB:fres ) and could
therefore not be classified by the system initially. Howeserce the same token was
also listed in the on-the-fly gazetteer which was generaiethe particular document
it occurred in, consistency checking resulted in the carckssification.

Table 4.5 presents the performance of the full French anth@esystems with op-
tional consistency checking on both the development ariditgda. The results show
that consistency checking does not have the same effecteoRrémch as it does on
the German data. It only yields a small improvement in F-sadr0.45 points on the
French development data but no improvement on the Frentdaés. One reason for
this discrepancy between languages could be the POS tagfgglish inclusions.
While English inclusions in the German development dataaasegned on average
1.2 POS tags by TnT, the TreeTagger tags the English inclasiothe French devel-
opment data only with 1.1 different POS tags. The latter esdfore slightly more
consistent. The second reason is that English inclusiansepeated less often in the
French data than in the German which is demonstrated in THé®s (0.34 in French
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development and test sets versus 0.29 and 0.25 in Germalopeent and test sets,
see Table 4.1). This means that the classifier is alreadylikedg to miss inclusions
which minimises the effect of consistency checking for [eten

French data

98.10% | 88.59% | 84.11% | 86.29 || 98.45% | 91.60% | 84.08% | 87.68
98.08% | 88.35% | 84.30% | 86.28 | 98.49% | 91.39% | 85.09% | 88.13

German data

97.93% | 92.13% | 75.82% | 83.18| 98.07% | 93.48% | 73.31% | 82.17
98.13% | 91.58% | 78.92% | 84.78 || 98.25% | 92.75% | 77.37% | 84.37

Table 4.5: Evaluation of the full system (FS) with optional consistency checking (CC).

4.5 Chapter Summary

This chapter described how the English inclusion classifes successfully converted
to a new language, French. The extended system is able tegzreither German or
French text for identifying English inclusions. The systisra pipeline made up of sev-
eral modules, including pre-processing, a lexicon, a $eargine, a post-processing
and a document consistency checking module. The exten§ibie core system was
carried out in only one person week and resulted in a systeforpgance of 71.59
points in F-score on the French development data. A furtheskwvas spent on im-
plementing the post-processing module which boosted tbeoFe to 87.68 points. A
third week was required to select external language ressupius collect and annotate
French evaluation data in the domain of internet and telscom

The performance drop between the French development s¢hamtiseen test sets
is relatively small (1.85 in F-score) which means that thstem does not seriously
over- or undergenerate for this domain but results in an kghagh performance on
new data. This chapter also demonstrated that the Engltéinsion classifier is easily
extendable to a new language in a relative short period ¢ find without having to
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rely on expensive manually annotated training data. Thesafion-recoverable engi-
neering costs for extending and updating the classifier ap¢ to a minimum. Not

only can the system be easily applied to new data from the sa@meain and language
without a serious performance decrease, it can also be dedeto a new language
and produce similarly high scores. The performance coussiay be even better for
languages with the same script that are less closely refagedFrench and English or
German and English.

The English inclusion classifier described in this and thevipus chapter is de-
signed patrticularly for languages composed of tokens sépaiby white space and
punctuation and with Latin-based scripts. A system thakidnglish inclusions oc-
curring in languages with non-Latin based scripts necatesita different setup as the
inclusions tend to be transcribed in the alphabet of the laagriage of the text (e.g. in
Russian). The English inclusion classifier is also not desiigto deal with languages
where words are not separated by white space. An entireligrdiit approach would
be required for such a scenario.



Chapter 5
Parsing English Inclusions

The status of English as a global language means that Ernvgtists and phrases are
frequently borrowed by other languages, especially in domauch as science and
technology, commerce, advertising and current affairss an instance danguage
mixing, whereby inclusions from other languages appear in anwikemrmonolingual
text. While the processing of foreign inclusions has reegisome attention inthe TTS
literature (see Chapter 6), the natural language procag$sibP) community has paid
little attention both to the problem of inclusion detectiand to potential applications
thereof. Also, the extent to which inclusions pose a prolieexisting NLP methods
has not been investigated, a challenge addressed in thgecha

The main focus is on the impact which English inclusions havehe parsing of
German text. Anglicisms and other borrowings from Englisinf by far the most
frequent foreign inclusions in German. In specific domaupsto 6.4% of the tokens
of a German newspaper text can be made up of English inclsisiBrmen in regular
newspaper text processed by many NLP applications, Enigicstrsions can be found
in up to 7.4% of all sentences (see Table 3.1 and 5.2 for batinefgy.

Virtually all existing NLP algorithms assume that the ingutnonolingual and does
not contain foreign inclusions. It is possible that this isafe assumption, and inclu-
sions can be dealt with accurately by existing methods,aithesorting to specialised
mechanisms. The alternative hypothesis, however, seemnes phawsible: foreign in-
clusions pose a problem for existing approaches and sedezuntaining them are
processed less accurately. A parser, for example, is liicehave difficulties with pro-

1The content of the first part of this chapter is also publishetllex et al. (2007).
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cessing inclusions. Most of the time, they are unknown wairtts, as they originate
from another language, standard methods for unknown woesging (suffix strip-
ping, etc.) are unlikely to be successful. Furthermorefdloethat inclusions are often
multi-word expressions (e.g., named entities or codeethws) means that simply part-
of-speech (POS) tagging them accurately is not sufficitietparser positing a phrase
boundary within an inclusion is likely to severely decreaseuracy.

After a brief summary of related work in Section 5.1, this pteat then describes
an extrinsic evaluation of this classifier for parsing. Islwn that recognising and
dealing with English inclusions via a special annotatidmelamproves the accuracy
of parsing. In particular, this chapter demonstrates tleé¢cting English inclusions
in German text improves the performance of two German psrsetreebank-induced
parser as well as a parser based on a hand-crafted grammtio(8é.3 and 5.4). Cru-
cially, the former parser requires modifications of its umglag grammar to deal with
the inclusions, the latter’'s grammar is already designeted with multi-word expres-
sions signalled in the input. Both parsers and necessaryficaithns are described in
detail in Sections 5.3.1 and 5.4.1. The data used for all Hrsipg experiments is
described in 5.2.

5.1 Related Work

Previous work on inclusion detection exists in the TTS &tare (Pfister and Roms-
dorfer, 2003; Farrugia, 2005; Marcadet al., 2005), which is reviewed in detail in
Sections 2.2.1.1 and 2.2.1.2. Here, the aim is to designtamythat recognises for-
eign inclusions on the word and sentence level and functienthe front-end to a
polyglot TTS synthesiser. Similar initial efforts have beendertaken in the field of
lexicography where the importance of recognising angisigrom the perspective of
lexicographers responsible for updating lexicons andaheiries has been acknowl-
edged (Andersen, 2005) (see also Section 2.2.1.4). In thtextoof parsing, however,
there has been little focus on this issue. Although Forstieqalan (2006) have stated
the need for dealing with foreign inclusions in parsing asytlare detrimental to a
parser’s performance, they do not substantiate this claimgunumeric results.
Previous work reported in this thesis have focused on dayigiclassifier that de-
tects anglicisms and other English inclusions in text wntin other languages, namely
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NP-SB VVFIN-HD PP-MO

|
kam /’\

APPR-AC ART-NK NE-NK
ART-NK ADJA-NK PN-NK | | |
| | T aus der Schwei
Das schonste NE-PNC NE-PNC

Road Movie

Figure 5.1: Example parse tree of a German TIGER sentence containing an English

inclusion. Translation: The nicest road movie came from Switzerland.

German and French. In Chapter 3, it has been shown that tipeeiney of English in-

clusions varies considerably depending on the domain oftactdlection but that the

classifier is able to detect them equally well with an F-s@gproaching 85 for each
domain.

5.2 Data Preparation

The experiments described in this chapter involve applyegenglish inclusion clas-
sifier to the TIGER treebank (Brantt al., 2002¥, a syntactically annotated corpus
consisting of 40,020 sentences of German newspaper tekialuating it extrinsi-
cally on a standard NLP task, namely parsing. The aim is testigate the occurrence
of English inclusions in general newspaper text and to erariiithe detection of En-
glish inclusions can improve parsing performance. The Bhghclusion classifier
was run once over the entire TIGER corpus. In total, the sysiletected English

2All the following parsing experiments are conducted on TRG@ata (Release 1). Some of them
contain additional language knowledge output by the Ehdfislusion classifier. The pre-processing
module of the classifier hereby always involves POS taggitigtive TnT tagger trained on the NEGRA
corpus (TnNecra see Section 3.5.1.1) and not the TIGER corpus.
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inclusions in 2,948 of 40,020 sentences (7.4%), 596 of whaftained at least one
multi-word inclusion. This sub-set of 596 sentences is tw$ of the work reported
in the remainder of this chapter, and will be referred to &siticlusion set.

A gold standard parse tree for a sentence containing a tymicki-word English
inclusion is shown in Figure 5.1. It can be seen that the seaelatively flat, which
iIs a common characteristic of TIGER treebank annotatiomar(Bet al., 2002). The
non-terminal nodes of the tree represent a combination tf thee phrase categories
(e.g. noun phrasé&\P)) and the grammatical functions (e.g. subj&8). In the exam-
ple sentence, the English inclusion is contained in a propen PN) phrase with a
grammatical function of type noun kernel elemekkK)( Each terminal node is POS-
tagged as a named entityH) with the grammatical function of type proper noun com-
ponent PNQ.

5.2.1 Data Sets

For the following experiments, two different data sets agedi

1. the inclusion set, i.e. the sentences containing mutavwEnglish inclusions
recognised by the inclusion classifier, and

2. astratified sample of sentences randomly extracted e tGER corpus, with
strata for different sentence lengths.

For the stratified sample, the strata were chosen so thag¢thersce length distribu-
tion of the random set matches that of the inclusion set. Vheage sentence length of
this random set and the inclusion set is therefore the sa@®.4tokens. This type of
sampling is necessary as parsing performance is correldtadentence length. The
inclusion set has a higher average sentence length than pletehy random sample
of sentences extracted from the TIGER corpus (as is disglay&igure 5.2) which
only amounts to 17.6 tokens. Both the inclusion set and tla¢ife¢d random set con-
sist of 596 sentences and do not overlap. They are used ixgegiments with the
treebank-induced parser and the hand-crafted grammarilbledén Sections 5.3 and
5.4, respectively.
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Figure 5.2: Sentence length distribution of the inclusion set and a completely random

TIGER data set, containing 596 sentences each.
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5.3 Treebank-induced Parsing Experiments

5.3.1 Parser

The first set of parsing experiments were performed with aba@k-induced parser
trained on the TIGER corpus which returns both phrase categand grammatical
functions (Dubey, 2005b). Following Klein and Manning (3pGhe parser uses an un-
lexicalised PCFG, a probabilistic context-free grammard® and Thompson, 1973).
A PCFG consists of a set of terminals, non-terminals, a syambol, a set of rules and
a corresponding set of associated rule probabilities. Meeatl probability of a given
tree is determined by multiplying all probabilities of ldcales. Context-free means
that the probabilities of sub-trees do not depend on wordswdre not dominated by
the sub-tree (Manning and Schiitze, 2001). An example peasand its probabilities
for a toy PCFG are displayed in Figure 5.3.

Dubey’s parser determines the local rule probabilitiesnfra collection of cor-
rectly parsed example sentenéeBhis means that the probabilistic full parsing model
is induced by training on a syntactically annotated corpalted a treebank. For exam-
ple, Dubey (2005a,b) reports parsing performance for nwotitalned on the German
NEGRA treebank (Skuet al, 1998). The main characteristic of the parser is that
it is unlexicalised, which, in contrast to English, Dubeydafeller (2003) found to
outperform lexicalised parsing algorithms in German. Aement property of the
parser is that it can be trained on a new treebank. Furthernidubey’s parser re-
lies on automatic treebank transformations to increassipgraccuracy. Crucially,
these transformations make use of TIGER’s grammaticaltions to relay pertinent
lexical information from lexical elements up into the tre€he principal reason for
applying these treebank transformations, also referreastgrammatical function re-
annotations, is to overcome data sparseness. For exampi@rdinated accusative
noun phrase rule (see Figure 5.4(a)) fails to explicitlftesthat its coordinate sisters
are accusative object®f but only signifies that they are part of a conjuncti@J)(
Therefore, a transformation is applied to replace the pabiule with the one shown
in Figure 5.4(b) which makes the case information explitithie pre-terminal nodes.

Based upon an evaluation on the NEGRA treebank, using a 98%% training-

3Dubey’s software allows automatic POS tagging as part optrsing process as his parser learns
grammar rules that extend to POS tags from the training data.
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S— NP VP 1.0 NP— NP PP 0.4
PP— PP NP 1.0 NP— astronomers0.1
VP — V NP 0.7 NP— ears 0.18
VP — VP PP 0.3 NP— saw 0.04
P — with 1.0 NP— stars 0.18
V — saw 1.0 NP— telescopes 0.1
ty S10
/\
NPo.1 VPo.7
| /\
astronomers y;, NP

| /\

Saw NPy 18 PPLo

| N
stars Pio NPy1s

with  ears

P(t) = 0.0009072

Figure 5.3: Parse tree with local rule probabilities shown for an English example sen-

tence based on a simple PCFG (Manning and Schutze, 2001).
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CNP-OA—NP-CJ KON-CD NP-CJ

(a) Original coordinated accusative NP rule.

CNP-OA—NP-OA KON-CD NP-OA

(b) Transformed coordinated accusative NP

rule.

Figure 5.4: Tree transformation for a coordinated noun phrase rule.

development-test split, the parser performs with an acyuod 73.1 F-score on la-
belled brackets with a coverage of 99.1% (Dubey, 2005b).d9{B005b) has found
that, without affecting coverage, the transformationsrong parsing performance by
4 points in F-score over the baseline grammatical functiarsgr which yields an F-
score of 69.1 on the NEGRA test set.

In addition to the treebank re-annotation, the parser alskes use of suffix anal-
ysis, however, beam search or smoothing are not employeth lBxam search and
smoothing lead the model to perform better but result in aebse in coverage and
an increase in parsing time by up to 10 times, respectivetyp@y, 2005a). Dubey'’s
figures are derived on a test set limited to sentences camgedi® tokens or less. In the
data sets used in the experiment that are presented in thyxEerhhowever, sentence
length is not limited. Moreover, the average sentence lenfithese test sets is con-
siderably higher (28.4 tokens) than that of the NEGRA tes{¥k&24 tokens). Con-
sequently, a slightly lower performance and/or coveraganigcipated, even though
the type and domain as well as the annotation of both the NEG@RAthe TIGER
treebanks are very similar. The minor annotation diffeemnthat do exist between
NEGRA and TIGER are explained by Brarmsal. (2002).

5.3.2 Parser Modifications

Several variations of the parser are tested: (1) the basphnser, (2) the perfect tag-
ging model, (3) the word-by-word model and (4) the inclusentity model. The

baseline parser does not treat foreign inclusions in angiapeay, i.e. the parser at-
tempts to guess the POS tag of each inclusion token usingthe suffix analysis as
for rare or unseen German words. The additional versioniseopairser are inspired by
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the hypothesis that inclusions make parsing difficult, dmsidifficulty arises primarily
because the parser cannot detect inclusions. Therefoemtampated upper bound is
to give the parser perfect tagging information. Two furtliersions interface with the
English inclusion classifier and treat words marked as siohs differently from na-
tive words. The first version does so on a word-by-word baswmversely, the second
version, the inclusion entity approach, attempts to growgfuisions even if a grouping
is not posited by phrase structure rules. Each version isdesgribed in detail.

5.3.2.1 Perfect Tagging Model

This model involves allowing the parser to make use of pétégging information for
all tokens given in the pre-terminal nodes. In the TIGER a&ation, pre-terminals in-
clude not only POS tags and but also grammatical functioel$ali-or example, rather
than a pre-terminal node having the categBRELS (personal pronoun), it is given
the categonPRELS-OA(accusative personal pronoun) in the gold standard anantat
When given the POS tags along with the grammatical functitives perfect tagging
parser may unfairly disambiguate more syntactic infororathan when simply pro-
vided with perfect POS tags alone. Therefore, to make thidehmore realistic, the
parser is required to guess the grammatical functiond i@sé&wing it to, for example,
mistakenly tag an accusative personal pronoun as a nowendative or genitive one.
This setup gives the parser access to information aboutdltesgandard POS tags of
English inclusions along with those of all other words, bogs not offer any additional
hints about the syntactic structure of the sentence as aawhol

5.3.2.2 Word-by-word Model

The two remaining models both take advantage of informatmguired from the En-
glish inclusion classifier. To interface the classifier witle parser, each inclusion is
simply marked with a specidlOM(foreign material) tag. The word-by-word parser
attempts to guess POS tags itself, much like the baselinaietgr, whenever it en-
counters &OMtag, it restricts itself to the set of POS tags observed folugions
during training (the tags listed in Table 5.1). WheRQ@\Mis detected, these and only
these POS tags are guessed; all other aspects of the pans@n the same.
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Count 1185|512 | 44| 8 8 1 1

Table 5.1: POS tags of English inclusions.

5.3.2.3 Inclusion Entity Model

The word-by-word parser fails to take advantage of one ingmbrtrend in the data:
that foreign inclusion tokens tend to be adjacent and théjseent words usually refer
to the same entity. There is nothing stopping the word-byewsarser from positing

a constituent boundary between two adjacent foreign immhss The inclusion entity
model is designed to restrict such spurious bracketingbdsdo by way of another tree
transformation. The new categdfy (foreign phrase) is added below any node domi-
nating at least one token markE@Mduring training. For example, when encountering
aFOMsequence dominated Blas in Figure 5.5(a), the tree is modified so that it is the
FP rule which generates tHeOMtokens. Figure 5.5(b) shows the modified tree. In all
cases, a unary rule PNFP is introduced. As this extra rule decreases the prolabili
of the entire tree, the parser has a bias to introduce as felaest rules as possible —
thus limiting the number of categories which expan#@#4. Once a candidate parse
is created during testing, the inverse operation is appledoving the~P node.

5.3.3 Method

For all experiments reported here, the different versidii®@parser are trained on the
TIGER treebank. As the inclusion and random sets are drawmn fhe whole treebank,
itis necessary to ensure that the data used to train therghrss not overlap with these
test sentences. The experiments are therefore designedltgaid cross-validation
tests. Using 5 folds, each model is trained on 80% of the datkewhe remaining 20%
is held out. The held-out set is then intersected with thRigion set (or, respectively,
the random set). The evaluation metrics are calculatedisrstib-set of the inclusion
set (or random set), using the parser trained on the comespg training data. This
process ensures that the test sentences are not contaihediaining data.

The overall performance metrics of the parser are calcdlateaggregated totals
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Figure 5.5: Tree transformation employed in the inclusion entity parser.

of the five held-out test sets. For each experiment, parsanfpgmance is reported
in terms of the standard PARSEVAL scores (Blaatkal., 1991), including coverage
(Cov), labelled precision (P) and recall (R) and F-score gtferage number of crossing
brackets (AvgCB), and the percentage of sentences parsedevpo and with two or
fewer crossing brackets (OCB art2CB). In addition, dependency accuracy (Dep) is
also reported. Dependency accuracy is calculated by mddhe approach described
in Lin (1995), using the head-picking method employed by &uf2005a). The la-
belled bracketing figures (P, R and F) and the dependencg secercalculated on all
sentences, with those which are out-of-coverage getting eeunts. The crossing
bracket scores are calculated only on those sentences at@&uccessfully parsed.

Stratified shuffling is used to determine statistical défeze between precision and
recall values of different rurts.In particular, statistical difference is determined over
the baseline and the perfect tagging model runs for bothnitleision and the random
test sets. In order to differentiate between the differestd, Table 5.2 lists a set of
diacritics used to indicate a given (in)significance.

4This approach to statistical testing is described in dedil http:/www.cis.upenn.edu/
“dbikel/software.html
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5.3.4 Results

5.3.4.1 Baseline and Perfect Tagging

The baseline, for which the unmodified parser is used, aekia\high coverage at over
99% for both the inclusion and the random sets (see Table B®yever, scores differ
for the bracketing measures. Using stratified shufflingte@st on precision and recall
affirms both to be significantly worse in the inclusion comatit Overall, the harmonic
mean (F) of precision and recall is 65.2 on the random setjriiphigher than 59.2 F
observed on the inclusion set. Similarly, dependency amt@®ss-bracketing scores
are higher on the random test set. The baseline parser meducaverage 0.5 crossing
brackets less per parsed random sentence than per incksimance. These results
strongly indicate that sentences containing English siolus present difficulty for the
parser, compared to length-matched sentences withoussilcis.

When providing the parser with perfect tagging informatiscores improve both
for the inclusion and the random TIGER samples, resulting-stores of 62.2 and
67.3, respectively. However, the coverage for the inclusiet decreases to 92.7%
whereas the coverage for the random set is 97.7%. In botls ddweelower coverage is
caused by the parser being forced to use infrequent tag segsiewith the much lower
coverage of the inclusion set likely due to infrequent taggdbleFM), associated with
inclusions. While perfect tagging increases overall aacyrthe difference of 5.1 in
F-score remains statistically significant between the samdet and the inclusion set.
Although reduced over that of the equivalent baseline rthis,persisting difference
shows that even with perfect tagging, parsing English iclos is harder than parsing
monolingual data.

So far, it was shown that the English inclusion classifielbie @& detect sentences
that are difficult to parse. It was also shown that perfecgitag) helps to improve
parsing performance but is insufficient when parsing ser@gigontaining English in-
clusions. Next, it is examined how the knowledge providedh®/English inclusion
classifier can be exploited to improve parsing performancstich sentences.

5The average F-scores of all parsed sentences (ignoriregifpidrses) amount to 64.6 for the inclu-
sion set and 68.1 for the random set to give an idea of how thierage affects the F-scores in this
experiments.
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Table 5.2: Meaning of diacritics indicating statistical (in)significance of t-tests using

stratified shuffling compared to various runs.

Baseline model
Inclusion set|| 56.1# 62.6# 59.2| 74.9199.2| 2.1 |34.0| 69.0
Random set|| 63.3* 67.3* 65.2|81.1199.2| 1.6 |40.4| 75.1
Perfect tagging model
Inclusion set|| 61.3% 63.0° 62.2| 75.1 92.7| 1.7 | 415]| 726
Random set|| 65.8% 68.9% 67.3| 82.4| 97.7 1.4 459 | 77.1
Word-by-word model
Inclusion set|| 55.6"x#1 | 62.8«# | 59.0| 73.1] 99.2| 2.1 |34.2| 70.2
Random set| 63.3%# | 67.3%# | 65.2|81.1|99.2| 1.6 |40.4| 751
Inclusion entity model
Inclusion set|| 61.3*#45 | 65.9%#45 | 63.5| 78.3| 99.0| 1.7 | 42.4| 77.1
Random set|| 63.4*#5 | 67.5%#f | 65.4| 80.8| 99.2| 1.6 |40.1| 75.7

Table 5.3: Baseline and perfect tagging results for inclusion and random sets and results

for the word-by-word and the inclusion entity models.
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5.3.4.2 Word-by-word Model

The word-by-word model achieves the same coverage on thesino set as the base-
line but with a slightly lower F-score of 59.0. All other segt including dependency
accuracy and cross bracketing results are similar to thidtbe daseline (see Table 5.3).
This shows that limiting the parser’s choice of POS tags ts¢hencountered for En-
glish inclusions is not sufficient to deal with such constiuts correctly. In the error
analysis presented in Section 5.3.5, the difficulty in paysnulti-word English in-
clusions in terms of recognising them as constituents, pesgal to recognising their
individual POS tags, is examined in more detail. The aim svercome this problem
with the inclusion entity model.

5.3.4.3 Inclusion Entity Model

The inclusion entity parser attains a coverage of 99.0% erntiusion set, similiar to
the coverage of 99.2% obtained by the baseline model on the data. On all other
measures, the inclusion entity model exceeds the perfarenahthe baseline, with a
precision of 61.3% (5.2% higher than the baseline), a rexda8b5.9% (3.3% higher),
an F-score of 63.5 (4.3 higher) and a dependency accurac8.8%w(3.4% higher).
The differences in precision and recall between the inolugntity model and the
baseline model (both on the inclusion set) are statisyicadjnificant (t-test: g£0.001
each). The average number of crossing brackets is 1.7 (@&r)owith 42.4% of the
parsed sentences having no crossing brackets (8.4% hjginely7.1% having two or
fewer crossing brackets (8.1% higher). When testing thiigion entity model on the
random set, the performance is very similar to the baseliodehon this data. While
coverage is the same (99.2%), F and cross-bracketing samesarginally improved,
and the dependency score is marginally deteriorated. Tows that the inclusion
entity model does not harm the parsing accuracy of sentetheg¢sdo not actually
contain foreign inclusions.

Not only does the inclusion entity parser perform above #eebne on every met-
ric, its performance also exceeds that of the perfect taggiodel on all measures
except precision and average crossing brackets, wherenbadlels are tied. These re-
sults clearly indicate that the inclusion entity model itegto leverage the information
about English inclusions provided by the English inclusitassifier. However, it is
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Figure 5.6: Average relative token frequencies for sentences of equal length.

also important to note that the performance of this modelheninclusion set is still
consistently lower than that of the baseline model (2% irigren and 1.4% in recall,
both not statistically significan), the perfect tagging model (4.5% in precision and
3% in recall, both statistically significant) and the inclusion entity model (2.1% in
precision and 1.6% in recall, both not statistically sigrafit: E) on the random data
set. This demonstrates that sentences with inclusions are difficult to parse with
the treebank-induced parser than length-matched monairgentences, even in the
presence of information about the inclusions that the paiae exploit.

Comparing the inclusion set to the length-matched randdris sgguably not en-
tirely fair as the latter set may not contain as many infrequekens as the inclusion
set. Figure 5.6 shows the average relative token frequeroresentences of equal
length for both sets. It illustrates that the frequency pesfof the two data sets are
broadly similar (the difference in means of both groups i§/dh000676, see Fig-
ure 5.4), albeit significantly different according to a jait-test (o < 0.05). This
difference is one reason that explains why the inclusioityemtodel’s performance on
the inclusion set does not reach the upper limit set by tlaitéd random sample.
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Inclusion set|| 0.008007| 0.002140
Random set|| 0.008683| 0.001781

Table 5.4: Means and standard deviations of frequency profiles for the inclusion and the

stratified random set.

5.3.5 Error Analysis

The aim of this error analysis is to examine the exact reagmmahy the inclusion
entity model yields an improved performance over the baseaiodel when parsing
sentences containing English inclusions. The error aigiy$mited to 100 sentences
selected from the inclusion set parsed with both the baselid the inclusion entity
model. This sample contains 109 English inclusions, five loctv are false positives,
i.e., the output of the English inclusion classifier is imeat. The precision of the clas-
sifier in recognising multi-word English inclusions is teéare 95.4% for this TIGER
sample. Before analysing the errors in the parsing outpttiefnclusion set in detail,
it is worthwhile examining typical gold standard phraseegaties of the multi-word
English inclusions.

PN 91| The Independent
CH 10 | Made in Germany
NP 4 | Peace Enforcement
CNP 2 | Botts and Company
- 2 | Chief Executives

Table 5.5: Gold standard phrasal categories of English inclusions.
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5.3.5.1 Gold Standard Phrase Categories

Table 5.5 lists the different types of phrase categorieosuading the 109 multi-word
English inclusions in the error analysis sample and theidiency’ The last column
lists a typical example for each category. The figures ithtst that the majority of
multi-word English inclusions are contained in a propermd@®eN) phrase, including
names of companies, political parties, organisations,sfilbooks, newspapers, etc.
The components d?N phrases tend to be marked with the grammatical fund®ieg
proper noun component (Brargs al., 2002). A less frequent phrasal category of En-
glish inclusions is chunkdH which tends to be used for slogans, quotes or expressions
like Made in GermanyThe components ddHphrases are annotated with a grammat-
ical function of typeUC(unit component). Even in this small sample, phrase cayegor
annotations of English inclusions as eitdror CH and not the other, can be mislead-
ing. For example, the organisatidginiends of the Earths annotated aBN, whereas
another organisatiomternational Union for the Conservation of Natuseemarked as
CHin the gold standard. The latter is believed to be an inctersty in the annotation
and should have been markedrPasas well.

The phrase category of an English inclusion with the syitdanction of a noun
phrase which is neither BN nor aCHis annotated allP (noun phrase). One exam-
ple is Peace Enforcementhich is not translated into German and used rather like a
buzzword in a sentence on UN missions. In this case, the P@S8ftis individual
tokens isNN (noun). The fact that this expression is not German is toegelbst in
the gold standard annotation. Another example of an EngiidlasionNPin the gold
standard ig-ramingham Heart Studwhich could arguably be of phrase categéiy
Furthermore, the sample contains an example of phraseast€yi Shopping Mall
an English noun phrase. The least frequent type of phrasgaat used for English
inclusions isCNR In this sample, this category marks a company names madéaip o
conjunction, for exampl8otts and Companylhe POS tags of the coordinated sisters
areNE (named entity) and the English coordinated conjuncéind is tagged a¥ON
Finally, there are also two cases, where the English inctugself is not contained in
a phrase category. One of themGhief Executivesvhich is clearly arNP. These are
believed to be annotation errors.

6All phrase category (node) labels and grammatical functétye) labels occurring in the TIGER
treebank annotation are listed and defined in Appendix C.
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PBPRED> PBGOLD 62% | 51%
PBrrep < PBgoLbp 11% | 13%
PBrrep= PBcoLb 27% | 36%

Table 5.6: Bracket frequency of the predicted baseline (BL) and the inclusion entity (IE)

model output compared to the gold standard.

This analysis suggests that the annotation guidelinesreigfoinclusions could be
improved when differentiating between phrase categooesaining foreign material.
Despite the few inconsistencies and annotation errorsigssd here, the large major-
ity of English inclusions is consistently annotated asezi#N or CHphrase. In the
following, the errors in the parsing output of the incluse®t are examined in detail.

5.3.5.2 Phrase Bracketing

Table 5.6 summarises the number of phrase bracketing ermade for the inclusion
set. For the majority of sentences (62%), the baseline mua@elicts more brackets
than are present in the gold standard parse tree. This nuddoeeases by 11% to
51% when parsing with the inclusion entity model. The basefiarser predicts fewer
phrase brackets in the output compared to the gold standamly 11% of sentences.
This number slightly increases to 13% for the inclusiontgntiodel. Generally, these
numbers suggest that the baseline parser does not rec&grgéish inclusions as con-
stituents and instead parses their individual tokens asraepphrases. Provided with
additional information of multi-word English inclusions the training data, the parser
is able to overcome this problem. This conclusion is furthdsstantiated in the next
section which examines parsing errors specifically caugdeglish inclusions.

5.3.5.3 Parsing Errors

In order to understand the parser’s treatment of Englistugions, each parse tree is
analysed as to how accurate the baseline and inclusiory emtitlels are at predict-
ing both phrase bracketing and phrase categories (see 3at)le For 46 inclusions
(42.2%), the baseline parser makes an error with a negadffiwet @n performance.
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Parser: baseline

model, data: inclusion set

Incorrect PB and P} 39 (35.8%)
Incorrect PC 5 (4.6%)
Incorrect PB 2 (1.8%)
Correct PB and PC || 63 (57.8%)
Parser: inclusion entity model, data: inclusion
Incorrect PB and P} 6 (5.5%)
Incorrect PC 25 (22.9%)
Incorrect PB 4 (3.7%)
Correct PB and PC || 74 (67.9%)

Table 5.7: Baseline and inclusion entity model errors for inclusions with respect to their

phrase bracketing (PB) and phrase category (PC).

In 39 cases (35.8%), the phrase bracketing and phrase catagoincorrect, and

constituent boundaries occur within the inclusion, aslissitated in Figure 5.7(a).

When comparing this parsing output to the gold standardepae® displayed in Fig-

ure 5.7(b), it is evident that the POS tagger did not recagthe English inclusion

Made In Heaveras one proper name but rather as a named eMByf6llowed by a

preposition APPR, and followed by anothedE Most multi-word English inclusions

contain tokens marked with the same POS tag in the gold sténdaher allNE or

FM The POS tagger incorporated in the baseline parser failedognise this con-

sistency within multi-word inclusions and often mistagdestst one token as either

common nounNN), adjective ADJAADJD), adverb ADV), finite verb {VFIN), irreflex-

ive personal pronourPPER), preposition APPR or fused preposition and determiner

(APPART. Such errors subsequently cause the parser to treat trsitc@mts of in-

clusions as separate phrases. This leads to the predidtioonstituent boundaries

within inclusions and wrong phrase category and grammldticgtion assignment. It

also has a detrimental effect on the parsing of the remaiofére sentence. Overall,

the baseline model predicts the correct phrase bracketidgphrase category for 63

inclusions (57.8%).
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Conversely, the inclusion entity model, which is given mh@ation on tag con-
sistency within inclusions via thEOMtags, is able to determine the correct phrase
bracketing and phrase category for 67.9% of inclusionsl@0Omore}, e.g. see Fig-
ure 5.7(c). Both the phrase bracketing and phrase categepredicted incorrectly in
only 6 cases (5.5%). The inclusion entity model’s improvadage boundary predic-
tion for 31 inclusions (28.4% more correct) is likely to haae overall positive effect
on the parsing decisions made for the context which they apipe Nevertheless,
the inclusion entity parser still has difficulty determigithe correct phrase category
in 25 cases (22.9%) Unsurprisingly, the main confusion liesveen assigning the
categoriePN, CHandNP, the most frequent phrase categories of multi-word English
inclusions. As explained in Section 5.3.5.1, this is alsdigly due to the ambiguity
between these phrases in the gold standard. For examplentish organisatioin-
ternational Union for the Conversation of Natueas predicted to be a proper noun
phrase by the inclusion entity parser, as one would expeotveier, as this organi-
sation is marked as a chunk phrase in the gold standard, teerfsaphrase category
prediction has a negative effect on the F-score in this cékmvever, as the phrase
bracketing is the same as in the gold standard, such erroreotlaffect bracketing
scores negatively.

Finally, few parsing errors (4) are caused by the inclusiotity parser due to the
markup of false positive inclusions, mainly as a result afiodary errors. For example,
the English inclusion classifier failed to recognise thedwveaistas part of the English
inclusionFast Times at Ridgemont Higtvhich caused the parser to make the mistake
shown in Figure 5.8.

5.3.6 Discussion

As English inclusions occurring in German text are the cdosecreasing language
mixing, this chapter started with the hypothesis that snchusions can be a significant
source of error for monolingual parsers. Evidence for tlyigdthesis was provided by
showing that a baseline model, i.e. an unmodified treebadieed parser for German,
performs substantially worse on a set of sentences withsnahs compared to a set of
length-matched sentences randomly sampled from the samesc@® perfect tagging

Differences refer to percentage points.
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NP-SB
ART-SB ADJA-NK NN-NK PN-NK
| | | |
Die neue CD NP-PNC
NE-NK PP-MNR
|
Made  AppR-AD  NE-NK
| |
In Heaven

(a) Partial parse of the baseline model containing a con-
stituent boundary in the English inclusion. Translatidine

new CD Made In Heaven ...

NP-SB
AR'I}-NK ADJT-NK NNl»NK PN-NK
Die neue CD /l\
NE-PNC NE-PNC NE-PNC
I I I
Made In Heaven

(b) Partial equivalent gold standard parse tree contaitliegEnglish

inclusion.
S
NP-SB
ART-SB ADJA-NK NN-NK PN-NK
| I |
Die neue CD
FOM FOM FOM
I I I
Made In Heaven

(c) Correct partial parse of the inclusion entity model.

Figure 5.7: Partial parse trees of produced by the baseline parser, found in the gold

standard and output by the inclusion entity model.
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Figure 5.8: Partial parse of the inclusion entity model for a false positive inclusion.
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model was also investigated in which the parser is given gddard POS tags in
the input. Even under these conditions, parsing performa@substantially lower on
the inclusion set than on the randomly sampled set. The &nglclusion classifier is
essentially able to spot sentences that are difficult togpars

To address the problem of inclusions in parsing, the Engfislusion classifier, an
annotation-free method for accurately detecting inclasmhich compares favourably
against a supervised ML approach, was run over the GermakRIteeebank. Two
methods for interfacing inclusion detection with parsingrevtested. The first method
restricts the POS tags of inclusions that the parser cagragsthose found in the data.
The second method applies tree transformations to ensarenttiusions are treated as
phrases. An evaluation on the TIGER corpus shows that tfendespproach achieves
a performance gain of 4.3 points F-score over a baseline ofatasion detection, and
even outperforms a model with access to perfect POS taggimglasions.

To summarise, it was shown that foreign inclusions presgmbblem for a mono-
lingual treebank-induced parser. It appears that it isffitsent to know where inclu-
sions are or what their parts of speech are. Parsing accardgymproves if the parser
also has knowledge about the structure of the inclusions plarticularly important to
know when adjacent foreign words are likely to be part of thens phrase. The error
analysis showed that this prevents cascading errors funfha the parse tree.

The results indicate that future work could improve parguegformance for in-
clusions further as parsing the inclusion set is still harti@an parsing a randomly
sampled set, even for the best-performing model. This mankspper bound on the
performance expected from a parser that uses inclusiorctitaie The next section
will evaluate the English inclusion classifier's merit whapplied to parsing with a
hand-crafted grammar.
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5.4 Parsing Experiments with a Hand-crafted Grammar

A second set of parsing experiments involve a German paesarchon a hand-crafted
grammar, using the Lexical Functional Grammar (LFG) folistal developed at the
University of Stuttgart. The nature of parsing German secgs containing English
inclusions with this monolingual parser will be analysediatail. The aim is to de-
termine if inclusions pose as much difficulty as they do with@nolingual treebank-
induced parser and to test if additional knowledge abouwt ldmguage-mixing phe-
nomenon can be exploited to overcome this problem. Coriegiéhnat the treebank-
induced parser sees at least some inclusions in the tradatay although they are
sparse, a hand-written symbolic parser is expected to haareraore difficulty in deal-
ing with English inclusions as it generally does not contailes that handle foreign
material. Before focussing on the experiments, the passarefly introduced.

5.4.1 Parser

The Xerox Linguistic Environment (XLE) is the underlyingrpang platform used in
the following set of experiments (John T. Maxwell and Kapla®93). This platform
functions in conjunction with a hand-written large-scale@ of German developed
by Buttet al. (2002) and improved, for example, by Dipper (2003), Rohret Borst
(2006) and Forst and Kaplan (2006). The version of the Gergnammar used here
contains 274 LFG style rules compiled into an automaton &84 states and 22,241
arcs. Before parsing, the input is firstly tokenised and radised. Subsequently,
string-based multi-word identification is carried out|éwbed by morphological analy-
sis, analysis guessing for unknown words and lexicallyedasulti-word identification
(Rohrer and Forst, 2006; Forst and Kaplan, 2006). Forst aauldf (2006) improved
the parsing coverage for this grammar from 68.3% to 73.4%aesriesnices 8,001 to
10,000 of the TIGER corpus by revising the integrated tokemni

The parser outputs Prolog-encoded constituent-struciigrstructure) and
functional-structure (f-structure) analyses for eachtesece. These two representa-
tion levels are fundamental to the linguistic theory of LF@&laencode the syntactic
properties of sentences. For in-depth introductions to L§&& Falk (2001), Bresnan
(2001), Dalrymple (2001) and Dalrympé al. (1995). While c-structures represent
the word order and phrasal grouping of a sentence in a treguétures encode the
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f1:S
f2:NP f4:VP
|
f3:N
| f5:ADV f6:VP
Mary | /\
never £7:v f8:NP
| |
reads fo:N
|
books
[ PRED read< (f1 SUBJ(f1 OBJ) > |
PRED ’'Mary
CASE nom
SUBJ 2, f3:
NUM sg
PERS 3
f1, f4, f6, f7: PRED ’'book’
CASE acc
OBJ {8, f9:
NUM pl
PERS 3
ADJUNCT {f5s[ PRED ’never’”
| TENSE present ]

Figure 5.9: Complete c- and f-structures for an English example sentence (Dipper,
2003).
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grammatical functions of sentence constituents. The ceram- and f-structures of
the sentenc®ary never reads booksire illustrated in Figure 5.9. The mapping rela-
tion from the c- to the f-structure is obtained by means dfditure variables (f1-9).

5.4.2 Parsing Modifications

The data sets used for the experiments with the LFG parsethareame as those
parsed with the treebank-induced parser (see Section)5tBelinclusion set and the
stratified random set, both samples from the TIGER corpuso Variations of the
inclusion set are presented to the LFG parser: (1) a raw t&sian, and (2) a version
marked for multi-word inclusions. As previously, the LFGreer does not process
foreign inclusions in any special way and is therefore migsty to treat them in the
same way as rare or unseen words. Parsing with marked-up-war inclusions
is inspired by the hypothesis that the parser fails to parskisions correctly as it is
unable to recognise adjacent inclusions as constituenteafame phrase.

5.4.2.1 Multi-word Inclusion Parsing

For the baseline, the parser is simply presented with theseamtences themselves (see
Example (1)). Multi-word inclusion parsing, however, itwes an adaptation which
allows for strings to be surrounded by the elememwe> as multi-word expressions.
This additional markup is expected to be equally useful Bmsmg English inclusions.
The inclusions in the inclusion set (as detected autonibtibg the classifier) are
therefore marked with this additional element in the inpuitthe multi-word inclusion
parsing (see Example (2)). As the English inclusion classdoes not perform with
perfect accuracy, this test suite contains some erroneaus-ap. However, the error
analysis on a sub-set of the treebank-induced parsing tsityjowed that the classifier
performs at a high precision of 95.4% (see Section 5.3.5) eMglier a sequence of
tokens is marked with themwe> element, the parser treats this sequence as a phrase.

D Raw: Dann wird auch in der Economy Class auf Langstreckenfliges Menlkarte
gereicht .

2 Marked: Dann wird auch in dex<mwe>Economy Class/mwe> auf Langstreck-
enfliigen eine Menlkarte gereicht .

Translation:Then a menu is also handed out in the economy class duringHaunbflights.
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5.4.3 Method

Apart from the additional inclusion mark-up, the baselined a&he multi-word
inclusion parsing runs are both carried out under exactly slame conditions.
As recommended by the developers of the parser, the vasidbbeout and
maxxle _scratch _storage , which specify the usage of time (in CPU seconds) and
the storage space (in megabytes) after which the parsimanaiita sentence is aborted,
are set to 200 and 1700, respectively.

All LFG parsing experiments are currently only evaluatederms of their cover-
age. Labelled precision and recall etc. are not currentiyutated as the work on de-
signing transfer rules that convert f-structures into aefsancy triples is still ongoing.
Once this work is completed, the output of the LFG parser aaodmpared against
the corresponding gold standard TIGER dependency tripksg the triples matching
mechanism that is part of the XLE platform. This will make @gsible to determine
labelled precision and recall on dependency triples. A4 #8 parser often outputs
several solutions which are ranked according to likelihoaty in a post-processing
stage, the evaluation on dependency triples can be doneee thifferent ways. The
first two options are evaluating the solution which is clégeghe gold standard and
a randomly selected parse of multiple solutions which mte\an upper bound and a
baseline performance of the parser, respectively. Thd thtion is using a stochas-
tic disambiguation component that determines the moslyligelution which is then
used for evaluation. The latter approach is expected tonrettores in-between those
attained for the best and the randomly selected derivatidhthree types of evalu-
ation can be done directly on the Prolog output which willeseime re-running the
experiments.

The first set of experiments compares the coverage of the L&&epfor the in-
clusion set to that of the same parser for the stratified ransiet. In the second set of
experiments, baseline and multi-word inclusion parsirgcmpared on the inclusion
set, i.e. once in raw and once in marked-up format. All resaite shown in Table 5.8.
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Successful parse || 321 | 53.9% | 208 34.9% | 457 76.7%
One derivation 37| 11.5%| 21 10.1%| 51 11.2%
Several derivationy 284 | 88.5%/| 187 89.9% | 406 88.8%
No parse 275| 46.1%/| 388 65.1% | 139 23.3%
Parser failed 140 | 50.9% || 260 67.0% 2 1.4%
Time/storage out || 135| 49.1%/| 128 33.0%/| 137 98.6%
Total 596 | 100% || 596 100% || 596 100%

Table 5.8: LFG parsing results for baseline and multi-word inclusion parsing.

5.4.4 Results

5.4.4.1 Baseline Parsing

The scores listed in Table 5.8 show that baseline parsirfgnpes with a low coverage
of 34.9% on sentences containing English inclusions. Taia det has a high average
sentence length of 28.4 tokens. On the stratified randonstést with the same aver-
age sentence length, parsing coverage is higher at 53.96tdém to get an idea about
the LFG parser’s general performance, a coverage of 72.7éached on a completely
random TIGER set with an average sentence length of 17.6soket displayed in
Table 5.8).

These results demonstrate that the baseline parser srugglperform well in
terms of parsing coverage on data containing English immhss In fact, its cover-
age more than doubles when evaluated on completely randtan Baen when con-
trolling for sentence length, the parser achieves 19% higbeerage on the stratified
random set. The hypothesis that sentences containing-maittd English inclusions
pose difficulty to the parser is therefore correct. The nextegiment investigates if
the additional language knowledge generated by the Engldbsion classifier can
improve upon the low coverage obtained by the baseline parse
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5.4.4.2 Multi-word Inclusion Parsing

Given the raw inclusion set, the baseline parser produciesstt one successful parse
for 208 out of 596 sentences (34.9%). In 10.1% cases it ymhasderivation and in
89.9% cases it predicts multiple derivations. On averdgebaseline parser produces
275 analyses per sentence for the inclusion set. It is urialpeduce a derivation for
65.1% of sentences from the inclusion set either becausdlstdr due to a time or
storage out. Conversely, additional multi-word inclusioarkup results in 76.7% of
successful parses for the marked inclusion set (41.8% rharethe baseline parser),
11.2% of them (1.1% more) with one derivation and 88.8% wébhesal derivations.
On average, this parser produces 406 analyses per sentelogeever, the average
number of derivations for sentences which are also parsezksafully by the baseline
parser is only 154, 44.2% less than produced by the basansepitself (276). Multi-
word inclusion parsing not only outperforms the coveragéefbaseline parser, and
for that matter the coverage obtained for the length-matechadom set (53.9%) and
the completely random set (72.7%), but also produces lebsggaimus parsing output.
Furthermore, it only fails to parse one sentence for whiehlzaseline parser manages
to produce derivations.

5.4.5 Discussion

The results show that the hand-crafted LFG parser alsogiago deal with German

sentences containing multi-word English expressions. Byiding the parser with the

additional knowledge of where in the data English multi-vexpressions are, cover-
age increases by 41.8% on sentences containing multi-wolasions. The hypothesis
that the additional language knowledge for multi-word urstbns provided by the clas-
sifier improves parsing coverage can therefore be regarsedraect. Given that the

average number of derivations obtained per sentence desetne additional mark-
up allows the multi-word inclusion parser to disambiguageneen several derivations
already predicted by the baseline parser. At this poins, itriclear how accurately the
parser performs for all successful parses and how effeatstechastic disambiguation
between multiple solutions would be. This additional ea#ittn remains to carried out
as future work.
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The multi-word inclusion markup helps both parsers pdstialith the identifica-
tion of proper noun phrases, and partially with the detectbother multi-word ex-
pressions. As a result, it would be interesting to derive g ofanterfacing the parser
either with a named entity recogniser or a multi-word expi@s extractor, in addi-
tion to the English inclusion classifier, in order to detammthe difference in parsing
performance on the stratified random and inclusion sets.

5.5 Chapter Summary

This chapter started out with the hypothesis that Englistugions can constitute a
significant source of error for monolingual parsers. Evitkefor this hypothesis was
provided both for a treebank-induced parser and a ruleebgssmmar parser for Ger-
man. It was shown that the English inclusion classifier i€ abldetect sentences that
are difficult to parse, or which the parser is unable to pargken interfacing English
inclusion detection with parsing, ensuring that inclusiamne treated as phrases, pars-
ing performance increases significantly for the treebartkiced parser. When con-
ducting a similar experiment with the rule-based grammasgra coverage increases
substantially and ambiguity decreases. This shows thatdgorinclusions present a
non-negligible problem to monolingual parsers. Their eotidetection avoids the cas-
cading of errors in the remainder of the parse tree. As psuamerintegrated into many
NLP applications, including text-to-speech synthesis achine translation, improved
parsing of foreign material in mixed-lingual text will alé@ve positive effects on the
performance of any subsequent language processing. Téet tienefit of English
inclusion detection to such applications is investigatetihe next chapter.



Chapter 6
Other Potential Applications

This chapter discusses in detail three other applicationietds, namelytext-to-
speech synthesigmachine translation as well adinguistics and lexicography; for
which the automatic identification of foreign, in particutanglish, inclusions would
be beneficial. In Section 6.1, the benefit and implicatioregpplying English inclusion
detection as a pre-processing step in a text-to-speech) (@yrtthesiser are discussed
in greater detail and a strategy for an extrinsic evaluatbthe inclusion classifier
is proposed. This section includes detailed reviews obles$earnt from production
and perception experiments with mixed-lingual speech amatlasions from studies
in the field of second language acquisition (SLA). Reviewseskarch efforts on all
aspects of synthesising speech containing foreign inmhgsare also presented in de-
tail. Sections 6.2 and 6.3, which summarise the value of iEnghclusion detection
for machine translation as well as linguistics and lexiepiny, are less detailed but
present several ideas to pursue in future work.

146
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6.1 Text-to-Speech Synthesis

In today’s globalised world, real-world TTS applicationsshhandle a variety of texts
in languages which sometimes cannot be predicted in advahese can include tech-
nical documents or international communication mainly e ¢anguage and partially
in a second, as well as messages containing foreign namgpresssions. This section
first presents production and perception studies undertakimvestigate the pronunci-
ation of foreign inclusions in various languages as wellethe related research field
of SLA. Following an overview of TTS synthesis and its evailom, this section de-
scribes existing studies tackling aspects of polyglot spasgnthesis. Their paradigms
are to some extent modelled on the theories of the produatidiperception of foreign
speech sounds. Based on this review, this section finaligages ways to evaluate the
merit of using English inclusion detection in the pre-pregiag of a TTS synthesiser
to investigate how the quality of the output is affected gitlee additional language
knowledge. Conducting this task-based evaluation is defiiture work.

6.1.1 Pronunciation of Foreign Words

Before exploring efforts in the synthesis of mixed-lingtet, it is useful to gain an
insight into the production and perception of foreign sfrescunds by speakers of a
particular language. A speaker may be inclined to pronotmeegn words embedded
in text written predominantly in their own language diffetly than when the same
word appears surrounded by text in the foreign language.délgeee of adaptation of
the pronunciation of foreign inclusions to the phonologgyastem of the speaker’s na-
tive tongue is dependent on a series of factors, amonggstatbearticulation, economy
of effort, age, fluency in the foreign language, the capghbdf rendering the pronun-
ciation as well as the frequency of a particular foreignusabn in society. Moreover,
psychological and social factors can play a role in chooaipgrticular pronunciation.
For example, adopting the correct foreign pronunciatiory giae the impression of
an exaggerated level of sophistication and consequentiyda@proved of in common
language use. On the other hand, a speaker may expect ancstapetence from
his listeners. While some factors are concrete and lendsbkms well to production
and perception studies, others are more intangible anduliffo model or control for.
Several studies have been conducted which shed light on sbthese aspects.
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6.1.1.1 Foreign Speech Sounds in Polyglot Speech

This section summarises the results of several productidrparception studies with
German, English and Swedish subjects investigating theymaation of anglicisms
and English proper names. Their findings not only provide ttebeinderstanding of
the pronunciation of foreign words but also identify vasdactors that affect it.

Viereck (1980) analysed the use and comprehension of 42cesrgs by German
speakers and found that older subjects and those withouisBrignguage skills ad-
just the pronunciation of anglicisms to German more thamgew ones and those who
were able to speak English. Fink (1980) and Glahn (2000)rtépo further produc-
tion studies involving the pronunciation of anglicisms @&rthlish names as produced
by German subjects in order to determine the percentage mfsywonounced as En-
glish or non-English. Fink’s study is based on anglicism$Bnglish brand names that
were notuncommon in German at the time of the experiment dnchrcould therefore
be pronounced according to English pronunciation pattéshsuch stimuli were pre-
sented in a list of words without context to 184 subjects @edent professions, ages
and gender who were asked to read them. Analysing the praatiorcof each word,
Fink then classified it on the word level as being either EsfgliGerman or mixed. His
results show that 63% of words are pronounced according gpigin 25% with Ger-
man and 11% with mixed pronunciation patterns. However,onsitleration is given
to the pronunciation of individual phones. Fink also repdhiat the English language
knowledge of subjects influences their pronunciation oflEhgvords whereas gender
does not. In contrast, Glahn (2000) who analysed the usegiidrioans in broadcasts
of two German public TV channels finds that the majority (84)4re rendered with
non-English pronunciations. A pronunciation was congdanon-English if at least
one of its sounds was non-English. In addition, Glahn presillist of English sounds
contained in his data along with their pronunciations inb@&rdings. While proper
names were excluded from his analysis, Glahn consideretlyaeyof loan, including
semantic and syntactic influences of English on German whigke both studies dif-
ficult to compare. Considering that English words can be peced with mixed-lingual
pronunciation patterns, labelling language pronuncmatio the word level is not very
conclusive or useful particularly when the aim is to synibesext.
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Several research efforts have therefore focused on thenergdof specific English
sounds in German and other languages (e.g. Jabtonski; B8@8e, 1994; Greisbach,
2003). Jabtohski, for example, shows that the most comnim@m@mena of adapting
English sounds to native pronunciations are phone subetig) elisions, epenthesis or
nativised stress patterns. Busse (1994) examined the pe@tion of anglicisms con-
taining the letteu as well as those beginning with the phofé$ or [st], or containing
[p]. Besides age and English language skills of subjects, halfthat the pronunci-
ation of anglicisms is also highly influenced by their origire. British or American
English), their orthographic integration into the receilguage as well as their pop-
ularity. He established that older anglicisms are almostmetely adapted to German
whereas newer ones and those with a very specific meaning@meymced with En-
glish phones. Greisbach (2003) examined how German spepk@rounce the voiced
palato-alveolar affricatéd] in English words and French nasal vowels in words of
French origin. According to his results, the pronunciatajrthe English affricative
depends on the speaker’s age but not their educational tzaokdy

Some studies limit their analysis to proper names (e.g F®8). Fitt conducted
extensive production and perception experiments to inyas the adaptation of for-
eign names in English. Subjects were asked to produce sitifrgik language origins
in spoken or written form when presented to them as text aéordings. Even though
many subjects were able to guess the language origin ofeliffstimuli, they only pro-
duced the non-English soungs| and[s] from the German phone inventory correctly.
Abresch (2007) concludes from this finding that native EstgBpeakers accept or are
aware of foreign phone segments to a much lesser degree #rame@ native speakers
with respect to English phones.

Eklund and Lindstrom (1996, 1998, 2001), Lindstrom antuB& (1999a,b, 2000,
2002) and Lindstrom and Kasaty (2000) have studied theymtozh of foreign speech
sounds in Swedish and its multi-dimensional implicatiomrsspeech recognition and
synthesis. They hypothesise that some foreign speech saraccommonly used in
every-day Swedish by the majority of the population. Theyprded a set of sentences
containing English speech sounds which are normally nduded in the Swedish
phonological system and do not have phonemic or allophamctfons. Eklund and
Lindstrom (1998) introduce the terrenophonedor such phones. The sentences were
read out by 460 subjects aged between 15 and 75, living all®weden.
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While all subjects were able to produced the foreign targetels and diphthongs
[a1], [e1], [ou], [ju:] and [&] successfully in 90% of cases or more, their approximation
varied for different consonants. The speakers adjusted fok@sgn phone consonants
to a similar one in their native tongue. Practically no sabgicceeded in producing
the voiced alveolar fricativéz] in musc or the post-alveolar fricatives] in televison
and opted instead for almost full adjustment to Swedishdpseunds. The same
behaviour was observed for the Engligh [.g. inworld, which is actually quite dis-
similar sounding to the Swedisl.[In the same way, the majority of subjects adjusted
the English {v] in we to a SwedisHv]. Conversely, the voiceless affricatiye] in
Baywatchwas produced correctly by the large majority of speakers.rédeer, the
voiced[d] and unvoiced6] dental fricatives appearing e andthriller respectively
were produced by close to 50% of all subjects even thoughmdasispeech sounds
exist in Swedish.

These results indicate that, when reading English wordseelieidd within Swedish
sentences, many Swedish speakers adjust some Englishharespto Swedish but
added others to their phone inventory which they are abl@poaximate successfully
to varying degrees. Similarly, Trancoso al. (1999) conclude from experiments in
which German speakers were asked to pronounce French @awesnand vice versa,
that many, even inexperienced speakers of the foreign Eygare able to produce
sounds outside their native language phone inventory. €ltagr attempt to approx-
imate the pronunciation of the respective foreign languaiganother related foreign
language which they are more experienced in (in this caséding

Lindstrom and Eklund (1999a) also analyse the results @if fproduction study
in terms of age, gender and regional dialect variations. yRt®w that gender and
regional differences between groups do not significantfiuénce the production of
foreign speech sounds. However, age does play a role astegpethe majority of
subjects in the age groups 16-25 and 26-35 produce foreigngshcorrectly in most
cases. The youngest subjects, aged 15 and younger, oftgadijuist foreign phones
to Swedish ones. This behaviour is attributed to the lowkucal exposure due to their
young age. This research is based on production rather graegtion or evaluation.
Their reason for opting for this approach is that it showspgbe's attitudes towards the
occurrence of foreign inclusions in a more subconsciousn@atian, for example, in
an evaluation of the quality of different versions of syrdised speech.
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Eklund and Lindstrom (2001) conclude that there is a clearetation between
increasing educational level and closer approximatiomefforeign language pronun-
ciation. A high educational standard of subjects corrslatieh a high degree of xeno-
phone inclusions. On the other hand, Ljung (1998ports negative attitudes towards
foreign expressions correlating with a high level of edigrat Lindstrom and Eklund
(2002) argue that this discrepancy can be explained by ttétfat Ljung (1998) bases
his observations on subjects who understood the purpose @xdperiment. When be-
ing asked explicitly to read a sentence containing foremgtuisions, highly educated
people may make a conscious decision to preserve theirenatigue from foreign
influence and adapt the inclusion’s pronunciation to pastexf their own language.
The same highly educated subjects might be more prone terdéockign inclusions
according to the source language when unaware of the soenari

Lindstrom and Eklund (2000) also infer from their findindsat a Swedish TTS
system must be capable of producing the appropriate praatime of foreign names
and words in running Swedish texts, as users would have ulifés in accepting a
TTS system with a lower level of competence than their owne®Pthis mean that
Swedish listeners would prefer a TTS system which at leasdyares those foreign
speech sounds correctly that are not included in the phgabinventory of their
native language? How would they react to a system that proresuall foreign speech
sounds, including those with similar counterparts in theaier’s language, authenti-
cally according to the phonetic and acoustic charactessif the foreign language?
Would highly educated people more easily accept such syistte speech? How
would listeners perceive a system that adjusts all foreggesh sounds to sounds in
their native language? Provided that this type of synthasigut is intelligible, would
less highly educated listeners find it easier to accept it?y @rcontrolled and de-
tailed perception study in terms of naturalness, intddiigy, pleasantness etc. would
assist in evaluating the benefit of adding certain xenophame the inventory of a
TTS system. Lindstrom and Eklund (2000) do hypothesiseaHhaw inclusion level
of xenophones may not appear primarily in the intelligtijillimension, but portray
itself to the listener as a synthesiser with a low level ofeadion. On the other hand,
if too many xenophones are added, some users might be attvdigage, particularly
with regards to non-English foreign inclusions.

1Quoted in Lindstrom and Eklund (2002)
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The pronunciation of English inclusions occurring in aresttanguage has also
been studied by Abresch (2007). She conducted two extepideiction experiments
to test the extent to which English xenophones are natilag&slerman native speakers
in German and English contexts as well as a perception stuthst the conclusions
drawn from the production study. 40 subjects (22 female @hthale) aged 16 to 82
and with various educational backgrounds and English laggskills participated in
the first production experiment. They were asked to read @ereentences with em-
bedded anglicisms or English proper names containing Emgiéenophones (includ-
ing consonants, vowels and diphthongs). The carrier seagecontaining the angli-
cisms and English names were selected from the online c@putscher Wortschatz
The majority of anglicisms were first documented in the lati@f of the last century.
One selection criterion was that they should not be conaldgrintegrated into Ger-
man so as to allow a potential English pronunciation. Abnesso included pseudo-
anglicisms in her sample.

The results of this study show that there is a great varighiti the realisations
of English xenophones by German speakers. While 62.4% aiptemnes were sub-
stituted by German phones, 37.6% of them were articulatedthie original English
phone either with a British or an American rendering. Erglisphtongs and con-
sonants [bu], or [ou], [e1], [0], [0], [&] in onset position, [1], [w], [s], [sp] and [st])
tended to be pronounced correctly with the exception ofaiobstruents[], [d],
[g], [dz], [&], [2] and [v] all in coda position) and the velarise@t]. They and English
vowels (], [a:], [A], [€9], [19], [ua], [3:] and [p] ) tended to be substituted by Ger-
man phones. The extent of this substitution process is yigifluenced by the age
and English language skills of the subjects. Older subjantsthose who are less
skilled in English substituted on average more English gisoMoreover, xenophones
in proper names tended to be less often substituted and nftererendered like the
original. However, gender was not found to have an effectherpronunciation of En-
glish xenophones. These findings are similar to those madiklwnd and Lindstrom
(2001), when reading English words embedded within Gerneatesices, many Ger-
man speakers substitute some English xenophones by Getmoaegbut add others
to their phone inventory. While age and educational stahdee influencing factors in
this process, gender does not play a role.

2http://wortschatz.uni-leipzig.de
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The second production study involved the pronunciationngfliaisms in German
and English carrier sentences in order to test whether Eggwontext affects the
substitution rate of English xenophones by subjects wittelbgnt English language
skills. While they substituted 61.9% of English xenophomeanglicisms embedded
in German carrier sentences, they only substituted 31.5%nvthe same anglicisms
appeared in English sentences. Therefore, anglicismsagirgsed in German context
even when the speakers’ knowledge of English is advancedhaheans that some
degree of nativisation is independent of the foreign lagguekills of the speaker.

Abresch (2007) concludes with a perception study to testhérghe information
learnt in the first production study corresponds to listehpreference. 50 subjects
aged between 16 and 75 and with different English languaiije plrticipated in this
test. They were asked to listen to German sentences withaaedeanglicisms and
English names that contained the same English xenophowestigiated in the first
production experiment or corresponding substitutionslpoed by the subjects. Sub-
jects then had to rate the variations of each sentence angdalpreference. Abresch
determined that some English xenophones are clearly peeferer their German sub-
stitutions. With few exceptions, this group largely coohes with the xenophones that
were also more often rendered closely to their original e pnoduction study. Even
subjects with no or little knowledge of English preferredtaan xenophones over Ger-
man substitutions. No significant difference was found enfiheference of xenophones
over substitutions in anglicisms and proper names. Abresst shows that British
renderings of English xenophones are mostly preferred Awegrican ones.

While it is not possible to draw cross-linguistic conclussoof how anglicisms
and English proper names are pronounced in other language® pthe latter studies
clearly show that their pronunciation patterns vary froros# of both the receiver and
donor languages. Further insight into this issue can beegdiy examining studies in
the area of SLA.

6.1.1.2 Foreign Speech Sounds in Second Language Acquisiti on

The problem of how speakers of a native language (L1) pezcaid produce sounds
in a foreign language (L2) is central to the research of SLAisTield differentiates
between identical, similar and new L2 sounds when drawinglkusions with regard
to their pronunciation in L1. Andentical L2 sound is represented by the same IPA



Chapter 6. Other Potential Applications 154

symbol used to represent a sound in L1 and there is no sigmifazaustic difference
between the sound pair. gimilar L2 sound is represented by the same IPA symbol
as an L1 sound, even though statistical analyses revealisag acoustic differences
between the two. Aew L2 sounddiffers acoustically and perceptually from the
sounds in L1 that most closely resemble it. Unlike a simitaured, a new sound is
represented by an IPA symbol that is not used for L1 sounag)&;11997).

For example, Flege (1987) argues that language learnass plalL2 sound that is
identical or sufficiently similar to an L1 sound in the samepétic category, a cog-
nitive mechanism calledquivalence classThis process prevents adult learners from
forming a new category for such L2 sounds and results in aarded pronunciation
even after a lengthy exposure to L2. Evidence for this theay found by Bohn and
Flege (1992) for the English vowel§ and[1] (e.g. in the word$eatandbit) when
pronounced by German native speakers with varying degreleéaglish language ex-
perience. Bohn and Flege conclude that this behaviour camdmpreted according to
the general principle of least effort. Although experieth@ad inexperienced speak-
ers largely retain properties of the Germiahand[1] in their English pronunciations,
Flege’s listening experiment shows that they are as higtiglligible to English native
listeners as the Engligi] and|[1] produced by English native speakers. Flege therefore
suggests that phonetic learning of similar sounds takeelaring early L2 exposure
and does not improve considerably when gaining more L2 éxpee.

Flege and colleagues have also carried out extensive oseathe production and
perception of L2 sounds that lack a similar sound in L1, ineotivords new sounds
or xenophones. According to their theory, adult learneidsproduce new L2 sounds
more authentically (than similar L2 sounds) with extend@dekposure as they estab-
lish new phonetic categories for such sounds. Bohn and RIE2@?) demonstrated
that experienced but not inexperienced German learnersighigh produce the En-
glish [2] (e.g. inbat) close enough to the English acoustic form, a sound that has
no counterpart in German. Flege further indicates that alairh2 sound which is
in close proximity to new a L2 sound (for which the inexpeded foreign language
learner has not yet established a phonetic category) incineséic vowel space will be
produced closer to the acoustic norm of L2. However, onaméga are able to produce
an acoustic contrast between the similar and the neighftpuew sound, they tend to
produce the similar sound with the acoustic charactessifd_1. Flege has identified
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this effect both for German speakers where the similar Bhgdiound ige] and the
new English sound igx] (Bohn and Flege, 1992) as well as for French speakers, the
similar English sound beinja:] and the new English sourd] (Flege, 1987). In Flege
et al. (1997), the work on German learners of English (Bohn andd;1€§90, 1992)
is extended to native speakers of Spanish, Mandarin andakpthree typologically
diverse languages. Although the conclusions are simiarpaper stresses that further
research is required to determine the degree of perceivatbdmness between vowels
found in English and in each of the native languages examm#te experiment.

Although similar in some respects, SLA research does ndwd#athe exact same
issues involved in the production and perception of embéddeign inclusions. It
addresses the way in which speakers of a language L1 appaoaciyuage L2 with
the intention of mastering it fluently, while sometimestigiin a country where L2
is spoken. The research presented in this thesis, on the lodéimel, focuses on the
occurrence of lexical items from a foreign language embeddd¢hin utterances in a
native language and on how such foreign inclusions are dathitby native speakers
in their own language surrounding. In fact, the finding of S&tédies that similar L2
sounds are pronounced with properties of L1 and are thexefdapted is likely to be
even more severe for embedded foreign inclusions as a mfscdi-articulation and a
series of other factors determined in Section 6.1.1.1.

6.1.1.3 Implications for the Perception of Polyglot TTS

In the context of polyglot TTS synthesis, first and foremdst type and degree of
adjusting foreign inclusions to the native language musadwressed. As the studies
described in Section 6.1.1.1 have illustrated, pronuimriadf foreign inclusions by
native speakers varies depending on a series of factotading age and educational
level of the speaker. Other aspects that play a role in théymtion of foreign inclu-
sions involve the orthography, the context of the partictdeeign inclusion, the effort
of production as well as the expectations of speakers abeirtlisteners. As pointed
out earlier, the degree of tangibility of all of these issuases which can present a
serious difficulty when it comes to modelling or controllitigem.

Moreover, the assumption that a speaker is capable of pimoglacnear authentic
pronunciation of a particular foreign inclusion does notewsarily imply that the lis-
tener will actually understand, let alone like and accepatwthey hear. Wijngaarden
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and Steeneken (2000) show with a combination of speechtiengpreshold (SRT)
tests and letter guessing procedure (L&#Xperiments that non-authentic, i.e accented
pronunciation of foreign words increases intelligibilityinexperienced learners. Ex-
perienced L2 learners, on the other hand, perceive nomgaté. 2 speech as more
intelligible. Their experiments involves native Dutch agers listening to German
and English speech produced by German and English natiei&erseas well as Dutch
native speakers. If the same holds true for the perceptipolyflot speech, where the
foreign items are spoken in the context of the listeners @amgliage, is still an open
guestion.

Even if a TTS synthesis system is capable of producing atithpronunciations
of embedded inclusions or can at least approximate themrtw sxtent in the for-
eign language, it is unlikely to be the accepted or prefereadiering compared to one
that adjusts at least some foreign speech sounds to thet@mcousracteristics of the
listener's own language. As Lindstrom and Eklund (2000npout, too much ap-
proximation to the foreign language may not result in therddseffect for listeners.
They may consider it exaggerated or inadequate. The othliegne®, producing the
pronunciation of embedded foreign words merely by meansttéi-to-sound rules of
the base language of the text, will result in bad misproratiams or overly accented
speech which listeners are likely to deem uneducated or robgven understand.

Besides speaker- and word-related factors such as agesjengee of the foreign
language, awareness of the task or frequency of the fore@ud,wvhich can heavily
influence the results of a mixed-lingual speech perceptigpeement, a perception
study of mixed-lingual TTS synthesis output also dependtheractual synthesis ap-
proach of foreign inclusions. Although the chosen approaey well be modelled
on the behaviour of subjects in production experimentsptreeption study subjects

3An SRT test involves adding masking noise to test senteritssbjects listening to the test sen-
tence repeat all its words correctly, the noise is increastiterwise it is decreased. The SRT value is
the average speech-to-noise ratio over a set of sentendgsravides a reliable measure for sentence
intelligibility in noise.

4LGP was devised by Shannon and Weaver (1949) as a way of éstini@ver and upper bounds
of linguistic information content of a language. Subjeats asked to guess a string of text one letter
at a time without receiving any prior information. After éaguess, the correct letter is either revealed
(single-LGP) or kept undisclosed until the guess is coffmcitiple-LGP). Subjects can make use of the
letters guessed up to the current point for predicting the ledter. The more letters a subject guesses
randomly, the less redundant the language is to them anddihe Imguistically skilled they are in that
language (van Rooij and Plomp, 1991). LGP scores are exgaésgerms of linguistic entropy L (in
bits): L = —logz(c) where c is the fraction of correctly guessed letters.
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might not actually accept the output produced. Plus, theesyslesign may simplify
and only approximate a certain theory and therefore falitsbbthe pronunciation
quality that a human speaker would produce.

Abresch (2007)’s perception study on polyglot speech preduby a human
speaker has shown that listeners prefer the original rémglef some foreign phones
but also favour substitutions with native phones over ah@&his knowledge must be
taken into consideration when devising a synthesis stydtedgoreign inclusions. Per-
ception studies on mixed-lingual speech produced by potyGI'S synthesis system
have not been carried out to date. It is therefore relatidéfjcult to predict the pos-
sible outcome of a task-based TTS synthesis evaluatiouitilrely, it is expected that
well educated German speakers would prefer synthesisedispe which English in-
clusions are produced at least to some extent with an Enlifislpronunciation. The
next section first presents a general overview of the preseissolved in a TTS sys-
tem, secondly examines how TTS synthesis output is evalwatd finally addresses
work on some of these individual processes to enable pdiyidi§ synthesis.

6.1.2 Brief Overview of a TTS System

A TTS synthesis system is a computerised system which ctsneebitrary written
text into synthetic speech. Its main aim is to produce iigiglle and natural sound-
ing speech. A TTS synthesiser involves three main stagesprocessingto extract
available information from the input texprosody generationto model variations in
pitch, loudness and syllable length amdveform generationto produce the synthetic
speech. Each stage is briefly summarised below based omafion published in Du-
toit (1997), Holmes and Holmes (2001) and handouts of thedpprocessing courses
held by Dr. Simon King at the University of Edinburgh in 2002.

6.1.2.1 Text Processing

The text processing component consists of several suls-tasixtract maximum in-
formation from the text which in turn serves as input to sgjos®t components.
Firstly, the text is subjected to a pre-processing step &liteis tokenised and nor-
malised. The normalisation step generally involves idgimiy numerals, abbrevia-
tions and acronyms and expanding them into their writtetequivalents if necessary.
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Moreover, punctuation ambiguity is resolved. The text intiprocessed by a mor-
phological analyser which decomposes words into their comept parts, i.e. roots
and affixes. During syntactic analysis, tokens in the input &re assigned POS tags
whereby each token is analysed according to its surrounchingext to resolve POS
ambiguities. Then, the phrase structure of each input seates determined to con-
duct phrase break prediction. While some systems emploll ayfintactic parser (see
Chapter 5), others simply perform a superficial syntactalysis for this task.

Subsequently, the pronunciation of individual words in teet and their lexical
stress is determined by a combination of lexicon lookupetetb-sound rules and post-
lexical rules. Each word is looked up in the integrated lerica large database that
contains POS information, syllable structure and lexit@ss. In case the pronuncia-
tion of a word is obtained by combining different morphs ie thxicon, lexical stress
rules are employed to determine the stress pattern for theeewmord. The letter-to-
sound rules are applied whenever the pronunciation of a warshot be determined
by means of the lexicon. This often happens for new and fareigrds or names that
occur in the text. In such cases, the pronunciation is ptedifrom the orthographic
form alone. Since letter-to-sound rules are designed ®b#se language of text that is
to be synthesised, they are clearly unsuitable for derithegoronunciation of foreign
inclusions. Once the phone sequence is determined, funiles are required to as-
sign the lexical stress. Hand-written post-lexical rulesapplied to achieve effects on
pronunciation that cannot be determined for words in isotatSuch adjustments in-
clude vowel reduction or phrase-final devoicing in Englidhthe end of this process,
a complete phonetic representation of each utterance asnat

6.1.2.2 Prosody Generation

The next step is to generate the prosody for each utterancany Mystems firstly
locate and identify symbolic prosodic labels and then ugeittiormation for deter-
mining the appropriate fundamental frequeniy) contour and duration. The first step
is achieved by assigning pitch accents and boundary tontbe teyllables according
to the underlying intonation model (e.g. acoustic, pengalpor linguistic). For exam-
ple, the linguistic ToBI (Tones and Break Indices) intooatiheory (Silvermaret al.,
1992) is based on a discrete set of symbolic accents typed@mbary tones and
is frequently used as the standard intonation model. ToBglkare predicted using
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automatic data-driven methods, like for example decisiea thodels such as Classi-
fication and Regression Tree (CART) models (see Breietaal. (1984)). Once the
abstract labels are assigned to the utterance, they hawettarisformed into numeri-
cal Fp targets and converted intoRg contour. There are many different approaches to
this task, including the computation of an average pitcht@anas well as rule-based
or statistical methods.

Each segment to be synthesised must also have a particuérotusuch that the
synthesised speech mimics the temporal structure of tiypisaan utterances. The
duration of a speech sound may vary depending on a seriestof$aincluding speech
rate, stress patterns, their position in the word and in theage as well as phone-
intrinsic characteristics. Traditionally, a suitable dtion for each phone is estimated
on the basis of rules. With the availability of labelled sgeeorpora, data-driven
methods are used to derive duration models automatically.

6.1.2.3 Waveform Generation

Finally, the speech waveform is generated. The variousstgp@pproaches to wave-
form generation include rule-based, concatenative and Hib4isked synthesis. Rule-
based TTS synthesis (e.g. MITalk, Allehal.(1987)) relies on a simplified mathemat-
ical model of human speech production. On the other hand;atenative synthesis
systems (e.g. Festival, Black and Taylor (1997)) explabrded speech data. Most
current commercial TTS systems employ concatenative sgigheither by diphone
or unit selection. For diphone synthesis, all possible difgs (sound-to-sound transi-
tions) in a particular language need to be recorded andlé&beThe speech database
only contains one example of each diphone spoken by the Sa@ader. During syn-
thesis, the necessary diphones are concatenated and gké pansody is superim-
posed by means of digital signal processing techniqued.iikear Predictive Coding
(LPC, Markel and H. (1976)), Time-Domain Pitch-Synchrosix@verLap-Add (TD-
PSOLA, Moulines and Charpentier (1990)) or Multi-Band Rekgsis OverLap-Add
(MBROLA, Dutoit and Leich (1993)). Conversely, unit seiect synthesis involves
less digital signal processing. However, it requires saveours of recorded speech
data. Each recorded utterance is segmented into units augasizes, including
phones, syllables, morphemes, words, phrases and sesitelbes segmentation is
typically performed by means of a speech recogniser and bamection. Each unit is
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then stored in the database according to its segmentatbacustic features. During
synthesis, a search algorithm selects the best sequencét®from the database for
concatenation. The search is generally performed by mdalecasion trees. A further
approach to waveform generation is HMM-based synthesiso/ting to this method,
the recorded, segmented and labelled speech data is usaeddetling the speech fre-
guency spectrunky and duration simultaneously by Hidden Markov Models (HMMs)
which then generate speech waveforms based on the Maximkehhood criterion.

Given the various processes involved in TTS synthesis,dolmes clear that par-
ticularly the steps in the front-end of the system are laggudependent. Moreover,
current state-of-the-art TTS systems rely on recordeddpdata in a particular lan-
guage. A system that is able to synthesise mixed-linguaitimjould not only require
a text processing step which identifies foreign inclusiamsamnuld also necessitate an
appropriate grapheme-to-phoneme conversion as well sabselispeech data. After
examining different evaluation methods for TTS synthesisearch on polyglot TTS
approaching such issues is presented.

6.1.3 Evaluation of TTS Synthesis

There are different ways to evaluate the quality of synthepeech. This section
mainly focuses on two commonly used subjective tests basdidteners’ responses,
namelyabsolute category ratingandpair comparison.

6.1.3.1 Absolute Category Rating

Absolute category rating (ACR), also referred to as singladus method, is the most
common and straightforward method to evaluate synthegedp quality numerically
(Nusbaunet al,, 1984). Subjects are asked to rate each test signal onog ai$ive-
point scale that ranges from bad (1) to excellent (5) (CCI989). The average score
or mean opinion score (MOS) of each competing TTS systeneigtbre determined
as the arithmetic mean of its individual signal scores. Asitha subjective evaluation,
variability between subjects can be high. Evidently, thetimod becomes more reliable
the higher the number of test speech signals and listenbesu3e of a set of reference
signals in the evaluation can also help to normalise foetist-dependent variations.
Rather than determine the overall speech quality of syigbdsspeech as per-
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ceived by listeners in one score, some categorical ratinthoas assess synthetic
speech according to separate aspects such as pronuncsye®rd, distinctness, nat-
uralness, stress, intelligibility, comprehensibilitygleasantness. This evaluation ap-
proach highlights individual strengths and weaknessessystem and is also easy to
set up. The results enable an interpretation in terms of tadity of each system and
also give an idea of how different systems compare.

6.1.3.2 Pair Comparison

The acceptance of synthesised output is generally detedip means of a pair com-
parison (PC) test (Bjorkman and Gosta, 1957). Listenegssaquentially presented
with the same synthetic speech data produced by differestésys and have to spec-
ify their preference for each pair. This is a forced choicaleation, i.e. two stimuli
cannot be judged equal (Goldstein, 1995). The various sggtversions have to be
presented in all possible orders in order to avoid confufiom order effects. This is
also a relatively easy evaluation method to implement. RE€xyevidence as to which
system is the preferred one but does not indicate the actiadityjof each system.

6.1.4 Polyglot TTS Synthesis

Traditionally, TTS synthesis systems are designed to gpog®nolingual texts. When
encountering multilingual texts, one synthesis strategy ichange the voice at every
language change. This is suitable for documents contaipamggraphs in different
languages. Once the various languages of individual sechave been detected, the
system switches to the corresponding voice. MultilinguadSTsynthesis with differ-
ent voices as implemented by Turunen and Hakulinen (200@ifmish and English
lends itself well to processing, for example, multilingeshail messages containing
translations or sections in different languages. Howea®iseen throughout this the-
sis, language changes can happen on much lower levelsginglthe sentence or even
the individual word or sub-word level. Turunen and Hakufif@000) point out that
word-level language changes are actually the most commom & multilingual e-
mail content. Running a multilingual synthesiser over soked-lingual text would
result in frequent voice changes which tend to irritate sigen if they do not have
an effect on their comprehension. However, Turunen and ktaku(2000) claim that
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changing to a voice with opposite gender from the previolwes as performed in their
system, helps users to cope with voice changes better. Tdyswid true for language
changes on the sentence level or higher but may be more cogfiman beneficial if

voice and voice gender changes happen within sentences.

Thus, the multilingual TTS synthesis paradigm is unsuéatolr truly mixed-
lingual texts where language changes occur within senseand phrases. Optimal
naturalness and intelligibility of synthesised mixedglial speech would be obtained
if the voice does not change but adapts its pronunciatiomgddreign language when-
ever it encounters an embedded foreign inclusion. This Bfp&TS system, i.e.
one that is able to synthesise several languages using itie \8aice with appropri-
ate pronunciation is referred to gslyglot synthesis(Traberet al,, 1999). In recent
years, polyglot synthesis has been addressed by a seriesea#rch efforts on vari-
ous sub-tasks of a TTS system to enable processing of mimgdal data: generating
multi-context rules for phonological processing (e.g. Romsdorfer and Pfis042,
devisingprosody control for polyglot TTS (e.g. Romsdorfest al., 2005), construct-
ing multilingual vocalic databases(e.g. Traberet al., 1999), developingphoneme
mapping (e.g. Campbell, 1998; Badinet al., 2004) and creating aaverage poly-
glot voice (e.g. Latorreet al,, 2005) by combining voices of monolingual speakers in
different languages.

6.1.5 Strategy for Task-based Evaluation with TTS

Section 6.1.1 examined production and perception studiegd out for mixed-lingual
text as well as in the field of SLA. One reoccurring conclusmthat, unless partic-
ularly fluent in a foreign language, speakers tend to adamuéatory and phonetic
characteristics of many foreign speech sounds to thosemlasisounds in their native
tongue which results in a foreign accent. However, therearin new speech sounds
in a foreign language called xenophones which do not havese&quivalent repre-
sentation in the native language and can still be produceaé ordess successfully by
a majority of people.

This phenomenon has been modelled to varying degrees bgrobsefforts on
polyglot TTS. The synthesis of mixed-lingual text by mainiag the same voice
identity is the common goal of a series of methods, includivecreation of multi-
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lingual vocalic databases, phone mapping algorithms aadtiiding of an average
voice by means of HMMs. The underlying goal of the first metistb achieve near
perfect pronunciation of the foreign language inclusioAthough speakers are un-
likely to pronounce foreign words perfectly, such a systeoauld be very useful for
multilingual TTS synthesis, for example to synthesiseaasiparagraphs in different
languages with the same voice as could be expected by anliEifreat of an interna-
tional organisation. Another application area of this neettbould be foreign language
teaching. However, the approach of building a multilinguaice database by means
of a polyglot speaker is language-dependent and thereftireutt to extend to new
languages. In comparison, the second method, phone mappilegs dependent on
the availability of speech resources and polyglot voicertt and therefore easier to
expand to new language scenarios. Moreover, it is basedeagbumption of ap-
proximating speech sounds which is a prevalent phenomentireipronunciation of
foreign words. Finally, the development of an average vi@t¢be most language inde-
pendent approach out of all three and therefore most easyteéack However, the fact
that is not as high quality as unit selection synthesis cbale serious effects on the
perception of a synthesised utterance in general and mékeetlices in the synthesis
of foreign inclusions less obvious to the listeners. Unfodtely, these methods have
not been evaluated on real mixed-lingual utterances. @erisig the results of produc-
tion and perception studies of polyglot speech reviewedeicti8n 6.1.1.1, the phone
mapping method appears as the most promising one with setbiait are likely to be
most accepted in a subjective perception study. A readiylavie system set up for
mixed-lingual synthesis would be ideal for a task-based &F&@uation of the English
inclusion classifier. Researchers at Nuance and Loquenmd.Sapproach polyglot
synthesis via multilingual vocalic databases and phonepmgprespectively. Either
system would be interesting to test in a perception experimé such a system is
not available, a voice needs to be created and the phonen@mgaggorithm imple-
mented in order to be able to synthesise foreign inclusidhss can be facilitated by
the speech synthesis system FestiyBlack and Taylor, 1997) and the Fest\oice
building tools.

Shitp://www.cstr.ed.ac.uk/projects
Shitp://www.festvox.org
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6.1.5.1 Polyglot TTS system

The main aim is to carry out synthesis experiments on Gernti@namces containing
English inclusions as a task-based evaluation of the Hngtislusion classifier in-
troduced in this thesis. As previously mentioned, one wersif the Loquendo TTS
system is specifically designed for mixed-lingual inpute Bystem is able to alternate
between languages via the control tdgng=<language> in the markup of the input
as shown in the example belowWang= is used to return to the native language of the
voice.

\lang=English Security-Tool \lang= verhindert, dass\lang=English

Hacker \lang= uber \lang=English Google \lang= Sicherheitslicken
finden

Translation: Security Tool prevents hackers from finding security
holes via Google.

Such a setup would allow for a perception experiment compaain all German
baseline synthesiser with one that is able to deal with foréanguage inclusions.
Three types of synthetic stimuli can be produced when usiixgarlingual input: (1)
stimuli without markup for synthesis with the German baselsystem, (2) stimuli
marked up correctly for English inclusions for synthesishva polyglot TTS system
and (3) stimuli marked up by the English inclusion classfieersynthesis with a poly-
glot TTS system. The second type of stimuli will provide aackr idea of whether
the chosen polyglot TTS synthesis paradigm improves thpubguality of mixed-
lingual data. With this in mind, the third type of stimuli cren be used for the actual
task-based evaluation of the foreign inclusion classifier.

6.1.5.2 Experimental Setup and Evaluation

Before proposing exact details of the evaluation proceditrehould be reiterated
that all factors learnt from previously described prodotand perception studies of
mixed-lingual speech are likely to affect the results of pleeception study of mixed-
lingual TTS synthesis (see Section 6.1.1.1). Regardingestibpecific characteristics,
age, level of English language skills and educational bakgd must be controlled

‘A demo of this system is available online dtttp:/actor.loquendo.com/actordemo/ml.
asp?language=en
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for. Ideally, the subject group should be made up of welleaded German subjects
of different age groups with at least some basic knowleddgengfish. However, we
have also learnt that social and psychological factors tanagrole in how embedded
foreign words are perceived. It may be more difficult to cohtinese as they are highly
dependent on subjects’ individual personalities and peefees. Concerning stimuli-
related factors, the type, length, frequency, and age ofregtigh inclusion should be
taken into account. Another issue that must be considergabisontext in which in-
clusions appear. Considering the findings made by Abre<i®i/(2 it is not effective to
evaluate the synthesis of actual foreign inclusions thérases it may influence sub-
jects’ perception and make them aware of the purpose of thergrent. Moreover,
subjects may prefer a more authentic rendering of the Emglislusions out of con-
text than if they are embedded in a German sentence. Conggguwhoices have to
be made with regard to selecting German carrier sentencgaining English single-
and/or multi-word inclusions for synthesis. It would bedrgsting to use the carrier
sentences used in the perception study of Abresch (200aas/buld allow parallels
to be drawn with her results for human rather than synthdsspeech. Some more
thought has to go into the actual selection of utterancea,task-based evaluation of
the English inclusion classifier will be part of this study.

For the evaluation, subjects should be asked to evaluateythibetic speech in
terms of intelligibility and naturalness. There are vag@uitable evaluation tech-
niques for determining these features. As described ini@eét1.3, two commonly
used and straightforward methods are ACR or PC. As the sestIACR enable an in-
terpretation in terms of the quality of each system and alsman idea of how different
systems compare, this evaluation method lends itself wehe proposed evaluation.

6.2 Machine Translation

A further application for which the detection of English insions is expected to be
beneficial is machine translation (MT). As foreign inclussocarry critical content,
their correct detection will provide vital additional knedge to MT systems. The
occurrence of English inclusions in other languages is amegligible phenomenon.
This has been particularly apparent during my work as a ka#iog quality consultant
for Verbalis Ltd., a Scottish start-up company which pr@gchigh-speed language
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translation with an example- and analogy-based MT systengligh inclusions are
extremely frequent in documents of global software or fimac@mpanies which trans-
late all of their publications into other languages.

An MT-based integration and evaluation of the English is®u classifier is, how-
ever, not trivial, as such language mixing requires diffiéreanslation strategies de-
pending on the type of inclusion. For example, foreign prapmuns appearing in the
source text mostly do not require translating in the targeglage. However, a trans-
lation is likely to be preferred for common nouns if the tarigmguage is not English.
This is illustrated in the following German sentence andriesnch, English and Rus-
sian translations. The English common ndtmewis translated into the French noun
équipagethe Russian nounskunaxc®, or decapitalised when translated into English.
Conversely, the English proper nafBadeavouis used in all three languages in Latin
script.

GERMAN: Die EndeavouCrew blieb elf Tage im All.
FRENCH L equipaged’Endeavoukest restée onze jours dans I'espace.
ENGLISH: TheEndeavourcrew stayed in space for eleven days.

RUSSIAN. 9xunask Endeavoutiposes omuuzanarhLaged B KocMoce.

As many proper nouns are treated as unseen words by MT entjiegsare trans-
ferred to the target language as they are. English commonsppearing in German
text, on the other hand, often require translating pariduiwhen the target language
is not English. The latter is illustrated in the following B&n sentence containing
the two English noun$oolsandNews The English and French MT output of this sen-
tence as produced BABELFISH?, a rule-based MT system, is presented below. The
system evidently treats both inclusions as unseen wordsierly reinserts them into
the output sentence. Interestingly, one of the English adguews is decapitalised in
the German-English translation.

8Interestingly, the Russian translation of the English notvis a borrowing of French origin.
Shttp://babelfish.altavista.com
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GERMAN: Mit diesemTool kdnnen Sie parallel in samtlichéshews
suchen.

ENGLISH(BABELFISH): With this Tool you can search parallel in alews

FRENCH(BABELFISH): Avec ceTool, vous pouvez chercher parallelement tous les

Newsdans.

While it was established in Sections 2.1.3.2 and 4.2 thatdfreontains a large
number of anglicisms at least in the domain of IT, the use ehsanglicisms may,
however, not always be the preferred choice by a human a&emg|HT). They may
produce the following French translation of the German esecx:

FRENCH(HT): Avec cetoutil, vous pouvez chercher tous lastualitesen paralléle.

Mixed-lingual compounds or interlingual homographs areremore of a challenge
to MT systems. One very interesting example occurs in tHeviahg German query®

GERMAN: Nenne einen Grund fir Selbstmord Beienagern
ENGLISH(BABELFISH): Call a reason for suicide wittite rodents
FRENCH(BABELFISH): cite une raison de suicide avec desnagern

The English inclusiomeenagerappears in the dative plural and consequently re-
ceives the German inflectiam Instead of treating this noun as an English inclusion
when translating the sentence into English, Babelfish pseE®this token as the Ger-
man compoundeetNagern(tea + rodents) and translates its subparts into the token
dtet! and the noumodents Translating into French, the MT system treats the English
inclusion as unseen and inserts it directly into the traimsiavithout further process-
ing, such as inflection removal. Combined with a named ergitpgniser, the English
inclusion classifier could signal to the MT engine which isamquire either translating
or transferring with respect to the target language.

Multi-word English inclusions also pose difficulty to mostTMsystems. If the
system has not encountered a particular expression iraitsng data or its lexicon,
it is likely to treat the entire expression as unseen. HoweVd systems are not
necessarily aware of the boundaries of such multi-word esgion as illustrated in

10This query appeared in CLEF 2004 where one of the tasks wasd@fiswers to German question
in English documents (Ahat al., 2004).
LNote thatdteis not a typo but an error in the MT outpuit.



Chapter 6. Other Potential Applications 168

the following German example sentence, its English glosist@mslations by ten MT
system demos currently available online.

GERMAN: Made in Germany ist gefragt.
ENGLISH(HT): Made in Germany is in demand.
ENGLISH(LOCAL TRANSLATION):10 Larva in Germany is in demand. O
ENGLISH(COMPENDRIUM): 1t Maggot in Germany is in demandJ
ENGLISH(FREETRANSLATION.COM):1? Maggot in Germany is asked O
ENGLISH(HYPERTRANS): 13 Grub in Germany is asked. O
ENGLISH(INTERTRAN): 14 maggot in Teuton am asked. O
ENGLISH(PERSONAL TRANSLATOR:'® Maggot in Germany is in demand]
ENGLISH(POWER TRANSLATOR:16 Made in Germany is in demand. [
ENGLISH(REVERSO: Y/ Maggot in Germany is asked. [
ENGLISH(SYSTRAN): 18 Larva in Germany is in demand. [
ENGLISH(@PROMT): 1° Maggot in Germany is asked. [

The translations by the different MT engines show that mgstesns (9/10) strug-
gled to transfer the multi-word English inclusion back iftoglish. Only one system
(POWER TRANSLATOR produced a correct translation, identical to the humadeen
ing. When surrounding the English inclusion by quotatiorrkaan the German input
sentence, one other systeAVPERTRANS was able to translate the expression cor-
rectly. All other systems produced the same wrong trarmsiadis already listed. It
can be seen that the majority of systems (5/9), that did radywre a correct transla-
tion, managed to process the German portion of the sentemoectly but failed on
the English inclusion. Most systems failed to recogniseeihigre English phrase as
unseen. Instead of transferring it, they mistddkde the first word of the inclusion,
as the German noullade (maggot, larva or grub). Only one system{ERTRAN)

LOnhttp://www.localtranslation.com/
Uhttp://www.translendium.com/
Phtp:/www.freetranslation.com/
Lnttp://www.dagostini.it/hypertrans/index.php
Lnttp://www.tranexp.com:2000/Translate/result.shtml
Lonttp://www.linguatec.net/onlineservices/pt
Lnttp://www.lec.com/w2/translate-demos.asp
Lhttp://www.reverso.net/text_translation.asp?lang=EN
LBnttp://www.systran.co.uk/

Lonttp:/www.e-promt.com/
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attempted to translate the prepositional phias@ermanyfrom what it thought to be
German text into English as Teuton Bearing in mind that this is only one exam-
ple, it only allows for limited conclusions to be drawn. Hoxee this example clearly
demonstrates that English inclusion detection can be malefo MT systems, partic-
ularly for multi-word expressions. A large-scale expemt@ould need to be carried
out in order to quantify this claim.

The English inclusion classifier performs language classifon on the token level.
However, in Chapter 5 on parsing sentences containing &mngficlusions, it was
shown that contiguous tokens of English origin tend to bgltm the same phrase
constituent. Consequently, the English inclusion classifan be used to identify both
single- and multi-token inclusions. This information caen be used by the MT sys-
tem in order to determine whether an inclusion is unseenmtatoed in the knowledge
base of the particular engine. Applied in this way as a poe@ssing step, English in-
clusion detection would be particularly useful to rule-ddT systems. However, it
is anticipated that even example-based and statisticalydiems which rely on either
a translation memory of example translations or a parafighas would benefit from
English inclusion detection particularly for unseen exgiens. In future, it might be
possible to grant current bi-directional MT systems acdedsnowledge bases from
other languages along the same lines as polyglot TTS. Wieeni&e MT system en-
counters an expression of a different language origin tharbase language of the text
that is to be translated, it will be directed to access lexscand corpora in the language
identified by the inclusion classifier.

Some MT systems are already deliberately designed to pp@egtain expressions
differently from the remainder of the text. For example, Kng2004) has devel-
oped a freely available beam search decoder for phrasetistatestical MT models to
determine the translation probability for translating ase language sentencss|)
into a target language sentensg (). This is done by means of a translation model
p(ssi/srL), and a target language modg#kr ) as follows:

argmav;, p(Sri|SsL) = argmax;, p(Ssi|StL)p(SrL) (6.1)

The decoder is designed to process external knowledgefigokici XML markup
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which can contain one or multiple target language trarmtativith or without proba-
bilities assigned to them (see Example below). The XML laites essentially replace
the translation options from the phrase translation tablmly one translation is spec-
ified, the probability for that phrase is 1. However, mukigptions can be specified
along with their translation probabilities, and the targetguage model is used to de-
termine which option is the preferred one. After identifyithe instances of English
inclusions that are likely to be translated into the targegluage, their possible trans-
lations can be determined by means of a translation diatyaoraa parallel corpus. The
translation options can subsequently be presented to tueldeas external knowledge
in the XML markup and ranked by the target language model terdene the overall
best translation of the sentence.

Die <n french= “equipage ">Crew</n> der <ne
french=“Endeavour ">
Endeavour</ne> blieb elf Tage im All

Translation:The Endeavour crew stayed in space for eleven days.

For such an experiment, a parallel source and target lamgoaigpus is required
in order to construct both the translation model and theetalgnguage model. A
parallel English-target language corpus is also necegeatgtermine possible trans-
lation options for English inclusions. The benefit of prawigladditional information
on English inclusions, combined with a named entity recegmican be determined
by running the MT system over German text with and withoutkedrinclusions. The
output quality can then be evaluated by means of evaluateirieca commonly applied
for statistical MT. These include human judgements withardgo the syntactic and
semantic well-formedness of a sentence or automatic evaua terms of word error
rate or BLEU score (Papinest al., 2001) in relation to reference translations.

6.3 Linguistics and Lexicography

Finally, the English inclusion classifier presents a usé&dol for linguists and lexi-

cographers whose job it is to study languages and compiledeg and dictionaries.
Many linguists are interested in language mixing and stheyinfluence that English
is having on other languages. The rise in the number of palios and entire confer-
ences and workshops dedicated to the occurrence of amgéi@sad foreign inclusions
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in other languages (e.g. the international conferencAmglicisms in Europé2006)
and the workshop otrategies of Integrating and Isolating Non-native Epstand
Structuresto be held in February 2008) illustrate this trend. All of theidies on
the frequency of anglicisms and English proper names in @erdiscussed in Sec-
tion 2.1.3.2 are based on painstaking manual analysis aqddncy counting in cor-
pora. For example, Furiassi (2007) reports on work carrigihy one of his students
who manually examined over 28,000 concordances to ideatifylicisms in Italian.
While such analysis cannot be completely automated, thgubof the English inclu-
sion classifier can be used to assist in identifying anghsiand therefore alleviate the
burden for linguists.

Some preliminary attempts in automating the detection gfieisms have been
made by Furiassi and Hofland (2007). However, they do notiatalthe performance
of their character-based n-gram algorithm. Moreover, jores work on LID reviewed
in Section 2.2 shows that character-based n-gram algositatk well on large pas-
sages of text but not on single tokens. Furiassi and Hoflab@d7Ralso attempted to
classify specifically false anglicisms, i.e. pseudo-amghns. It is unclear how their
algorithm can differentiate between false and real argjlis. Both types are made
up of English morphemes and the difference between thentés @ semantic one.
Identifying all types of anglicisms with English forms, llmving Onysko’s model (see
Section 2.1.2.4), may be a more realistic aim. This was gttechby Bartsch and
Siegrist (2002) who derived a list of typical English morpsgical endings and char-
acter sequences from the Porter stemmer (Porter, 19803 @r ty identify anglicisms
in the Darmstadt Corpus of German Languages for Specific Purpo3éss semi-
automatic algorithm is also not evaluated but it is expetadl many anglicisms are
missed with this technique. Nevertheless, it is clear thgttgpe of assisted language
analysis will support linguists who are otherwise requit@éxamine large amounts of
text manually or revert to drawing conclusions based mesalgstimations.

In future work, it would be interesting to run the English lusion classifier over
articles published in the German magazider Spiegeland compare the results with
the manually guided analysis made by Onysko (2007). Thismake it possible to
compare how different the results are and, in turn, lead tthéw adaptation of the
classifier. Furthermore, the English inclusion classifian de used for diachronic
analysis of language in order to determine the frequencyngfigisms over a given
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time period. For the purpose of linguistic analysis, thi veveal diachronic language
changes. For example, it can be investigated if the use a@ifgpanclusions has in-
creased or decreased and how this relates to the use of #r@rad equivalents. Given
meta data information on the subject matter of an articlajyens could be limited to
certain domains instead of all documents. Combined witlrcaaiary of anglicisms,
it will also be possible to identify the appearance of newliargms. This will allow us
to draw conclusions about the influence of English on Gernvan ttime and highlight
borrowing trends. Moreover, it will be possible to draw clusions with regards to lo-
calised borrowing, i.e. if the use of certain inclusiondmsifed to specific documents.
For example, a journalist may use an English expression because it was relevant
to the topic of the specific article but would not use that egpion in other contexts.

Determining the frequency of anglicisms in a given corpusasonly useful when
examining language developments. It can also assist lgrapbers when deciding
which new words to add to a dictionary or lexicon. The genesafulness of NLP tools
to lexicography is addressed, for example, by Kilgarrif@3; 2005) who believes that
lexicographers are best supported by linguistically-aearpus query tools. Kilgarriff
(1997) stresses the importance of frequency informatiomlicentries in a dictionary
for language learners based on the assumption that it is img@rtant to learn com-
mon terms than uncommon ones. There are several dictiaraaé provide this kind
of detail, e.g. the Collins COBUILD English Dictionary (189 the Longman Dic-
tionary of Contemporary English (1995) or the Russian LedsrDictionary: 10,000
Words in Frequency Order (1996). Regarding the extensiafiatifonaries and lexi-
cons with neologisms, Breen (2005) reports on a strategypwoiining a parser with
lexicon lookup to harvest a list of unknown katakana worddapanese. This candi-
date list can then be manually checked by the lexicograghdetermine which words
should be entered into the lexicon.

It emerged in an interview with lexicographers at Chambegsr&p Publishers
Ltd. in Edinburgh conducted in June 2006 that there is nonsiie mechanism for
lexicographers to decide on when to add a new word into thiedexor dictionary.
When loan words are used extensively in a language, sometime the point where
they are no longer perceived as foreign, they tend to be add@ibb decision is rel-
atively arbitrary and mostly down to the individual lexicqagher after having come
across a certain term for a number of times. Furiassi (2007 gxample, calls for a
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clear strategy for making this decision. He argues thataxepted anglicisms should
be entered into general dictionaries or lexicons if theyun@bove a certain frequency
in a large and balanced corpus. The English inclusion dlassvould be a useful
tool in this context. It could be constantly run over new doemts, thereby allowing
lexicographers to identify new loan words, possibly evetérthem, and determine
the frequency of a certain loan word over time. The Englistiusion classifier can
consequently make lexicographers aware of a language gyptienomenon that they
might otherwise miss during their corpus analysis. Equélyicographers could feed
their knowledge back into the classifier as a way of improvisgperformance. In
this way, the classifier would allow lexicographers to bdssrtdecisions to include
a term in the dictionary based on empirical facts, and, caahg, the lexicographers’
knowledge could be exploited to increase the performantieeotlassifier.

6.4 Chapter Summary

This chapter described in detail the usefulness of Englistusion detection for var-
ious applications and fields, including TTS, MT and linguistand lexicography. As
with parsing, input to TTS and MT systems is generally asslitoebe monolingual
and so far there has been little focus on devising systenathable to process mixed-
lingual input sentences. In our increasingly globalisedavahere English is infiltrat-
ing many other languages, automatic natural language gsowgmust be able to deal
with such language mixing. The English inclusion classifeuld be used in a pre-
processing stage in order to signal where language charmges. d-urther processing
of English inclusions then depends on various synthesisaoiskation strategies for
specific cases. This chapter reviewed previous work on ihgrisuch strategies and
presented some ideas for future work in terms of extringi@laluating the benefit of
English inclusion detection for both applications.

Regarding the fields of linguistics and lexicography, thisgter summarised the
benefits of the English inclusion classifier as a tool for enating synchronic and di-
achronic language analysis. As such, the classifier coulgkheficial to linguists who
examine the frequency of certain expressions at a given patime, or in different do-
mains, and who track language changes over time. Moredwenid be used to assist
lexicographers in their decisions to include specific teims lexicons or dictionaries.



Chapter 7
Conclusions and Future Work

This thesis has shown that it is possible to create a self4egpsystem that auto-
matically detects English inclusions in other languagdh wiinimal linguistic expert
knowledge and no ongoing maintenance. Tglish inclusion classifierhas shown
three key advantages in that itaanotation-free, dynamic andeasily extensible

The fact that the English inclusion classifierasnotation-free represents an ad-
vance over existing statistical-based NLP systems whidaire annotated training
data, a dependency that is referred to as the annotatioletetk. When applied
to a new problem or domain, statistical systems will failheitit this annotation. This
weakness has been demonstrated here with an experimeapfiegd a machine learn-
ing approach to English inclusion detection. A further expent with the machine
learner also determined that an annotated data pool of @608 tokens is required
to reach even a comparable performance to the English iodutassifier developed
here. In fact, the classifier does not require any overheddrins of extensive, and
consequently expensive, manual annotation when intrathaca new domain. There-
fore the English inclusion classifier is readily applicatdeunseen data sets and has
been experimentally shown to perform well under these oistances.

The English inclusion classifier dynamic because of its search engine compo-
nent. As the Internet provides access to extremely largatdies of evolving data
in different languages, search engines can be used to detethe estimated rela-
tive token frequencies for new and unseen words. This ¢lessherefore exploits
the volume of data published online to perform mixed-lindaaguage identification.
The thesis has also presented a corpus search experimbnanius sizes of corpora
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that quantified the advantage of access to the Internet omrrently available large
corpus. The results of this experiment highlight the mesftghis novel approach to
mixed-lingual language identification.

Finally, the classifier i®asily extensibleto any new language using Latin script.
This aspect is critically important as we have seen thatdagg mixing affects many
different languages. It has been shown that given a POStaayyl a lexicon, the
system can be extended to a new language within one persda V@&dy minimal
language-specific knowledge is required to derive a setstfpmcessing rules in order
to resolve any ambiguous cases, thereafter a good perfeergain can be rapidly
achieved. Such swift extensibility in language specifissification is unusual, and is
a key advantage of the system developed here.

All three of these advantages combine to create a self-exgplgcalable and adapt-
able system that automatically detects English inclusimasher languages with min-
imal human interaction or ongoing maintenance. In fact,aswlemonstrated in this
thesis that interfacing the English inclusion classifiethwtwo German parsers can
improve the quality of their output.

7.1 Thesis Contributions
The main contributions of this work to English inclusionsddication are:

e The development of an annotation-free, dynamic and exien&inglish inclu-
sion classifier for German or French.

e Extensive evaluation of classifier performance on diffetanguages, domains
and data sets.

¢ Interfacing of the new English inclusion classifier with tW&erman parsers
specifically to improve their performance.

e The preparation of annotated German and French gold stdedgoora for En-
glish inclusions. These will be released to enable comgaris this work with
any that may be done by other research groups in future.
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¢ Identification of further applications for which Engliskcinsion detection would
be useful. This includes the outlining of extrinsic evaloas and other experi-
ments in TTS, MT, and linguistics and lexicography.

7.2 Future Work

There are three clear paths for future research that signtficextend the functionality
and usability of the classifier developed in this thesis.

The first path would be to develop a new algorithm for progegsion-Latin script.
This algorithm would need to be capable of extracting botbnghically transliterated
and directly included words in languages such as Russianmaié This is a signifi-
cant challenge because access to transcribed Englishraarpdifferent languages is
minimal at best.

The second path is to extend the classifier to recognise &yggahanges at the
morpheme level, including mixed-lingual compounds andliEhgnclusions with in-
flections. To do this, a new layer of processing needs to bedatlnithe system that
morphologically analyses each word. The point here is thdtout consideration of
mixed lingual language identification, the NLP communityl wontinue to face sig-
nificant problems as the phenomenon of language mixing grows

The third and final path is to evaluate the English inclusiassifier with respect
to other potential applications described in Chapter 6.palitive findings from such
extrinsic evaluation would make the classifier an attr&diool to be used in the various
research fields.



Appendix A
Evaluation Metrics and Notation

This appendix explains the evaluation metrics and stagiksignificance tests used for
the experiments presented in Chapters 3, 4 and 5 and explawnthey are calculated.
It also specifies various notations in order to avoid cormsi

A.1 System Evaluation Metrics

In the broad sense, English inclusion detection can be dedaais an information ex-
traction task, where the aim is to identify all English inglloans occurring in text that
is written primarily in a different language. The Englisitinsion classifier's per-
formance is evaluated intrinsically on seen and unseeruatiah data against gold
standard annotation. The evaluation measures used fanthissic evaluation ar@c-
curacy andF-scorewhich are calculated using tleenlleval  script written by Erik
Tjong Kim Sangt The identification of English inclusions is therefore ewdd in a
similar way to named entity recognition (NER), but for siegbkens. A useful way
to illustrate how accuracy and F-score are computed is viandrgyency table of the
gold standard annotation and the system output (see Talile Ahe positive and
negative annotations of the gold standard are comparedstghbse produced by the
system. The positive and negative labels which are coyrgecédicted by the system
with respect to the gold standard are calteae positives (TP) andtrue negatives
(TN), respectively. A wrongly predicted positive label is ealfalse positive(Fp) and

1This script is freely available at: http://www.cnts.ua.ac.be/conll2000/chunking/
conlleval.txt

177



Appendix A. Evaluation Metrics and Notation

a wrongly predicted negative one is calliadse negative(FN).

Labels Positive Negative Total
Positive TP FN Goldp
Negative FP TN GoldN

Total | Predictedk | PredictedN | All labels

178

Table A.1: Contingency table of gold standard and system output.

The metric accuracyAco represents the percentage of all correctly predicted la-
bels, both positive and negative ones, avatd error rate (WER) is the percentage
of all incorrectly predicted labels.

TP+TN
CC= AllTabels (A-1)
FP+FN
WER= ———— A.2
All labels (A-2)

Balanced F-scoreH() represents the performance for positive labels spedifical
and is calculated as the harmonic meap@fcision (P) andrecall (R) as:

2xPxR
F= A.3
P+R (A-3)

wherebyP andR are calculated as follows:
TP

= (A.4)

TP+FP
__ P (A.5)

TP+FN

In this thesis, all accuracy, word error rate, precision eswhll values are multi-

plied by 100 in order to represent them as percentages. Goasdy, they, as well as
F-scores, range between 0 and 100.
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Labels | Positive| Negative| Total
Positive | paps NaPB P
Negative| pans Nang Ng
Total PA NA p-+n

Table A.2: Contingency table of two annotators.

A.2 Inter-annotator Agreement Metrics

Inter-annotator agreement (IAA) is calculated by meansadrgingency table for the
data versions produced by different annotators, e.g. abmstA and B (see Table A.2).
This matrix is essentially the same as the one presentedyurd-iA.1, only that one
annotator represents the gold standard and the other ttensgsitput.

Based on counts in the contingency table, IAA scores can lieecomputed as
several metricspairwise accuracy(Acc) andF-score or theKappa coefficient (k).

A.2.1 Pairwise accuracy and F-score

Brants (2000a), for example, reports IAA for part-of-sgeaanotation of the German
NEGRA treebank in terms of accuracy and F-score. These aspeséhndard metrics
used for NER, whereby accuracy is determined on the tokesi davd F-score on the
phrasal level. As the English inclusion annotation wasiedrout on the token level,
the IAA F-score is determined on the token level as well:

papB + NaNB _ pPaPB + NaNB

Acc= (A.6)
PA + Na Ps + N
PAPB , PAP
F:2>|<P>|<R:2>"llg—AB"‘léﬁB (A7)
P+R P P

As seen in both equations, accuracy and F-score are synorbetiveen the test
and gold data. Accuracy is symmetric, as it is defined as ttie od the number of
tokens on which both annotators agreed over the total numibikens. F-score is
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symmetric, asprecision(A,B) = recall(B,A) and balanced F-score is the harmonic
mean of recall and precision (Brants, 2000a). The annatsitdd one annotator (A or
B) can therefore be arbitrarily chosen as the gold standsstence.

A.2.2 Kappa Coefficient

While pairwise accuracy and F-score are satisfactory IAAasuees, they do not allow
a comparison of observed agreement and agreement thasawuapletely by chance.
An IAA metric that captures this kind of agreement is the kappefficient K) (Co-
hen, 1960). The kappa coefficient is commonly used to deteritiie IAA of corpus
annotations (e.g. Carletta, 1996). It measures the obdergeeement between two
annotators|f,) taking into account agreement that occurs by chance atdse called
the expected agreemen|:

K= (A.8)

The observed agreemenpo), which is essentially accuracy, and the expected
agreement[e) are calculated as follows:

_ paPB + NaNB _ papPB + NanB

(A.9)
Pa + Na Ps+NB

Po

:pA*pB+nA*nB
p+n p+n p+n p+n

| ccoefficient | Strength of agreemer}

Pe (A.10)

< 0.00 Poor
0.00-0.20 Slight
0.21-0.40 Fair
0.41-0.60 Moderate
0.61-0.80 Substantial
0.81-1.00 Almost perfect

Table A.3: Agreement interpretation of K-values (Landis and Koch, 1977).
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K-values can range from -1 (perfect disagreement) to +1 €pedgreement); a
value of O corresponds to chance agreement. Although tlienemagreed standards,
the scale suggested by Landis and Koch (1977) which is showahle A.3 is often
used for interpreting-values.

A.3 Parsing Evaluation Metrics

The English inclusion classifier is also evaluated extcaly in a series of parsing

experiments with a statistical and a rule-based parsergteh®). The performance
of the different statistical parsing models, described hagter 5.3, are evaluated in
terms of a series of metrics including labelled precisiecatl and F-score, unlabelled
dependency accuracy, and bracketing scores. They aramegbia detail below. The

output of the rule-based parser, used in the experimentsisied in Chapter 5.4, is
merely evaluated in terms of coverage and average numberrivbtions per sentence.

A.3.1 Labelled Precision, Recall and F-score

Labelled precision, recall and F-score are calculated énsdime way as in described
in Chapter A.1 but on labelled brackets instead of langudgatification tags. This
means that:

e Labelled precision represents the ratio of the number afectly labelled con-
stituents in the parse tree and all constituents in the fdaege A constituent
counts as correct if it spans the same words and has the saeleaka con-
stituent in the gold tree.

e Labelled recall is the ratio of the number of correctly ldbdlconstituents in the
parse tree and all constituents in the gold tree.

e F-score is the harmonic mean of precision and recall.

A.3.2 Dependency Accuracy

Dependency-based evaluation of parsing output was firstdated by Lin (1995) who
pointed out that the values of the previously describeduatadn metrics can consid-
erably deteriorate in case of a single attachment errorriat not be that dramatic
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from a linguistic point of view. This is the motivation beldinnlabelled dependency
accuracy (Dep), the evaluation metric proposed by Lin (1995), whistbhased on
comparing dependency tuples in parse and gold trees inefdallelled constituents
and phrase boundaries. A sentence is represented in terdepiendency tree where
each word (apart from the head word of the sentence) is thefimo@d — D) of an-
other word (its head, dd) based on a grammatical relationship. Therefore, each full
parsed sentence and its gold standard tree are made Np-df dependency tuples,
whereN is the number of words in the sentence. Dependency accusamaidulated
based on the number of dependents in the sentence that myeeasthe same head as
in the gold standardH(M — D)correct) as:

H (M - D)correct
N-—-1

Dep= (A.11)

It is unlabelled, as the type of relation between the moddid its head is not
considered during evaluation. In order to perform depengdrased evaluation, the
constituency trees that are output by the statistical pamssst be converted into de-
pendency trees. The conversion algorithm for this procedsidescribed in detail in
Lin (1995).

A.3.3 Bracketing Scores

Parsing performance is also evaluated in terne/efage crossing bracket$AvgCB),
zero crossing bracketq0CB) andtwo or less crossing bracket<2CB). AvgCB is
the average number of constituents in a parse tree that ttressonstituent bound-
aries of the gold tree, e.gVif W) W) versus Vi (Wo W5)). OCB is the percentage
of sentences for which constituents are non-crossing<eé?@B is the proportion of
sentences whose constituents cross twice or less with tidke gold parse tree.

A.4 Statistical Tests

When comparing the performance of the English inclusiossifeer to that of another
system, or to the baselinBearson’s chi-square(x?) test is used for determining sta-
tistical significance/insignificance in the difference.
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a b a+b
C d c+d
a+c b+d a+b+c+d=N

Table A.4: Contingency table of baseline and classifier in terms of their correct and

incorrect labels.

A.4.1 Chi-Square Test

Pearson’x? test, a non-parametric test, is used to determine if themiffce in accu-
racy of the English inclusion classifier and the baselinetlfat of another classifier)
is statistically significant, the alternative hypothesis)( The hypothesis that there is
no significant difference in performance is called the nypdthesis p). If the null
hypothesis is rejected, then the difference in performascegarded as significant,
otherwise it is insignificant.

X2 is calculated based on the observed freque@ydnd the expected frequency
(E) as follows:

X2 = .;T. (A.12)

O; andE; are determined using the variables in the 2x2 contingenu tavhich
refer to the number of correct and incorrect labels of theslias and a classifier for
example (see Table A.4):
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O1—a Ej— (a+b)la\ﬁl(a+c)

Op=b, E;= (a+b)x(b+d)

N

o N

Os=d, Eq= (c+d)x(b+d)

N

Whether or not the value ¢ exceeds a critical value for a preselected significance

E3 _ (c+d)x(atc)

and

and

and

and

(O1—E;)? (%%)2

Ei ~  @brag
N

(O1—E1)? (b—wy
Es = (@a+b)x(b+d)
TN

(01-Ey)? (C—%)z
=) = (c+d)’z(a+c)

(01*E1)2 - (d,(c+d);\*l(b+d))2

=

(c+d)«(b+d)
N
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level (o) determines if the null hypothesis is rejected. This degemdthe contingency

table’sdegrees of freedom(d f) which amounts to 1 for a 2x2 matrix. The criticed

values and corresponding significance leweter d f = 1 are listed in Table A.5. In the

experiments described in this thesis, the null hypothesisjected, and a difference
regarded as significant, ¥? is greater than 3.84. This is the critical value which

corresponds to the conventionally accepted significanesl [f 0.05 (5%). Ifx? is

greater than 3.84, then its associated probability vap)ethe estimated probability

of rejecting HO when that hypothesis is in fact true, is lowena. In this case, the

alternative hypothesis is accepted. When reporting theteesf eachy? test, bothd f

andp value# are presented.

0.10

0.05

0.025

0.01

0.001

0.20
1.64

2.71

3.84

5.02

6.64

10.83

Table A.5: Critical x2 values and associated significance levels a for d f = 1.

Note that the lower casg stands forp value whereas the upper ca®stands for precision.



Appendix B

Guidelines for Annotation of English

Inclusions

B.1 Introduction

B.1.1 Ph.D. Project

The work for this Ph.D. project commenced in October 2003ianmhrt of the SEER
project funded by the Edinburgh-Stanford Link. The ovegaih of this work is to
analyse the use of English inclusions in other languages|adje a classifier that can
detect such inclusions in text automatically and apply thipat of the recogniser to
improve natural language processing (NLP) applications.

A substantial part of this work involves data annotationnétated data is required
in order to evaluate the automatic English inclusion cfassiMoreover, double anno-
tation is also vital for determining how feasible it is forrans to recognise English
inclusions. The inter-annotator agreement which is catedl for the double annotated
data serves as an upper baseline to compare the systemtagains

B.1.2 Annotation Guidelines

The annotation guidelines presented in this document idbesttre instructions and for
marking up English inclusions in German text to the annogato

185
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| Domain | Amount of data (in tokens| % of double annotated daja

Internet 32,138 100%
Space 32,237 100%
EU 32,324 100%
Total 96,699 100%

Table B.1: Amount of annotated German text per domain in tokens.

B.1.3 Annotated Data

The German data that was annotated is made up of a randorti@elgioonline news-

paper articles published by Frankfurter Allgemeine Zeajf(RAZ) between 2003 and
2005. The articles stem from three distinct domains, nanmrnet and telecoms,
space travel and European Union related subjects. Tabssltlie number of tokens
annotated for each domain and for all three domains in tetalell as the portion of
data that was randomly selected for double annotation. atterIwill be used to de-
termine inter-annotator agreement and therefore inditetdeasibility of the task of
recognising English inclusions.

B.2 Annotation Instructions

B.2.1 General Instructions

The annotated data is used to evaluate a classifier desigreaddmatically identify
full-word English inclusions in other languages. Therefdhis language mixing in-
formation must be recorded by the annotation.

The human annotated data serves as a gold standard to eviddaaiutput of the
system performance. Therefore, it is crucial that the aaioos’ mark-up is consis-
tent. The second purpose of this annotation, specificalydituble annotation, is to
determine the realistic feasibility of recognising Enblisclusions. This means that
the human performance, measured in terms of inter-annmagteement between two
individuals, presents an upper bound for the system. As @atrigss of particular
importance for the annotators to adhere strictly to the glines.

This also means that annotators are asked not to annotaise wasch they con-
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sider appropriate for annotation but which are not specliethe guidelines. In such
cases and should the annotator disagree with a given gugdeievertheless follow
the guidelines strictly and note down any comments, sugwesbr criticisms for a
specific annotation or in general for later discussion.

Annotators should perform their work independently for pugpose of measuring
the real difficulty of the task. External resources like aintries or the web can be
consulted. But in the case of further uncertainty about &ifipeannotation, please,
take a note but follow the guidelines and work independeuntiyl the annotation pro-
cess is complete. There will be opportunity to discuss difficases and reconcile
differences after the inter-annotator agreement is deterthn

B.2.2 Specific Instructions

Annotation should be done on the token level. The followiyyes of English inclu-
sions must be annotated: English expressions, quotes, tithkmes of organisations,
companies, slogans, brand names, events, products etellaaswenglish abbrevia-
tions. In the following, an example is given for each catggor

B.2.2.1 English Expressions

The annotators are required to mark up full-word Englishregpions of all grammat-
ical categories. Annotators are also required to mark ugi&mgvord forms that are
part of mixed lingual hyphenated compounds as presentegdample 1. The English
nouns Internet and Boom which form part of the hyphenatedpmamd as well as the
term E-Recruiting should be annotated.

E-Recruiting ist ein Schlagwort imnternet-Boom-Zeitalter.

1)

English unhyphenated compounds should also be annotadégdrts are of English
origin as illustrated in Example 2.
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Der Schnappchenjager heisst neuerdiBggrtshopper.

(2)

B.2.2.2 English Quotes

English quotes and sayings must be annotated. See examasglow.

Think global, was ist los in der Welt?
...God save the Queen
...dass mit der Polizei immer nochdw and Order”-Vorstellungen

verbunden werden, die auch in der rechten Szene vorhegrscht

(3)

B.2.2.3 English Titles and Names

English titles, names of organisations, companies, skgammand names, events and
products etc. must be annotated. Titles include titles akipnewspapers and films
etc. but also titles of persons (see Example 4). Names ia@duagl English names given
to organisations and other structures but also to thingsgdioducts, satellites, events,
services, slogans etc. This list is not limited as more ancerkmglish names are oc-
curring for a variety of things. Note, howevéinglish geographic place namesare
only to be annotated if they have a generally preferred edent in German. Further-
more,English person and English-like namesrenot to be annotated.

“Und dann erhob sich ein goldenes Wunder am Horizont” , gthri
Rudyard Kipling vor gut hundert Jahren (1889) in seinkatters from
the East' ...

Der britische Rocksanger und Gitarrist von Prinz Charle®s ZOfficer of
the Order of the British Empire ” ernannt worden.

Prominentes Beispiel hierfir ist die Gesellschalympic Catering.

(4)
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B.2.2.4 Abbreviations

All abbreviations that expand to English definitions mustbeotated if they appear
together with their definition as in Example 5 or on their own.

Zeitgleich mit dem Wirtschaftsgipfel der sieben fuhrende
Industrienationen hat am Montag in Minchen auch der Gagé&ig The

other economic summit (TOES) begonnen.

(5)

B.2.2.5 Pseudo-Anglicisms

Although linguists disagree on whether pseudo-anglicisamsbe classed as borrow-
ings, it is clear that such instances would not exist in tloeikeng language had they
not been derived from the lexical item in the donor langualjeerefore, they should

be annotated.

Beamer, Handy, Oldtimer

(6)

B.2.2.6 Exclusions

Do not annotated English morphemes occurring as part of URLS, arlixgual unhy-
phenated compounds, with German inflections, or Englishgerson and geographic
place names. Annotators are also requested not to annogatéranslations and loan
words stemming from languages other than English.

URLs
URLs should not be annotated (see Example 6). English coynmmes which appear
within a URL are not to be annotated, unlike when they appedheir own.
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www.ebay.de

www.stepstone.de

(7)

Mixed-lingual Unhyphenated Compounds
Mixed-lingual unhyphenated compounds should not be atem{gee Example 7).

...einen Shuttleflug ins ungewisse.

(8)

English Morphemes with German Inflections
English morphemes with German inflections, as illustrateBxample 8, should not
be annotated. If the inclusion occurs without the inflectiwhould be annotated.

...die direkt mit den Receivern verbunden werden.

(9)

Geographic Place and Person Names

Geographic place names and person names should not be tedn@iee Example 9).
Note: Geographic place names are only to be annotated if@eiman equivalent is
generally preferred in usage.

...den Reisefuhrer von New York.

Nach sechs Jahren George Bush ist es Zeit, ...

(10)

Loan Translations
New expressions that have entered German but that areyctiEaied by translating
an expression from English (or other languages) should @ainmotated.
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Sinn machen (English origin: make sense)

Mausklick (English origin: mouse click

(11)

Loan Words from other Languages

Loan words stemming from languages other than English shoat be annotated.
Although relatively rare, French, Italian, Japanese,rLatid other types of loan words
do occur in German language.

...ist der unangefochtene Grol3meister des Sudoku.

Wenn die Pizza keine Pizza ist.

(12)
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TIGER Tags and Labels

C.1 Part of Speech Tag Set in TIGER

The basis for the tag set used in the TIGER annotation is theSS@g set (Schiller
et al, 1995). Some minor changes to this tag set are described [t §&003).

ADJA adjective, attributive

ADJD adjective, adverbial or predicative

ADV adverb

APPR preposition; circumposition left
APPRART preposition with article

APPO postposition

APZR circumposition right

ART definite or indefinite article

CARD cardinal number

FM foreign language material

ITJ interjection

KOUI subordinate conjunction withuand infinitive
KOUS subordinate conjunction with sentence
KON coordinate conjunction

KOKOM comparative conjunction

NN common noun

NE proper noun
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PDS substituting demonstrative pronoun
PDAT attributive demonstrative pronoun
PIS substituting indefinite pronoun
PIAT attributive indefinite pronoun with/without determiner
PPER non-reflexive personal pronoun
PPOSS substituting possessive pronoun
PPOSAT attributive possessive pronoun
PRELS substituting relative pronoun
PRELAT attributive relative pronoun

PRF reflexive personal pronoun

PWS substituting interrogative pronoun
PWAT attribute interrogative pronoun
PWAV adverbial interrogative or relative pronoun
PROAV pronominal adverb

PTKZU zubefore infinitive

PTKNEG negative particle

PTKVZ separable verbal particle

PTKANT answer particle

PTKA particle with adjective or adverb
SGML SGML markup

SPELL letter sequence

TRUNC word remnant

VVFIN finite verb, full

VWIMP imperative, full

VVINF infinitive, full

WiIizU infinitive with zu, full

VVPP perfect participle, full

VAFIN finite verb, auxiliary

VAIMP imperative, auxiliary

VAINF infinitive, auxiliary

VAPP perfect participle, auxiliary

VMFIN finite verb, modal

VMINF infinite verb, modal
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VMPP perfect participle, modal

XY non-word containing non-letter

$, comma

$. sentence-final punctuation mark

$( other sentence-internal punctuation mark

C.2 Phrase Category (Node) Labels in TIGER

AA superlative phrase withm

AP adjective phrase

AVP adverbial phrase

CAC coordinated adposition

CAP coordinated adjective phrase
CAVP coordinated adverbial phrase
CCP coordinated complementiser
CH chunk

CNP coordinated noun phrase

CO coordination

CPP coordinated adpositional phrase
CS coordinated sentence

CVP coordinated verb phrase (non-finite)
Cvz coordinated infinitive witlzu
DL discourse level constituent
ISU idiosyncratic unit

MTA multi-token adjective

NM multi-token number

NP noun phrase

PN proper noun

PP adpositional phrase

QL quasi-language

S sentence

VP verb phrase (non-finite)

VZ infinitive with zu
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C.3 Grammatical Function (Edge) Labels in TIGER

AC adpositional case marker
ADC adjective component

AG genitive attribute

AMS measure argument of adjective
APP apposition

AVC adverbial phrase component
CcC comparative complement
CD coordinating conjunction

CJ conjunct

CM comparative conjunction

CP complementiser

CvC collocational verb construction
DA dative

DH discourse-level head

DM discourse marker

EP expletivees

HD head

JU junctor

MNR postnominal modifier

MO modifier

NG negation

NK noun kernel element

NMC numerical component

OA accusative object

OA second accusative object
oC clausal object

oG genitive object

OoP prepositional object

PAR parenthetical element
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PD
PG
PH
PM
PNC
RC
RE
RS
SB

predicate

phrasal genitive
placeholder
morphological particle
proper noun component
relative clause

repeated element
reported speech
subject
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