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Suppose that we run belief propagation on the HMM in Figure 1, with the following schedule: First all of
the observed nodes send a message,, (s;) to their parent:

Mo, (st) = p(otst), Q)

and then we send messages_ +(j) forward, starting withsy, and finally we send messages ;1 (i)
backward, starting witk. These messages are depicted in Figure 1, and given by:

mi14(3) = Y (st = jlsi1 = i)my—o41(i)mo, , (i) 2

7

mi1,(1) = ZP(StH = jlst = i)mug2,41(5) Mo, (4), (3)
J

where the summations ovéand; are over the possible labels of the HMM.

The purpose of this note is simply to say: forward-backward is equivalent to belief propagation using this
schedule, because in Figure 1 eacis the product of the red messages ahid the blue message.
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Figure 1. A sample HMM, marked with the messages sent by belief propagation. The forward-backward
value foray is the product of the red messages, @pis the blue message.
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This can be proven by induction. Foe= 0, we allow by conventiom:_; o(j) = p(so = j), so that

ao(j) = p(so = j)p(oolso = j) = ms_, (S0)Mo () (4)

Fort > 0, assumey;_1 (i) = my—1+(i)m,,_, (¢) for all i. Then

au(j) = plodlst = j) Y _p(se = jlsi-1 = i)ai-a (i) (5)
= M, (J) ZP(St = jlst—1 = i)me—1.4(i) (6)
= Mo, (§)mi—14(7), (7)

which completes the proof.

Similarly, it can be shown by induction that(i) = m;1+(i). We assume that7-1; 7 is uniformly 1, so
that for all:

Br(i) = plor|sT = i) = Moy (i) mri1,7(). (8)

Inductively, assume thétt;, 1 (i) = ms42441(¢). Then

Bi(i) = p(serr = dlsi = D)plorlsisr = 7B (4) ©)
J

= p(str = jlse = i)mo,yy ()misai1 () (10)
J

= Mmi41,(4), (11)

which completes the proof.



