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1 Computational Counting

The study of computational counting was initiated by Leslie Valiant in the late 70s.
In the seminal papers [32, 33], he defined the computational complexity class #P,
the counting counterpart of NP, and showed that the counting version of tractable
decision problems can be #P-complete. One such example is counting perfect
matchings (#PM). These work revealed some fundamental differences between
counting problems and decision problems and stimulated a lot of research in the
directions of both structural complexity theory and algorithmic design. One of
the crowning results in the first direction is Toda’s theorem [31], stating that #P
contains the whole polynomial hierarchy, and in the second direction we have
witnessed the success of Markov chain Monte Carlo algorithms [24, 23].

A typical counting problem is #Sar, which asks the number of satisfying as-
signments of a given CNF formula. An equivalent way to recast this problem is
to give each assignment weight 1 if it satisfies the formula, or O otherwise. Then
the goal is to compute the sum of all weights. Moreover, this weight can be de-
composed into a product of weights of all clauses. Thus we are interested in a
sum-of-product quantity (e.g. see Eq. (1) in Section 2), which is usually called the
partition function.

In fact, the partition function has received immense attention by statistical
physicists long before computer scientists. It is a central quantity from which one
can deduce various properties of a field or a system. For example, the famous Lee-
Yang theorem [27] showed the lack of phase transitions by studying the (complex)
zeroes of the partition function. A goal of particular interest is to give explicit
formulas of partition functions for various models [22, 28, 30, 25, 26, 1]. When
such a formula is found, the model is called “exactly solved”.

In computational complexity terms, exactly solvable models are tractable in
the sense that we have polynomial-time algorithms to compute the partition func-
tions. A classical gem is the Fisher-Kasteleyn-Temperley (FKT) algorithm, which
counts perfect matchings over planar graphs in polynomial time [30, 25, 26].
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Valiant introduced matchgates [35, 34] and holographic reductions to extend the
reach of the FKT algorithm [36, 37]. These reductions differ from classical ones
by introducing quantum-like superpositions. This novel technique yields polyno-
mial time algorithms for a number of problems for which only exponential-time
algorithms were previously known.

One natural question arises: what is the true power of the holographic algo-
rithm? In particular, can we solve #P-hard problems by holographic algorithms?
Since holographic algorithms can solve quite a few seemingly hard problems, it is
difficult to rule out this possibility before giving them a systematic study. Holant
problems were proposed as a natural framework to answer this question [13, 14].
The key feature of Holant problems is that they include problems like #PM which
is central to the study of holographic algorithms but difficult to express in the
traditional counting constraint satisfaction problems (#CSP) framework.'

Without settling P vs #P, we hope to answer this question by achieving com-
putational complexity classifications. In other words, we want to map out the
landscape of counting problems in terms of their intrinsic complexity and then
understand the holographic algorithm by looking at its “territory”. In [20], classi-
fications are obtained for #CSP problems as well as under the Holant framework.

A preponderance of evidence suggests the following putative classification of
all counting problems defined by local constraints into exactly three categories:

(1) those that are P-time solvable over general graphs;

(2) those that are P-time solvable over planar graphs but #P-hard over general
graphs;

(3) those that remain #P-hard over planar graphs.

Moreover, category (2) usually consists of precisely those problems solvable by
holographic algorithms. It has been unfailing in the classification of Tutte polyno-
mials [39], of spin systems [9], and of #CSP [12, 21]. However, this turns out to
be false for Holant problems [5], though only in a technical sense. An additional
planar tractable case was found in [5], but holographic algorithms remain the most
important (albeit not the only) subroutine to solve this case.

In the following we will survey several classification theorems reported in
[20]. In Section 2 we review necessary definitions and notations. In Section 3
we give the theorems. At last, we give some interesting examples of holographic
transformations in Section 4.

'Tt is provably impossible to express #PM in certain “vertex”” models. See [19].



2 Holant Problems

A signature grid Q = (G, ¥, n) is a tuple, where G = (V, E) is a graph, ¥ is a set
of functions, and 7 is a mapping from the vertex set V to #. A Boolean function
f € F with arity k is a mapping {0, 1} — C, and the mapping r satisfies that the
arity of m(v) (which is a function f € ¥) is the same as the degree of v for any
v € V. Here we may consider any function with the range of a ring rather than
just C, but we choose C in this survey for clarity. Let f, := m(v) be the function
on v. An assignment o of edges is a mapping E — {0, 1}.> The weight of o is the
evaluation [,y f,(0 |gw)), where E(v) denotes the set of incident edges of v. The
(counting version of) Holant problem on the instance € is to compute the sum of
weights of all assignments; namely,

Holantg = ) | [ (@ lew). (1)

o veV

We also write Holant(Q2; ) when we want to emphasize the function set 7.

The term Holant was first coined by Valiant in [37] to denote an exponential
sum of the above form. Cai, Xia and Lu first formally introduced this framework
of counting problems in [10, 11]. We can view each function f, as a truth table,
and then we can represent it by a vector in C2”, or a tensor in (C2)2“"”. The vector
or the tensor is called the signature of a function. When we say “function”, we
put a slight emphasis on that it is a mapping. When we say “signature”, we put a
slight emphasis on that it is ready to go through linear transformations. However
most of the time in this article, we use the two terms “function” and “signature”
interchangeably without special attention.

A Holant problem is parameterized by a set of functions.

Definition 2.1. Let F be a set of functions. Define a counting problem Holant(¥):
Input: A signature grid Q = (G, F, n);
Output: Holantg,.

We will use Pl-Holant(#) to denote the problem where the input graph is
planar.

The main goal here is to characterize what kind of function set ¥ makes the
problem Holant(¥) tractable (or hard).

We use the following notations to denote some special functions. Let =; de-
note the equality function of arity k. Let ExacTONE; denote the function that is
one if the input has Hamming weight 1 and zero otherwise. Let EO be the set

%In general we may consider non-Boolean functions E — [g] for a positive integer ¢ > 2. For
simplicity in this article we focus on the Boolean case.



of ExactONE; functions for all integers k. Then Holant(EQ) is the same as the
problem of counting perfect matchings.

A function is symmetric iff its function value is preserved under any permuta-
tion of its inputs. A symmetric function f on Boolean variables can be expressed
by a compact signature [ fo, fi, - .., fi], where f; is the value of f on inputs of Ham-
ming weight i. For the Boolean domain [2] = {0, 1}, =, function has the signature
[1,0,...,0,1] with k + 1 entries, and ExacTONE; has signature [0, 1,0,...,0] of
k + 1 entries.

Multiplying a signature f € ¥ by a scaler ¢ # 0 only changes Holantg by an
easy to compute factor. Thus it does not change the complexity of Holant(¥). So
we always view f and cf as the same signature. In other words, we consider the
projective space of vectors or tensors.

We use Holant (¥ | G) to denote the Holant problem over signature grids with
a bipartite graph H = (U, V, E), where each vertex in U or V is assigned a signature
in ¥ or G, respectively. Signatures in ¥ are considered as row vectors (or covari-
ant tensors); signatures in G are considered as column vectors (or contravariant
tensors) (see, for example [16]). Let Pl-Holant (¥ | G) denote the Holant problem
over signature grids with a planar bipartite graph.

2.1 Holographic Reductions

One key technique in the study of Holant problems is holographic reductions.
To introduce the idea, it is convenient to consider bipartite graphs. For a gen-
eral graph, we can always transform it into a bipartite graph while preserving the
Holant value as follows. For each edge in the graph, we replace it by a path of
length two. (This operation is called the 2-stretch of the graph and yields the
edge-vertex incidence graph.) Each new vertex is assigned the binary EqQuaLity
signature (=;) = [1,0,1]. Recall that Holant (¥ | G) denotes the Holant prob-
lem over signature grids with a bipartite graph H = (U, V, E), where each vertex
in U or V is assigned a signature in ¥ or G, respectively. Hence we have that
Holant(#) =7 Holant (=;| ¥).

For a 2-by-2 matrix T and a signature set ¥, define T¥ = {g | Af € ¥ of arity
n, g = T*'f}, and similarly for # 7. Whenever we write T®"f or TF, we view
the signatures as column vectors; similarly for fT®" or # T as row vectors.

Let T be an invertible 2-by-2 matrix. The holographic transformation de-
fined by T is the following operation: given a signature grid Q = (H,x) of
Holant (¥ | G), for the same bipartite graph H, we get a new grid Q' = (H, ") of
Holant (7—' T | T‘lg) by replacing each signature in ¥ or G with the corresponding
signature in ¥ T or T™'G.



Theorem 2.2 (Valiant’s Holant Theorem [37]). If T € C>* is an invertible matrix,
then we have Holanto(F | G) = Holanto (FT | T~'G).

Therefore, an invertible holographic transformation does not change the com-
plexity of the Holant problem in the bipartite setting. By Theorem 2.2, we have
that

Holant(F) = Holant ([1,0, 1]7%* | T™'F)
where T € GL,(C) is nonsingular. This leads to the notion of & -transformable.

Definition 2.3. Let F and € be two sets of signatures. Say F is € -transformable
if there exists a T € GL,(C) such that [1,0,11T%* € € and ¥ C T6.

The following lemma is immediate.
Lemma 2.4. If ¥ is € -transformable, then we have the following reductions.
Holant(#) <7 Holant(%); Pl-Holant(¥) <7 Pl-Holant(%).

A consequence of the lemma above is that, if Holant(%") (or Pl1-Holant(%")) is
tractable, then Holant(#) (or PI-Holant(¥)) is tractable for any % -transformable
set 7.

2.2 Counting Constraint Satisfaction Problems

An instance of counting constraint satisfaction problems (#CSP(¥)) has the fol-
lowing bipartite view. We have a set of vertices standing for variables and another
set for functions (or constraints). Connect a variable vertex to a constraint vertex
if the variable appears in the constraint. This bipartite graph is also known as the
constraint graph. Moreover, each variable can be viewed as an EQuaLiTy function,
as it forces the same value for all adjacent edges. Under this view, we see that

#CSP(F) =r Holant (EQ | F),

where EQ = {=, =», =3, ...} is the set of EquaLity functions of all arities.
The relationship between #CSP and Holant problems is the following:

#CSP(¥) =r Holant(EQ U ¥);
PI-#CSP(¥) = Pl-Holant(EQ U F). (2)

Reductions from left to right are trivial. For the other direction, we take a signature
grid Q for the problem on the right and create a bipartite signature grid Q' for the
problem on the left such that both signature grids have the same Holant value. We
simply create the equivalent bipartite grid Q" of Q by replace each edge with a
path of length 2 with =, in the middle point, as described earlier. Then we contract
all EQuaLiTy signatures that are connected with each other, resulting in 0" where
EquaLiTy signatures are on one side and signatures from ¥ on the other.



3 Dichotomy Theorems

In this section we survey several classification theorems. We will discuss #CSP
first and then turn our attention to Holant problems. We will restrict our attention
mostly to symmetric functions throughout this section.

3.1 Counting Constraint Satisfaction Problems

The first classification theorem for #CSP is the dichotomy by Creignou and Her-
mann [8], which is for unweighted Boolean functions. This dichotomy has been
later generalized for real weights [2], and complex weights [15]. Moreover, even
beyond the Boolean domain, the complexity of #CSP have been successfully clas-
sified. A complete dichotomy theorem for complex weighted functions with any
constant domain was obtained after a series of research [3, 17, 4]. However, in the
following we will only look at the more relevant Boolean case.

There are two basic tractable cases for complex Boolean #CSP. The first kind
is called “product-type”. A function is of the product-type if it can be decomposed
into a product of unary functions, weighted equality functions, and weighted bi-
nary disequalities. The algorithm for this case is simple. We just pick an initial
assignment and then propagate. The structure of this problem dictates that there
are at most 2 assignments with non-zero weights for each component.

The other tractable case is called “affine-type”. It is a generalization of the
fact that we can count the number of solutions to a linear system by computing
the rank of the system. (Notice that a linear system can be characterized by parity
functions.) However, it is non-trivial to generalize this simple fact to complex
functions. When we are dealing with complex weights, there are more potential
cancellations that are beneficial to improve the efficiency. For the complete detail,
see [15].

The sweeping power of dichotomy theorems is that we know the above two
cases are the only tractable cases. Any other problem in this framework is #P-
hard.

To understand the power of holographic algorithms, we want to consider #CSP
defined on planar graphs. The first result on this direction is by Cai, Lu, and Xia
[12], and it is later generalized to complex Boolean symmetric functions [21].

The new tractable cases in planar graphs are solved exactly by holographic
algorithms. There are two main ingredients in Valiant’s holographic algorithm
[37]. The overall strategy is to reduce to the FKT algorithm, which counts per-
fect matchings in planar graphs. The first ingredient is what functions can be
expressed by perfect matchings. These functions are named matchgates. (For a
complete theory of matchgates, see [6].) The second ingredient is holographic
transformations, which we have explained in Section 2.1. The crucial observation



for #CSP is that, the only transformation that we need to consider is the Hadamard
matrix, [ 1 ].
An informal summary of the main theorem in [21] is the following.

Theorem 3.1 (informal). Let F be any set of symmetric, complex-valued functions
in Boolean variables. Then PI-#CSP(F) is #P-hard unless

1. F is of product-type;
2. F is of affine-type;
3. F belongs to matchgates under [} | .

In all exceptional cases P1-#CSP(F) is computable in polynomial time.

3.2 Holant Problems

Because of the reduction in (2), if #CSP(¥) is tractable, then Holant(¥) is as well,
since the Holant problem is tractable even for the larger set of functions EQ U ¥ .
Thus we see immediately that any tractable cases in Theorem 3.1 translates to
tractable cases for Holant problems as well. However, the key feature of Holant
problem is the availability of holographic transformations. Indeed, Lemma 2.4
indicates that the “transformable” set of any tractable function set is also tractable.

This is not the only difference between Holant problems and #CSP. The struc-
ture of Holant problems allows more cancellation and more potential algorithms.
It is indeed the case for Boolean functions, by the discovery of “vanishing” func-
tions [7]. Vanishing functions are constraints, that when applied to any signature
grid, produce a zero Holant value. We can not introduce the whole theory here.
Instead, we will illustrate the idea by going through examples.

A simple example of vanishing functions is a tensor product of the unary func-
tion (1), i.e., a constraint function of the form (1 i )®* on k variables. The function
value is ' if 0 < t < k many of the inputs are 1. This function on a vertex (of de-
gree k) can be replaced by k copies of the unary function (1 i) on k new vertices,
each connected to an incident edge. Whenever two copies of (1) meet in the
evaluation of Holantg in (1), they annihilate each other since they give the value
(1i)-(1i)=0.

Now consider a function f which is a sum of tensor products of unary func-
tions, where in each product there are more than half (1:)’s. We view f as in a
“superposition” of these tensor products. In a grid composed by f, we may first
assign one of the tensor products to each vertex, then evaluate the whole grid.
There are exponentially many ways to assign the products, but if we sum over all
possible assignments, the Holant value is recovered. On the other hand, in each of
these exponentially many terms, there are more than half (1 )’s and at least two of



them meet. It results in making the whole evaluation 0. This argument is valid for
any assignment. In summary, we managed to rewrite the Holant sum into a sum
of exponentially many terms, each of which is 0. Hence this function is vanishing.
In general, it is shown that all vanishing functions are generalizations of the kind
we described here [7].

These ghostly vanishing functions are like the elusive dark matter. They do
not actually contribute any value to the Holant sum. However in order to give
a complete dichotomy for Holant problems, it turns out to be essential that we
capture these vanishing functions. There is another similarity with dark matter.
Their contribution to the Holant sum is not directly observed. Yet in terms of the
dimension of the algebraic variety they constitute, they make up the vast majority
of the tractable symmetric functions. Furthermore, when combined with others,
they provide a large substrate to produce non-vanishing and tractable function
sets.

Similarly to vanishing functions, there is an extra tractable case when we move
from planar #CSP to planar Holant problems. The complete description is quite
technical and may require several pages. We just briefly explain the idea here.
The main cause for the tractability is the structure of planar graphs. We perform
some “global” operation to find edges that have to be fixed to 0 or 1. Such edges
must exist due to planarity, unless the instance has already fall into one of the
known tractable cases. Thus, the strategy is to do this “fixing” move until it is
solvable by known algorithms. This is a strange case in that it escapes the usual
formulation of holographic algorithms, yet holographic algorithms are the main
non-trivial ingredient once the “fixing” is done.

Informally, the main theorems of [7, 5] can be summarized as follows.

Theorem 3.2 (informal). Let F be any set of symmetric, complex-valued functions
in Boolean variables. Then Pl-Holant(F) is #P-hard unless

. F is transformable to product-type functions,

. F is transformable to affine-type functions;

1
2
3. F is tractable due to vanishing functions;
4. F is transformable to matchgates;

5

. F belongs to the extra planar tractable case.

In all exceptional cases Pl-Holant(F) is computable in polynomial time. If
belongs to cases 1,2,3, then Holant(¥) is tractable, and otherwise Holant(¥) is
#P-hard.



4 Holographic Transformations

Holographic transformations are the central technique to obtain Theorem 3.1 and
Theorem 3.2. In this last section, let us see some holographic transformations in
action.

4.1 Ising model and the “subgraphs’ world

We first review a classical equivalence between the Ising model and even sub-
graphs. It was observed as early as in [38] and has been rediscovered several times.
In the seminal approximation algorithm for the Ising model [24], this equivalence
played a central role. We show that it can be easily obtained using the “modern”
language of holographic transformations.

The partition function of a ferromagnetic Ising model on a graph G = (V, E)
with parameter S is defined as

ZiingB) = D B".

oel0,1}V

where o € {0, 1}V is an assignment of vertices and m(c) is the number of mono-
chromatic edges (either (0,0) or (1,1)) under o. On the other hand, a subgraph
S C E is called even if every vertex in the induced subgraph (V,S) has an even
degree. Denote by €,,., the state space of all such even subgraphs of G. Define
the partition function with parameter p:

Zeven(p) = Z plS|(1 — p)|E\S|.

SEQK"?YI
We will show that
1 1
Zisin = 2|Vl lElZeven =(1-=]] 3
15ing(B) B > B 3)
Let IsinG be a binary function so that
B if x; = xp;

1 otherwise.

IsiNG(xq, x3) = {

Using our notation, IsiNG is [B,1,8]. Then we may express Z,, as EQuALITY
functions on vertices and the IsiNG function on edges; namely, Holant(EQ | ISING).

The even subgraph constraint can be formulated as choosing a subset of edges
subject to the following Even constraint on vertices (of degree d):

1 if @, x=0;

Eveng(xy,---, x4) := )
! 0 otherwise.



Choosing edges can be interpreted as binary EquaLity functions [1,0, 1] on edges
(cf. Section 2.2). Moreover, the parameter p makes these functions weighted.
Define WEQ as the binary weighted Equality function [1 — p, 0, p]. Then Zg,,, is
just Holant (EVEN;, EVENy, - - - | WEQ). To recover (3), set p = %(1 - é)

To see the equivalence (3), do a holographic transformation by H =[] !, |:
Holant (EQ | Ising) = Holant (8QH | (H_1)®2ISING).
Now we just need to verify
(=) H® = 2EveN,;
(H H®Isive = BWEQ.
The first line can be verified as
(=)H® = ([1,01* + [0, 11%) [} 1, *
= [1,11% + 1, -11%
=12,0,2,0,...] = 2EvEN,.

Noticing that H! = % [1 1], the second line can be verified as

1 1 1 1\(B 28 +2
1 -1 1 —1||1] _1] o
1

1 =1 =1{{1] 4] o
1 -1 -1 1 28-2

ls(g) o)

=pl1 - p,0, p] = BWEQ.

1
(H H®IsinG = 1

4.2 Shearer’s Condition

Lovész local lemma [18] is an important tool in combinatorics. Shearer [29] gave
the optimal condition for the Lovasz local lemma on a fixed dependency graph
G = (V,E). Verifying Shearer’s condition is a non-trivial task and usually boils
down to deciding whether the independence polynomial is positive for G, where
each vertex has a negative weight. Let p = (p,),cy be the set of weights. Let I be
the collection of independent sets of G. Define the following quantity:

)= > -D"[ | p.-
Iel vel

We are interested in whether g(p) is positive or not.



Here we discuss a particular example such that p, = 274 where d, is the degree
of vertex v.> We will see that g(p) > 0 if and only if G is a tree. Holographic
transformations will play a central role in the proof below.

We first claim that g(p) is equivalent to

Holant([1,1/2,0] | [1,0,...,0,-1]).

In this bipartite view, variables are half-edges of the graph. If v is chosen in the
independent set, then all of its adjacent half-edges are assigned 1. Since we are
taking an independent sets, we cannot take both endpoints simultaneously. This
is why the edge function forbids (1,1). The weight of 27% can be viewed as
distributed to edges adjacent to v, where each edge gets 1/2. If a vertex is chosen,
it also contributes an extra —1 factor to g(p). Hence the EquaLiTy function on the
right hand side is weighted.

Let H = H' = \/ii [1 1] be the Hadamard matrix. Then we can do the
holographic transformation by H.

Holant ([1, 1/2,0] | [1,0,...,0,-1])
= Holant ([1,1/2,01(H™")®* | H**[1,0,...,0,~1])
= Holant ([1,1/2,0(H™")®* | H**[1,0,...,0,~1])
= Holant ([1,1/2,0] | 2'~*/2Opp,, ).

where Opp,, denotes the function of arity d, that is satisfied only if an odd number
of input variables is 1. This can be easily verified as

I 1 1 1
I -1 1 -1
1
1

(1 12 1/2 0)- :(1 12 1/2 0),

1 -1 -1
-1 -1 1

and

LV 1\ [0\
®d, - =242 B
H®[1,0,...,0,-1] =2 (1 —1) ((0) (1)

1 ®d, 1 ®d,
S (RS

Notice that all functions in Holant ([1, 1/2,0] | Opp,,) are non-negative. This im-
plies that g(p) > O for any graph G.

3For those who are interested, this is the setting of sink-free orientations. Random variables
are directions of edges and sinks are “bad” events.



Let Holant(G) denote the partition function of Holant ([1,1/2,0] | Opp,,) on a
graph G. Due to the discussion above, we have that

4(p) = 1_[ 2!=42 Holant(G) = 2" Holant(G), “4)

veV

where n = |V|and m = |E|.

(a) A satisfying assignment (b) An unsatisfying assignment

Figure 1: An example of the constraint satisfaction problem on G.
Blue half-edges are assigned 1. Red crosses mark constraints that are
not satisfied.

Consider the following constraint satisfaction problem on the graph G. Assign
each half-edge O or 1, but not both 1. Denote the assignment by o-. For each vertex
v, we require odd number of adjacent half-edges assigned 1. An example can be
found in Figure 1. Let S be the set of satisfying assignments. It is easy to see that

Holant(G) = Z Il (5)

oes

where |o7| is the number of half-edges assigned 1.

Theorem 4.1. Let G be a connected graph. If G is a tree, then q(p) = 0, otherwise
q(p) > 0.

Proof. By (4) and (5), g(p) > 0 if and only if S is not empty.

If Gisatree, then S = (). To see this, choose an arbitrary vertex v as the root of
G. All leaves of G has degree 1. Hence their adjacent half-edges must be assigned
1. Remove all leaves. Again the new leaves also force their adjacent half-edges
to be 1. Repeat this procedure until we have only the root v left. Then there is no
assignment to satisfy the odd parity constraint of v.

Otherwise G is not a tree, and there exists a cycle C in G. We will construct a
satisfying assignment. Pick an arbitrary half-edge in C and assign 1 to it. Then we



Figure 2: An example of constructing the constraint satisfaction prob-
lem on a 3-by-3 grid: (1) choose the top-left cycle and contract; (2)
find a spanning tree of the new graph (red); (3) map the assignment
back to the original.

may follow C to assign 1’s so that every vertex in C has exactly one adjacent half-
edge chosen. Contract all vertices on C to one vertex v and get a new graph G'.
Pick an arbitrary spanning tree 7 of G’. Similarly to the last case, we may assign
1 to half-edges adjacent to leaves recursively until v is left. Edges that are not in
T are assigned (0, 0) to its half-edges. This gives an assignment of all edges in G.
It is not hard to verify that in this assignment, all vertices are adjacent to exactly
one chosen half-edge. Hence this is a satisfying assignment and g(p) > 0. O
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