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Abstract

Evaluations of dialogue systems and lan-
guage generators often rely on subjective
user ratings to assess output quality and
performance. Humans however vary in
their preferences so that estimating an ac-
curate prediction model is difficult. Using
a method that clusters utterances based on
their linguistic features and ratings (Deth-
lefs et al., 2014), we discuss the possi-
bility of obtaining user feedback implic-
itly during an interaction. This approach
promises better predictions of user prefer-
ences through continuous re-estimation.

1 Introduction

Given the subjective nature of human language,
many evaluation studies in dialogue systems and
natural language generation rely on subjective user
ratings to assess performance and acceptability.
A shared problem however is that humans vary
considerably in their individual preferences, mak-
ing it difficult to estimate an accurate prediction
model. To account for individual preferences and
still make accurate predictions, in Dethlefs et al.
(2014) we proposed to cluster utterances based on
their linguistic properties and the ratings they re-
ceive from groups of individual users. Results
confirmed that prediction accuracy improves sig-
nificantly in this way: predictive models based on
clusters of ratings lead to significantly better pre-
dictions than models based on an average popula-
tion of ratings–as is currently state of the art.

The required clusters can be obtained from min-
imal information about an individuals user’s pref-
erences, such as a single user rating alone. One
drawback of our method so far, however, is that it
remains unclear how user ratings can best be ob-
tained during an ongoing human-computer inter-
action. Requesting ratings explicitly may be the

easiest way, but can disrupt interactions. Here,
we discuss alternatives based on (a) the interac-
tion history, (b) interactive alignment, and (c) mul-
timodal information. We discuss the potential of
each of these ideas to implicitly elicit user feed-
back on system utterances during an interaction.

2 State of the Art

The problem of variability in subjective user rat-
ings has been recognised by various authors in
different domains such as recommender systems
(O’Mahony et al., 2006; Amatriain et al., 2009),
sentiment analysis (Pang and Lee, 2005), content
selection (Jordan and Walker, 2005; Dale and Vi-
ethen, 2009) and surface realisation (Walker et al.,
2007; Dethlefs et al., 2014). The primary method
of capturing individual differences in statistical
models so far has been to train separate models for
individual users (Dale and Viethen, 2009; Walker
et al., 2007). In practice, this can often be done
by including the user’s ID as a feature for classi-
fication or regression. This tends to significantly
improve performance for the user in question, but
fails to generalise to users with no prior ratings.
We can therefore distinguish (a) systems that es-
timate prediction models from an average popula-
tion of users–and thereby ignore the existing vari-
ability; and (b) systems that are trained for individ-
ual users and fail to generalise to unseen instances.

3 Using Clustering to Account for
Variable User Ratings

In Dethlefs et al. (2014), we have presented an ap-
proach that aims to find a middle ground between
making predictions from an average population of
users and training an individual model for each
new user. Figure 1 provides an illustration of the
approach. In essence, the idea is to learn a map-
ping between the linguistic features of a group of
utterances that receive similar ratings, e.g. ratings
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Figure 1: Clusters are estimated based on linguis-
tic features and ratings. Prediction is then aided by
estimating which cluster a new user might rate ac-
cording to. Users in the same cluster (indicated in
different colours) tend to rate utterances similarly.

for politenesson a scale of 1-5. We used multi-
ple multivariate regression and features included
lexical information, such as the presence of in-
dividual words, the average tf-idf score of an ut-
terance, and syntactic features such as the depth
of syntactic embedding. Clusters are identified
from pair-wise similarities between data points us-
ing the Kullback-Leibler divergence (Cuayáhuitl
et al., 2005). A spectral clustering algorithm per-
forms dimensionality reduction and clusters simi-
lar pairs of linguistic features and user ratings into
the same cluster and dissimilar pairs into separate
clusters. Results have shown that minimal infor-
mation on user preferences is sufficient to perform
significantly better than based on an average pop-
ulation of users. Please see Dethlefs et al. (2014)
for details on the approach and an evaluation.

4 Discussion

This section discusses three possible options of
obtaining user feedback during an interaction.

Interaction Context including dialogue moves
that follow a system utterance or incremental phe-
nomena such as barge-ins or backchannels can all
offer insights into a user’s perception of an ongo-
ing interaction (Janarthanam and Lemon, 2014).
For example, barge-ins and unforeseen dialogue
moves can be indicative of a problematic dialogue,

whereas backchannelling and alignment with the
system can indicate success. Based on this, a pos-
sibility is to extend the PARADISE framework
(Walker et al., 1997) by estimating a regression
model that predicts user ratings based on incre-
mental dialogue phenomena in an online fashion.
However, it is likely that such phenomena also ex-
hibit variation between individual users. They can
therefore provide feedback on subjective as well
as objective evaluation scales.

Interactive Alignment could be applied un-
der the hypothesis that adapting to the linguis-
tic features found in users’ speech would have a
favourable influence on their perception of the sys-
tem and lead to positive ratings. This assumption
is based on psycholinguistic evidence that humans
prefer to interact with humans that align with them
(Levelt and Kelter, 1982). Further, computational
studies have shown that interactive alignment in
human-computer interaction can be created and
recognised by users (Brockmann et al., 2005; Is-
ard et al., 2006; Dethlefs, 2013). In our case, re-
sults of the ASR could be analysed and linguistic
features extracted. An experimental study would
have to confirm that such alignment is plausible,
noticeable to users and perceived positively.

Multimodal Information could provide valu-
able feedback cues, including user hesitations
and pauses or even gesture recognition or eye-
tracking. Ultimately, our goal is to use non-verbal
cues as feedback signals in an interaction so
that system behaviour can be continuously re-
estimated and improved (Cuayáhuitl and Dethlefs,
2011). Perceptive cues such as the user frowning,
losing attention, or hesitating regarding the next
step to take in the interaction could indicate prob-
lems in the interaction, while smiling or continued
attention could be interpreted as positive cues. A
data collection and analysis would need to explore
the full range of multimodal cues available.

Future work will explore these ideas and anal-
yse their practical advantages and drawbacks. To
do this, we will use the PARLANCE system, a
data-driven, incremental and spoken interactive
system (Hastie et al., 2013), which also exists as
a mobile app (Hastie et al., 2014). Implicit feed-
back elicitations could thus be combined with ex-
plicit feedback to gain more information on users
and allow the personalisation of system output.
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