## Data streaming algorithms (2)
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$(\varepsilon, \delta)$-APPROXIMATION
For confidence parameter $\varepsilon$ and approximation parameter $\delta$, the algorithm's output Output and the exact answer Exact satisfies

$$
\mathbb{P}[\text { Output } \in(1-\varepsilon, 1+\varepsilon) \cdot \text { Exact }] \geq 1-\delta
$$
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## Recall: two models of streaming algorithms

Cash register model: every item in stream $\mathcal{S}$ is an item in $U$.

Turnstile model: every item $s_{i}$ in $\mathcal{S}$ associates with " + " or "-", which indicates if $s_{i}$ is added into or deleted from $\mathcal{S}$.

- " + " indicates that $s_{i}$ is added into the dataset;
- "-" indicates that $s_{i}$ is deleted from the dataset.

Why turnstile model?

- Data may be added or deleted over time, e.g. Facebook graph.
- We need robust algorithms to handle this situation.
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## Theorem
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## Last lecture: algorithms in the cash register model

Common approach for designing algorithms in the cash register model:

1. Sample the data items based on hashed values;
2. Store the statistical information of the sampled items, or store the sampled items directly.

## DOWNSIDE OF THIS FRAMEWORK

- Sampling probability for the current item usually depends on the whole data stream that algorithm has seen so far.
- For example, the index $z$ in the BJKST algorithm
- Deleting an item appeared before could potentially makes the current sampling probability useless! :(

Sampling techniques are usually non-applicable in the turnstile model.

## Outline

- Approximating $F_{2}$-norm in the turnstile model
- Frequency estimation in the turnstile model
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Key Lemma
It holds that $\mathbb{E}[Z]=F_{2}$ and $\mathbb{V}[Z] \leq 2 \cdot\left(\sum_{i \in \mathcal{S}} m_{i}^{2}\right)^{2}=2 F_{2}^{2}$.

Hence, we can $(\varepsilon, \delta)$-approximate $F_{2}$, by running multiple copies of the algorithm in parallel and return the average value.
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## Another algorithm to Approximate $F_{0}$

1: $t=\left\lceil 6 / \varepsilon^{2}\right\rceil$
2: Choose $t 4$-wise independent hash function $h_{1}, \ldots, h_{t}$, where
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h_{i}:[n] \rightarrow\{-1,1\}
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## Theorem

With constant probability, the returned value of the algorithm is in $(1-\varepsilon, 1+\varepsilon)$. $F_{2}$. Moreover, the algorithm's space complexity is $O\left(\left(1 / \varepsilon^{2}\right) \log n\right)$ bits.

## Algorithm analysis: space complexity (upper bounding $t$ )

Our current status:

- We run $t$ independent copies in parallel and return $\left(\sum_{i=1}^{t} Z_{i}\right) / t$.
- The key lemma tells us that $\mathbb{E}\left[Z_{i}\right]=F_{2}$, and $\mathbb{V}\left[Z_{i}\right] \leq 2 \cdot F_{2}^{2}$.
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Our current status:

- We run $t$ independent copies in parallel and return $\left(\sum_{i=1}^{t} Z_{i}\right) / t$.
- The key lemma tells us that $\mathbb{E}\left[Z_{i}\right]=F_{2}$, and $\mathbb{V}\left[Z_{i}\right] \leq 2 \cdot F_{2}^{2}$.

To derive a upper bound on $t$ to ensure an $(\varepsilon, \delta)$-approximation, we apply the Law of Large Numbers:

$$
\begin{aligned}
\mathbb{P}\left[\left|\frac{Z_{1}+\cdots+Z_{t}}{t}-\mathbb{E}\left[Z_{i}\right]\right| \geq \varepsilon \mathbb{E}\left[Z_{i}\right]\right] & =\mathbb{P}\left[\left|\frac{Z_{1}+\cdots+Z_{t}}{t}-F_{2}\right| \geq \varepsilon F_{2}\right] \\
& \leq \frac{2 \cdot F_{2}^{2}}{t \cdot\left(\varepsilon \mathbb{E}\left[Z_{i}\right]\right)^{2}} \\
& =\frac{2 \cdot F_{2}^{2}}{t \cdot \varepsilon^{2} \cdot F_{2}^{2}}
\end{aligned}
$$

Hence, choosing $t=\left\lceil 6 / \varepsilon^{2}\right\rceil$ suffices for our purpose.
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$$
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By linearity of expectation, we have

$$
\begin{aligned}
\mathbb{E}[Z] & =\sum_{x \in \mathcal{S}} m_{x}^{2} \cdot \mathbb{E}\left[h^{2}(x)\right]+\sum_{\substack{x, y \in \mathcal{S} \\
x \neq y}} m_{x} \cdot m_{y} \cdot \mathbb{E}[h(x)] \mathbb{E}[h(y)] \\
& =\sum_{x \in \mathcal{S}} m_{x}^{2}=F_{2}
\end{aligned}
$$

Here we use the fact that

$$
\mathbb{E}[h(x)]=0, \quad \mathbb{E}\left[h^{2}(x)\right]=1
$$

The key: different powers of $h$ and $\mathbb{E}(\cdot)$ give magical cancellation!
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## A COMMON APPROACH

1. Construct an estimator $Z$ (random variable). Prove that

$$
Z=\text { the target value in expectation }
$$

- This is probably the most elegant part. Think of the right sampling probability, and/or get the right cancellation by using hash functions and $\mathbb{E}[\cdot]$.

2. Upper bound $\mathbb{V}[Z]$
3. Apply Chebyshev's inequality and Chernoff bound to show the number of copies needed to run in parallel in order to have $(\varepsilon, \delta)$-approximation.

- Sadly, applications of these inequalities always introduce a factor of $O\left(1 / \varepsilon^{2}\right)$.
- Is the $1 / \varepsilon^{2}$-dependency always needed?


## Outline

- Approximating $F_{2}$-norm in the turnstile model
- Frequency estimation in the turnstile model
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Design a streaming algorithm that supports the three operations above.
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The space complexity only depends on $\varepsilon$ and $\delta$.
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## Update/Query operations for Count-Min

1: If Insert $(x)$ arrives
2: $\quad$ for $j=1$ to $d$ do
3: $\quad C\left[j, h_{j}(x)\right]=C\left[j, h_{j}(x)\right]+1$
4: If Delete $(x)$ arrives
5: $\quad$ for $j=1$ to $d$ do
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- The analysis is only based on Markov inequality (no Chebyshev inequality, no variance calculation). This gives us a very simple proof, and the space complexity proportional to $1 / \varepsilon$. Notice that the space usage of our previous streaming algorithms is proportional to $1 / \varepsilon^{2}$.
- Think of $\varepsilon=0.01$. This improvement from $1 / \varepsilon^{2}$ to $1 / \varepsilon$ represents reducing the space usage by 100 times!
- Since each entry is non-negative, the CM Sketch returns the minimum value instead of the medium value.
- The error bound is one-sided. This feature is crucial for many applications.
- The paper introducing the CM sketch has received more than 1,100 citations (checked in October 2018), which is very unusual for a theory paper.
- For further discussion, see https://sites.google.com/site/countminsketch/home
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- What have we seen:
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- Counting the number of certain subgraphs in a graph
- and much more...

