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Homework 7

Problem 1: Prove that G has exactly k connected components if and only if Ay = 0 and Ag41 > 0.

Solution:

1. First, we will show that if G has exactly k& connected components, then Ay = 0 and Ag11 > 0. Let
S1,859, ..., Sk be the connected components of G, and we define the indicator vector 1g, € {0,1}"

corresponding to each S; by
1 ifvels;,
(131)1) = { '

0 otherwise.
Since
LDY?14 = D™Y?(D — A)D7V2DY?14 = D~Y3(D — A) - 14, = 0,
and <15i, 1S,-> =0forany 1 <i#j <k, D1/213i is an eigenvector of L corresponding to the
eigenvalue A = 0. Hence, \; = 0 has multiplicity at least k, i.e., A = 0.

Now suppose for contradiction that A\y11 = 0 and let x be an eigenvector of Agy1, linearly
independent from the set {Dl/ 215i}i. We have that

ozxmx:z(\%—j%f.

u~v

Therefore, we see that (D~/2z), = (D~/2z), holds for every u ~ v. Let y = D~'/2z and notice
that y is constant on every connected component of G. Therefore y € span{lg,}; and hence
x € span{D'/?14.};. This contradicts the choice of z being linearly independent from {D/?1g,};.
Therefore, we have that Ay4q > 0.

2. Now we prove that, if Ay = 0 and Ay41 > 0, then G has exactly k& connected components.
Let S1,.59,...,S5; be the connected components of G and x1,z9, ...,z be linearly independent
eigenvectors corresponding to A = 0. By the previous part we see that for every j < k,
x; € span{D'/?1g,};. Since {x;}’s are chosen to be linearly independent, we must have k < r. If
r > k, again by the previous part we can conclude that 0 = A1 =+ = A = Aggy1 = -+ = Ay
which contradicts the fact that A\y1q > 0. Therefore, we have that k = r, i.e., G has exactly k
connected components.

Problem 2: Prove that, for any connected graph G with diameter «, it holds that

1

> —.
Az 2 a - vol(G)

Solution: Let f € R™, f L D1 be such that
Zuzvv(fu - fU)2

Let vg be such that |f,,| = max, |f,|. Since ), fudy, = 0, there exists a vertex ug such that fy, - fu, <0.
Let P be the shortest path between ug and vg. Since it holds by the Cauchy-Schwarz inequality that

Ay =

| fuo = fuol = Z (fu—=fo)| < Z |fu—fol < Z (fu_fv)Q'\/Wa

{u,v}eP {u,v}eP {u,v}eP



where |P| is the length of path P, we have

S (u= £°  Spwmyer Fa= £ (A/IP) - (fu—ho)® . 1 1
Yo duf? - vol(G) - f2 - vol(G) - f2 ~ |P]-vol(G) ~ a-vol(G)’

) vo

Ay =

Problem 3: Prove that for any graph G, Ao <n/(n—1) and Ay =n/(n — 1) if and only if G is the
complete graph.

Solution: We first show that, if G is the complete graph, then Ay = n/(n —1). Let vy,...,v, be
the vertices of G. We will construct n — 1 linearly independent vectors f1,..., f*~! as follows: for all
1<i<n-—1let

1 if u =,
(f),=<-1  ifu=nuv,
0 otherwise.

Since G is the complete graph, it is (n — 1)-regular and £ =1 — %114. We also have that for every

n
1 <n —1, it holds that

. A 1 . . 1
Lf = f = —=Af = [+~

Hence, each of the f's is an eigenvector of £, and the eigenvalue A\ = n/(n — 1) has multiplicity n — 1.
Along with A\; = 0 they form the entire spectrum of £. We conclude that A\ = A3 =--- = A\, = n/(n—1).

For the other implication we can use the result from the lecture notes which says that if G is not the
complete graph, then Ay < 1. We see that if Ao =n/(n —1) > 1 then G must be the complete graph.

Problem 4: E| Let G be an undirected and connected d-regular graph, and let A be its adjacency
matrix with the eigenvalues A\ > ... > A,.

1. Prove that A, = —d if and only if G is bipartite.
2. Assume that G = (V, W, E) is bipartite and maxa<;<p—1|Ai| = p. Forany S CV and T'C W,
let e(S,T) be the number of edges between S and T'. Prove that

o(5,7) < 2517

< .
S|+ T

Solution:

1. We first prove that A\, > —d, which is equivalent to prove d + A,, > 0. Since

drTz 4+ 2T Ax dy - 22 2x,x
d+ X\, = min i min Lo Ty & Dy 200
2CR™ 40 xTx 2ER™ 240 xTx
2
— min 2@ T
2ER™ 40 xTx
we have A\, > —d for any graph. Moreover, our calculation shows that A\, = —d if and only if

Xy + x, = 0 for any edge u ~ v, which is the case if and only if the set L = {u : z,, > 0} and
R = {u: x, <0} forms a bipartition of G.

!This problem appeared in the last year’s AFDS final exam. You should be able to answer questions of a similar level
of difficulty in your final exam.



2. Let S CV and T C W be two arbitrary subsets. Let 1g and 17 be indicator vectors of sets
S and T. Assume that A\ > ... > A\, are the eigenvalues of matrix A with the corresponding
orthonormal eigenvectors v1,...v,. Then, we can write 1g =Y /" | oyv; and 1p = > | Bv;, and

n T n n
T) = (Z ai%’) A (Z 5@%’) = Z i ;.
i—1 =1 =1

Since G is connected, we know that
1y + 1w 1
R
and also because G is bipartite, we can write without loss of generality that
1y — 1w
Up = T

Moreover, it holds that

S T
a; = (1g,v1) = ’\/TL’ pr = (1r,v1) = |\/ﬁ,
as well as 5] )
Qp = <15avn> = = ﬁn = <1Tavn> = -

NG

Hence, we have that

n—1
d|S||T d|S||T
e(s,7) = M1 |S7L| ‘—Fz)\iaiﬁi

n

=2
n—1 n—1
_ 2dIS||T
| H 28|71, 02|38
=2 =2
2d|S||T
§|n”|+u SE
24|97
Si
S|+ T

which proves the statement.

Problem 5 (challenging): Let G = (V, E) be an undirected graph with m edges. Prove that, for
any fixed k, the number of cycles of length k in G is at most O(m*/?).

Solution: Let A be the adjacency matrix of graph G, and Ai(A),..., A, (A) are the eigenvalues of A.
We recall the fact that the trace of A satisfies the following property:

=D () =) A
=1 =1

Hence, the number of cycles of length k in G is at most y ;" ; Aﬁi =3, AF(A). Since it holds for any

k > 3 that
n 1/k n 1/2 n 1/2
(ZVW)f%ZﬁW>=«ZﬁJ _ om),
=1 =1 =1

we have that the number of cycles in G is at most O (m"“/ 2). Here, the first inequality holds by the fact
that for any {x;}!' ; and p > ¢, it holds that

(Z mwp) " (Z w) "



