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1. Below are a few questions regarding linear regression.

(a) We are approached by a customer who wants to optimize the loss function

L(w, b) =
n∑

i=1

min((wxi + b− yi)
2, 2), (1)

where (xi, yi) is one of the n samples. We need to perform gradient descent
to find the best w and b. The customer provides their data points and a line
y = wx+ b, where w = 0.4 and b = 1, as their estimate.

(1, 1.5)
(2, 2.0)

(3, 2.0)
(4, 2.5)

(5,−1)

y = 0.4x+ 1

The customer thinks that the point (5,−1) is probably an outlier, but is
unsure whether to remove it or not. How much would the gradient ∂L

∂w

change (when w = 0.4) if we remove the data point (5,−1)? [4 marks ]

Is the loss function L convex in w? Why or why not? [6 marks ]

(b) We are approached by another customer who wants to optimize the loss
function

L(w, b) =
n∑

i=1

max((wxi + b− yi)
2 − 2, 0), (2)

where (xi, yi) is one of the n samples. We need to perform gradient descent
to find the best w and b. The customer provides their data points and a line
y = wx+ b, where w = 0.4 and b = 1, as their estimate.

(1, 1.3)(2, 1.5)
(3, 2.0)

(4, 2.5)

y = 0.4x+ 1
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The customer is worried that the line does not seem to be a good fit as
all the points are on one side of the line. What is the gradient ∂L

∂w
when

w = 0.4? Based on the gradient, does the customer need to worry? [4 marks ]

2. Below is a 2D data set. Points with a label +1 are labeled , and points with a
label −1 are labeled . Answer the following questions.

(1, 2)

(3, 3)(2, 3)

(3, 1)

(5, 2)

(a) Give a line that has a zero-one loss of 0. In particular, the line should be in
the form of y = ax+ b, where you need to specify the values of a and b. [3 marks ]

In addition, show which side the 5 points lie with respect to the line. The
working needs to have the halfspaces that the points belong to. Conclude
that this line perfectly separates the two classes. [3 marks ]

(b) What would be the decision boundary if we run SVM on this data set? In
particular, the line should be in the form of y = ax + b, where you need to
specify the values of a and b. [3 marks ]

In addition, list the support vectors of this classifier, and use the support
vectors to measure the margin of this classifier. What is the margin achieved
by this classifier? [3 marks ]

3. Suppose we want to design a few normalization layers for a neural network library,
and we need to derive their backward functions for backpropagation. We will use
L to denote our loss function. Answer the following questions.

(a) We first start with a centering layer. Specifically, we want to design a
function g such that

g(x) = g



x1

x2
...
xd


 =


x1 − x̄
x2 − x̄

...
xd − x̄

 , (3)
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where x̄ = 1
d

∑d
i=1 xi. Find the matrix A such that g(x) = Ax and conclude

that g is linear in x. [4 marks ]

If we denote gi(x) to be the i-th element of the output of g, derive ∂gi
∂xj

and

conclude that the backward function is

∂L

∂xj

=
d∑

i=1

∂L

∂gi

(
1i=j −

1

d

)
, (4)

where 1c is 1 if c is true and 0 otherwise. [4 marks ]

(b) Instead of just centering, we can also divide the result by the standard
deviation. Specifically, we want to design a function g such that

g(x) = g



x1

x2
...
xd


 =


x1−x̄
σ

x2−x̄
σ
...

xd−x̄
σ

 , (5)

where x̄ = 1
d

∑d
i=1 xi and σ =

√
1
d

∑d
i=1(xi − x̄)2. Show that

∂L

∂xj

=
d∑

i=1

∂L

∂gi

(
1i=j − 1/d

σ
− (xi − x̄)(xj − x̄)

σ2

1

dσ

)
. (6)

[8 marks ]

4. One of your friends is trying to perform PCA on the following data set, but they
forget to center the data.

(4, 1)

(3, 2)

(2, 3)

(1, 4)

(a) Since this is a 2D data set, after PCA, your friend would get two directions,
with the first one having a larger eigenvalue. What is the first direction
they would get if they forget to center the data? In particular, the direction
should be in the form (a, b), where you need to specify a and b and the the
norm of the direction should be 1. [2 marks ]
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(b) What would the first PCA direction be if they center the data? [2 marks ]

(c) In general, suppose the first PCA direction is v. Show that if we apply a
linear transformation A to the data, the first PCA direction becomes Av, as
long as the linear transformation satisfies A⊤A = I. [4 marks ]


