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1. The exponential distribution is commonly used to model how long a customer
needs to wait to be served. Formally, the probability density to get served at
time x ≥ 0 is

p(x) = λe−λx, (1)

where λ > 0 is a parameter. Typically, the larger λ is, the shorter a customer
needs to wait.

Suppose you want to estimate the λ parameter for a coffee shop. You follow
n independent customers and record x1, x2, . . . , xn where xi denotes how long
customer i waits.

(a) Show that the log likelihood of λ given x1, x2, . . . , xn is

L = n log λ− λ

n∑
i=1

xi. (2)

[4 marks ]

(b) To estimate λ, we follow the maximum likelihood principle and aim to find
the λ that maximizes the log likelihood. Suppose we want to use gradient
descent to find the maximum. We see that the gradient of L with respect
to λ is

∂

∂λ
L =

n

λ
−

n∑
i=1

xi. (3)

Is L concave with respect to λ? [Hint: If L is concave in λ that means −L
is convex in λ.] [5 marks ]

(c) In this particular example, we don’t actually need to do gradient descent to
know the optimal λ. Solve

∂

∂λ
L = 0 (4)

to obtain the optimal λ. [3 marks ]

(d) Is the optimal λ from ∂
∂λ
L = 0 a unique solution? Why or why not? [3 marks ]
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2. (a) Consider the following points in two-dimensional space.

What happens if you do principal component analysis on this data set? Copy
the axes and points to your answer sheet and draw two vectors indicting the
first and the second principal components. [3 marks ]

(b) Now consider the following points in two-dimensional space, where the four
points are equally spaced.

How many directions would be qualified to be the first principal component?
Copy the axes and points to your answer sheet and draw the vectors to
indicate the potential directions. [5 marks ]

(c) Recall that the Lloyd’s algorithm (the iterative algorithm for solving k-
means taught in class) terminates when the centroids are not updated. If
the same set of data points are assigned to a centroid, the centroid is not
updated. If no data points are assigned to a centroid, then the centroid is
also not updated. We refer to the centroids, when the Lloyd’s algorithm
terminates, as the solutions of the Lloyd’s algorithm or the solutions to
which the Lloyd’s algorithm converges.

Given the same four-point data set as the one in 2. (b), how many solu-
tions would the Lloyd’s algorithm converges to when k = 2? Note that the
centroids can be initialized any where.

Copy the axes and points to your answer sheet and draw all the solutions. [7 marks ]
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3. Recall the setting of binary classification. A data point is represented as a vector
x ∈ Rd, and its label is y ∈ {−1,+1}. In this question, we look at the exponential
loss

ℓexp(x, y;w) = e−yw⊤x, (5)

for a linear classifier with the weight w ∈ Rd.

(a) Suppose we have a training set {(x1, y1), . . . , (xn, yn)}. Show that the expo-
nential loss on the training set

L =
1

n

n∑
i=1

e−yiw
⊤xi (6)

is convex in w. [7 marks ]

(b) Show that the exponential loss ℓexp is an upper bound of the zero-one loss

ℓ01(x, y;w) =

{
1 if yw⊤x < 0

0 otherwise
(7)

for any x, y, and w. [3 marks ]

(c) Suppose we achieve an average exponential loss of 0.3 on the training set.
What can we say about the prediction accuracy on the training set? [3 marks ]

(d) During training (when minimizing the training loss with respect to w), is it
possible to achieve a zero-one loss of 0 but a positive exponential loss on a
training set? If you think this could happen, should you stop training once
the zero-one loss reaches 0? Why or why not? [7 marks ]


