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What are representations?

Representations are data structures for solving a particular task.
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Representations inside a neural network

Image credit: Lee et al., 2009
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Representations inside a neural network

Image credit: Lee et al., 2009
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Supervised pre-training

Image credit: Girshik et al., 2014
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Supervised pre-training

We show that it is highly effective to pre-train the network—with supervision—for a
auxiliary task with abundant data (image classification) and then to fine-tune the
network for the target task where data is scarce (detection). We conjecture that the
”supervised pre-training/domain-specific fine-tuning” paradigm will be highly effective
for a variety of data-scarce vision problems.
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Self-supervised pre-training

Image credit: Doersch et al., 2015
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Self-supervised pre-training

Image credit: Doersch et al., 2015
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Self-supervised pre-training

Image credit: He et al., 2022
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Self-supervised pre-training

Vision
(Doersch et al., 2015)
BYOL (Grill et al., 2020)
SimCLR (Chen et al., 2020)
MAE (He et al., 2022)

Text
word2vec (Mikolov et al., 2013)
ELMo (Peters et al., 2018)
BERT (Devlin et al., 2018)

Speech
CPC (van den Oord et al., 2018)
APC (Chung et al., 2010)
wav2vec 2.0 (Baevski et al., 2020)
HuBERT (Hsu et al., 2021)
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Self-supervised pre-training
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Probing

Is this a face?

Is there a nose?
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Probing

Is this a car?

Is there a wheel?
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Probing

Image credit: Pasad et al., 2021
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Probing

Image credit: Radford et al., 2017
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Probing

• Probing accuracy reflects the accessibility of information.

• If the probing accuracy is low, it does not necessarily mean the information is
absent.

• The capacity of probing classifiers matters.

• Strong classifiers could potentially access more information than weak classifiers.

• However, we normally care less about information that is hard to access.

• The input itself is a representation in which much information is hard to access.
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Self-supervised pre-training

unlabeled
data

ff

labeled
data

f

g

f f

g

ev
al

pre-training fine-tuning

18 / 21



Fine-tuning

Image credit: Hu et al., 2021
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Fine-tuning

Image credit: Hu et al., 2021
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LoRA: Low-rank adaptation

Image credit: Hu et al., 2021
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Summary

• We are not even close to understanding how neural networks solve tasks.

• There are lots of exciting open questions!

• Simple methods (learned in this class) can go really far.
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