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Multivariate Calculus

Lecturer: Hao Tang

Definition 1. The derivative of a function f: R — R at xg is defined and written as

f(zo+h) = f(zo)
- .

(Daf)(w0) = (iﬂf) (o) = Tim

h—0

(1)

e The z in % f is just the name of the variable, not an actual variable that we can plug in.

e The object %f is a function R — R. and (%f) (zo) means that we plug in z( to the function.

e The more common notation is % This way of writing can be confusing. The problem is

that f(z) can be the function itself of f evaluated at . We will avoid this notation when
possible.

Example 1. Consider the line g,,(z) = f(x0)+(Dgf)(x0)(x—x0). How well this line approx-
imates f can be described by the error E(z) = |f(z) — gz, (z)|. Show that the appoximation
becomes arbitrarily good as we get close to xg.

e The error term looks a lot like a derivative if we devide it by x — xg.

|[f(x) = f(2o) = (Daf)(0) (z — 20|

E($) — ‘f(l') _gil?o(x)‘(

e @ m) = P (x—xz0) (2
= (1219 (o) 2 - 20) 3)

In other words,
lim &) g, (4)

T—To T — X

e Instread of looking at a different point z, we can also look at how far off we are from xzq. If
we let x = xog + h,

E(zg+ h) = |f(zo + h) — f(z0) = (Daf)(xo)h|. (5)
We have
. E(xg+h)
lim 70]1 =0. (6)

e In words, the derivative of a function offers a good linear approximation locally for any point.



Example 2. Suppose we have a function 7' that is linear. Show that if

fle+h) —[f(z) + T(x)h]

i ; -0 g
for all z, we have
T(z) = (Daf)(x) (8)
for all z.
e Because
_fl@+h) = [fx)+T(@)h] . flz+h) - f(=z) _ _
lim " = lim A —T(z) = (Do f)(z) = T(x) =0, (9)

we have the desired property for all x.

e The result seems almost trivial, but we want to emphasize that differentiation can arise from
the best, local linear approximation of a function. Here, f(x)4 T(x)h is linear approximation
of f(x + h), because T is linear. The approximation f(x) + T'(x)h is local when h is small,
and the approximation is best because the error [f(x + h) — f(x) + T'(z)h]/h is arbitrarily
close to 0. It offers an alternative definition of differentiation.

Definition 2. The directional derivative of f : R¢ — R along the direction v at zo € R? is
defined as

— lim f(xO + t’l)) — f(xO) ) (10)
t—0 t

(Do f)(x0)

This is a simple way of extending single-variate functions to multivariate functions. To see this,
we can write g(t) = f(xo + tv). Note that g : R — R is a single-variate function. If we take the
derivative of g at 0, we have

(Dig)(0) = tig 20D =90) _ y, So-+ 1) = fan)

= (Do f)(20) (11)

Example 3. Consider the function f(z,y) = 22 — 32. Show that if we are at (2,0), the
directional derivative along (1,0) is 4.

o If we take a line at {(x,y) : (z,y) = (2,0) +¢(1,0) = (2+¢,0) for t € R}, we have g(t) =
f(2+41t,0) = (2 +t)2% The derivative (Dig)(t) = 2(2 +t), and (Dg)(0) =2 (2 +0) = 4.

e If we plot the line (2,0) + #(1,0) and walk along the line on the function, we should be able
to see the parabola (¢ + 2)2. Taking the derivative of a parabola is something we know how
to do.



Definition 3. A partial derivative is a directional derivative along the direction of coordinate
axes.

Example 4. In a three-dimensional space, the direction of the axes are
(1,0,0) (0,1,0) (0,0,1), (12)

For a function f : R? — R, the partial derivatives along the axes are

0 0 0
Example 5. Given a function f(z,y) = 22 — y?, show that
0 0
(52f) @ =2 (55f) @ =2 (1)

e The z-axis is the direction (1,0). At any point (z,y), the line along that direction is (x +¢,y).
The function value along that line is g(t) = f(x + t,y) = (x +t)?> — y?>. We then have
(Dig)(t) = 2(z + ), and

(52f) @) = (D)0 =2 (15)

e The y-axis is the direction (0,1). At any point (z,y), the line along that direction is (x,y+1t).
The function value along that line is g(t) = f(x,y +t) = 22 — (y +t)2. We then have
(Dig)(t) = —2(y +t), and

(a%f) (2.9) = (Dyg)(0) = —2y. (16)
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e We can always compute partial derivatives from first principles. However, it is much simpler
to treat other variables as constants, pretending that everything is single variate and taking
the derivative.

Example 6. Given a function f(x,y,2) = (z + 2y — 32)2, show that

((if) (r,y,2) =2(x + 2y — 32) (17)
<§Zf> (z,y,2) =2(x + 2y — 32) - (-3) (19)

1
flw,b) = 1+ exp(—(wTz +b))’ (20)
show that
(55 ) (wd) = Fw.0)(1 = Fla0). 1)
0 B 1 exp(—(w'z+b)
(E)bf> () = e C@ s+ ) T+ exp(—(wTa b)) 7 @O = fw b)) (22)

Definition 4. The gradient of a function is the vector consisting of all partial derivatives.

Example 8. For a function f: R? — R, its gradient is

(/) (,9,2)
(Vf)(x,y, Z) - (%f) (xa y,Z) : (23>
(/) (2,9, 2)

Example 9. Given a function f(x,vy,2) = (z + 2y — 32)?, show that its gradient is

2(x + 2y — 32)
(VH(z,y,2)=| 20z +2y—32)-2 |. (24)
2(x +2y —32)(—3)




Example 10. Given a function f(a) = b"a, show that its gradient is

(Vf)(a) =b. (25)
Based on the definition of gradient,
d
0 0
= ibi = b;. 26
6ai f aai ; “ ( )
Putting the partial derivatives into a vector, we have
b1
bo
(VH@ = || =b (27)
bq

Note that the result is a constant vector and does not depend on a.

Example 11. Given a function f(a) = b" Aa, show that its gradient is

(Vf)(a) = ATb. (28)
Example 12. Given a function f(a) = ||al|3, show that its gradient is
(V/)(a) = 2. (29)
Following the definition of gradient, we have
2a1
d
B o 5 2as
50! = 50 ;a 2a (V)@= . | =2 (30)
2a4

Example 13. Given a function f(w) = (w'z + b — y)?, show that

(V) (w) =2w'z+b—y)z. (31)

Example 14. Given a function

1
J ) = e Cw s 1)) (32)
show that its gradient is
(V) (w) = f(w)(d = f(w))z. (33)




B 1 exp(—(w'z + b))
~ 1texp(—(w +0)) 1+ exp(—(w'z +b))

(Vf)(w) z = f(w)(l = f(w))z. (34)

Example 15. For a function f : R? — R and any direction v at any point z, show that

(Duf)(x) = (Vf)(z) v. (35)

o Let g(t) = f(u(t)), where u = z + tv. By chain rule,

(Dug)(t) = i |(Du ) w(t)] | (D) ()] (36)

= () ey o () )] (37)
vg
= (V) ()T (3%)
Finally,
(Duf)(x) = (Dig)(0) = (V)(2) "v. (39)

Definition 5. For a function f : R — R, its second-order derivative is defined and written
as

0? o (0
5! =5 (59) 1)

Example 16. Given a function f(x) = 22, it’s second-order derivative is 2.

e The second-order derivative tells us whether the function looks like a cup or an upside-down
cup.

e For this particular example, the second-order derivative is possitive, so the paraballa looks
like a cup.

Definition 6. The Hessian of a function f : R¢ — R is defined as
9?2 9? fo
0x10T1 f 0x10x2 f e 0x10xg f
9? 9?2 02
roori ] Tmeomd o Tmeong) (41)
J : ;
o) 0
0xg0T1 f 0x 012 f e 0xg0xg f




e Because

0* 0?
8xi8xj f - 81']8371

f; (42)

the Hessian matrix is always symmetric.

Example 17. Given a function f(z,y) = 22 — y?, show that its Hessian is [(2) _02] .

The 2 indicates that it looks like a cup along the x-axis, while the -2 indicates that it looks like
an upside-down cup along the y-axis.
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