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Abstract
In spoken language learning and assessment, content appropri-
ateness is an important dimension when assessing a language
learner’s spontaneous speech production. Although various
measurements have been developed to evaluate content cov-
erage and correctness, there is still a dearth of tools for au-
tomatically generating diagnostic feedback to assist language
learners in improving their content development skills. In or-
der to address the increasing demand for such a capability, we
propose an effective way to automatically generate content-
oriented feedback based on the detection of key points in an ex-
tended utterance. In this work, we focus on one type of widely
used test question that requires test takers to first listen to and/or
read stimulus materials, and then to construct a spontaneous re-
sponse to a question related to the stimulus. We further define
“key points” as the critical content from the stimulus materi-
als that a high-proficiency response should properly cover. We
build Transformer-based models to automatically detect the lo-
cations of key point spans within a response, or if no key points
are covered, to detect their absence. We also introduce a multi-
task learning approach for assigning a “quality score” to each
key point span measuring how well the key point is rendered
within the response. Experimental results demonstrate that the
proposed models can automatically generate accurate and easily
interpretable feedback that can provide interactive guidance to
language learners in improving the content of their responses.
Index Terms: spoken language learning and assessment,
content-oriented feedback, key point

1. Introduction
With the rapid progress of technological development in natu-
ral language and speech processing, the demand for automatic
tools to effectively and reliably assist language learners is on the
rise. In spoken language learning and assessment, automatic
systems have been developed to provide valid scores so as to
reduce the burden on teachers. These tools can assess a wide
range of speech dimensions [1], including aspects of fluency,
pronunciation and prosody [2, 3], as well as to a lesser extent
aspects of vocabulary and grammar [4, 5], content appropriate-
ness [6, 7, 8, 9], and discourse coherence [10, 11].

Of particular relevance to the spoken content dimension,
features that measure the overall content appropriateness of a
response to a test question have been proposed [6, 8, 12, 9].
The methods include both character and word n-gram based sta-
tistical models [12], word embeddings [12], and Siamese deep
neural networks [8]. However, the systems generated by these
studies are unable to generate diagnostic feedback for language
learners, and a more targeted assessment of content coverage

and correctness that goes beyond a generic measure of topical-
ity has been underexplored.

This paper reports on an attempt to automatically gen-
erate diagnostic content feedback by determining the pres-
ence/absence of key points in language learners’ responses. In
many large-scale English spoken language assessments, one
type of widely used task begins by presenting a listening and/or
reading passage to the test taker, followed by a related ques-
tion, where the test developers determine ahead of time a set
of question-specific key points that high-proficiency responses
should cover. The test taker must then formulate a one-minute
spoken response by integrating relevant information from the
provided listening and/or reading stimulus materials. In this
work, test questions and related responses are collected from a
large-scale standardized international language assessment. Se-
lected responses were annotated to identify which key points
were covered and how well.

This research reported in this paper is a continuation of
earlier work. In our previous study [13], we proposed an au-
tomatic model to generate meaningful and easily interpretable
content feedback for English learners by 1) detecting missing
key points or the spans of present key points, and 2) predicting
the quality score of each present key point, which can indicate
how well the key point is rendered in the response. In this pa-
per, we continue this line of research and make further contribu-
tions as follows: 1) we collect a much larger corpus to develop
our models, involving 16 test questions and 2,540 spoken re-
sponses manually transcribed and annotated by human experts;
2) we use an automatic method for mapping manual annotations
from human transcriptions onto automatic speech recognition
(ASR) hypotheses; 3) under the goal of content-oriented feed-
back generation, multiple Transformer-based models are trained
and evaluated for the key point detection task with both human
transcriptions and ASR hypotheses.

2. Methodology
2.1. Key Points

In the field of language testing, research has repeatedly shown
that human raters pay considerable attention to speech content
while scoring [14, 15]. Accordingly, this study explores an ef-
fective way to automatically generate diagnostic content feed-
back with the goal of assisting language learners in improving
their content development skills during speaking. A critical
measure of content coverage and correctness is the extent to
which the content of the listening and/or reading source mate-
rials can be accurately reflected/reproduced when learners inte-
grate these stimuli in a spoken response. Therefore, we define
key points as the critical content from the source materials that



should be properly rendered in a high-proficiency response to
a related test question. Language testing research has shown
a clear positive relationship between the number of key points
covered and proficiency levels [16, 17]. In the context of this
research, the key points for each test question are decided in ad-
vance by the developers of the question. For the questions used
in this study, each is paired with six distinct key points.

In this work, the experimental data consists of 2,540 one-
minute spoken responses to 16 test questions from a large-scale
standardized international language assessment. Using human
transcriptions of these responses, two language teaching and as-
sessment experts conducted the annotation along two dimen-
sions: 1) text span location and 2) quality score rating. First,
for each response, the annotators identified which of the six key
points are covered and where in the response the associated text
spans are located; for key points deemed absent in a response,
no text spans were annotated. Second, the annotators rated each
key point on a three-point scale: 1 (full coverage of the rel-
evant key point), 0.5 (partial coverage), and 0 (no coverage).
These ratings serve as the quality score for each key point in a
response.

After collecting the annotations, the annotated data was
split into training, development, and test sets. The 1,693 single-
annotated responses formed the training set, the 318 responses
used for annotator calibration formed the development set, and
the remaining 529 double-annotated responses formed the test
set. Furthermore, the manual annotations on human transcrip-
tions were automatically mapped onto ASR hypotheses based
on edit distance. However, due to errors introduced by the
speech recognizer (word error rate = 16.3% on a stand-alone
test set from the same assessment) and the automatic span map-
ping procedure, we observe that the total number of present key
points was reduced from 10,868 (on human transcriptions) to
9,712 (on ASR hypotheses).

2.2. Automatic Detection Models

Given a test response and a single related key point, the detec-
tion task consists of two components: 1) to automatically detect
the location of the text span containing the key point if it is
present in the response; otherwise, to detect its absence; 2) to
automatically measure how well a key point is rendered within
a response if it is present. The first component is analogous to a
typical Question&Answering task that has been widely studied
in the field of natural language processing, for example, SQuAD
V2.0 [18] with unanswerable questions. In this work, we exam-
ine two Transformer-based models on the key point detection
task, i.e., BERT (Bidirectional Encoder Representations from
Transformer) [19] and RoBERTa (Robustly Optimized BERT
Approach) [20], which has advanced the state-of-the-art on the
Q&A task. The standard F1-score measuring the average over-
lap between the predictions and ground truth [21] is used as the
evaluation metric for the span detection task. Second, with a
quality score of 0, 0.5, or 1 assigned by human experts to each
key point, a regression model can be built to measure quality
scores, and the Pearson correlation coefficient between manual
and automated quality scores is used as the evaluation metric.

In this study, we work with non-native spontaneous re-
sponses including various types of errors and at times unintel-
ligible speech, particularly for low-proficiency responses. This
data is mismatched with the large amount of well-written texts
used to pre-train both the BERT and RoBERTa models, such as
BooksCorpus [22], English Wikipedia, and other text corpora.
Therefore, in order to obtain models with better language rep-

Table 1: Model performance on the key point span detection
(F1-score) and quality score prediction (Pearson correlation
coefficients (r)) tasks. Human agreement levels are also listed
for comparison.

Manual
Transcripts

ASR
Hypotheses

F1 (%) r F1 (%) r
BERT 76.2 0.769 66.5 0.575
RoBERTa 76.1 0.755 66.6 0.579
Agreement 72.0 0.734 68.8 0.610

resentation capabilities on non-native spontaneous speech, we
collected a data set with human transcriptions on 58,291 spo-
ken responses drawn from the same assessment and used it first
to fine-tune BERT/RoBERTa. The fine-tuning was performed
using masked language modeling (MLM), where the number of
training epochs was set at 4, and around 10% of the total steps
were used for warmup. Subsquently, the obtained in-domain
models were further fine-tuned on the downstream key point
detection task with the annotated data.

In addition, previous research has demonstrated that multi-
task learning can benefit deep learning applications by jointly
optimizing regression and/or classification objectives across
multiple tasks [23, 24]. In this study, we employed a method
proposed in [23] to automatically weight multiple loss func-
tions by considering the homoscedastic uncertainty of each task.
Therefore, the key point span detection model and the qual-
ity score prediction model can be jointly optimized in a single
training process.

3. Experiments
We adapted the implementation of pre-trained Transformer-
based models from Hugging Face [25] to build the key point de-
tection models, and experimented with the large-size BERT and
RoBERTa models1. Our detection models were fine-tuned with
6 epochs on the downstream task, and the number of warmup
steps was set to be around 10% of the total steps. As shown in
Table 1, based on the human transcriptions, both the BERT and
RoBERTa models can greatly outperform human expert perfor-
mance on both the span detection task and the quality score
prediction task. In contrast, based on the ASR hypotheses,
RoBERTa performs slightly better than BERT but still under-
performs human expert performance.

4. Conclusion
This study explores an effective way to automatically gener-
ate accurate and actionable content-oriented feedback in spoken
language learning and assessment. We address this challenge by
formalizing a key point detection task to automatically identify
the critical pieces of content information present in (or missing
from) learners’ spoken responses. Transformer-based models
were built to detect missing key points, as well as text span loca-
tions and quality scores of the covered key points. Experimental
results demonstrated the effectiveness of the proposed models
on both the span detection task and the quality score prediction
task. Accordingly, meaningful and easily interpretable feed-
back can be automatically generated to assist language learners
in improving their content development skills during speaking.

1https://huggingface.co/transformers/pretrained models.html.
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