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Abstract

Sequence-to-sequence models have been extensively used in automatic speech recognition, and the attention mechanism plays a central role in localizing information from the input representation to generate output tokens. Even though the attention mechanism was invented with the intention of aligning parts of the input with output tokens, discovering alignments appears challenging during end-to-end training. In addition, several studies have shown that interpreting attention as alignments can be problematic. In this paper, we attempt to address these problems and propose to train sequence-to-sequence models with supervised attention, introducing a loss function that minimizes the differences between the attention and the alignments. Experiments on the Wall Street Journal data set show significantly improved performance in phonetic recognition.
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1. Introduction

Sequence-to-sequence models are commonly used in speech recognition [1, 2, 3], text to speech [4], machine translation [5, 6], text summarization [7], and image captioning [8], transforming a sequence of input tokens to a sequence of output tokens. At a high level, a sequence-to-sequence model consists of three components, an encoder, the attention mechanism, and a decoder. The encoder encodes the input to a sequence of hidden vectors, each of which is given a weight by the attention mechanism. The decoder takes the weighted hidden vectors and its own hidden vector to produce the output token.

In speech recognition, the input is a sequence of acoustic features or frames, and the output is a sequence of discrete tokens, such as phones, word pieces, or words. Whether it is a phone, a word piece, or a word, there is a natural correspondence between an output token and a contiguous chunk of frames, commonly known as an alignment. The attention mechanism was designed to model alignments [5], and attention weights are intended to be interpreted as how much a frame belongs to the token to be produced. How well the attention weights correspond to alignments has been widely used as a qualitative evaluation for sequence-to-sequence models [3, 9, 10]. This belief spawns variants of attention mechanisms [11, 12, 13] and training heuristics [10, 14], and has been further exploited for unsupervised word segmentation [15, 16].

However, attention weights do not always correspond well with alignments. Otherwise, the variants of attention mechanisms and training heuristics would not have been necessary. The mismatch between attention weights and alignments is a natural consequence of end-to-end training—we only require that the weights sum to one; nothing requires the attention weights to correspond well with the actual alignments. In fact, there is an ongoing debate as to whether attention weights should be interpreted as alignments [17, 18, 19].

In this paper, we propose to train sequence-to-sequence models with supervised attention [20, 21, 22], guiding the attention weights with the actual alignments by minimizing the differences between the two. As a first step, we simply convert alignments into attention weights by putting uniform weights on the input hidden vectors for each corresponding output token and use Euclidean distance to measure the differences. By training with supervised attention, how well attention weights correspond to alignments becomes a learning problem and we can quantify the generalization of the correspondence. If the correspondence generalizes well, we can safely interpret attention weights as alignments. In addition, if the correspondence correlates well with the token error rates, we would expect the model to perform better in speech recognition.

2. Sequence-to-Sequence Models

Given an input sequence \(x_1, x_2, \ldots, x_T\) of length \(T\) and target sequence \(y_1, y_2, \ldots, y_K\) of length \(K\), the conditional probability of the output sequence given the input sequence can be factorized (by the definition of conditional probability) as

\[
P(y_{1:K} | x_{1:T}) = \prod_{k=1}^{K} P(y_k | x_{1:T}, y_{1:k-1}),
\]

where \(x_{1:t}\) is a shorthand for \(x_1, \ldots, x_t\). A sequence-to-sequence model defines the probability distribution \(P(y_k | x_{1:T}, y_{1:k-1})\), i.e., the probability of the next output token given the input and the past output tokens.

This probability distribution is computed as follows. First, the encoder transforms the input sequence into a sequence of hidden vectors \(h_1, h_2, \ldots, h_{T'}\) of length \(T'\).

\[
h_{1:T'} = \text{Enc}(x_{1:T})
\]

Note that \(T'\) and \(T\) do not necessarily need to be the same. It is common to subsample the hidden vectors, for example, by a factor of four, i.e., \(T' = \lfloor T/4 \rfloor\) [3, 23, 24]. For the \(k\)-th output token, the decoder first encodes the past output tokens into a vector

\[
d_k = \text{Dec}(y_{1:k-1}).
\]

The attention weights represented as a vector \(\alpha_k\) are defined as

\[
\alpha_{k,t} = \frac{\exp(d_k^\top h_t)}{\sum_{j=1}^{T'} \exp(d_k^\top h_j)}.
\]

In other words, each attention weight is computed based on the similarity of a hidden vector \(h_t\) and \(d_k\), followed by a Softmax, which constrains the weights to sum to one. The attention weights are then used to compute a context vector

\[
c_k = \sum_{j=1}^{T'} \alpha_{k,j} h_j.
\]
Finally, the context vector and the decoder hidden vector are used for prediction, i.e.,

\[ P(y_{k,i}|x_{1:T}, y_{1:k-1}) = \frac{\exp(\phi_{k,i})}{\sum_{v=1}^{V} \exp(\phi_{k,v})} \]  

(6)

where

\[ \phi_k = W_v \begin{bmatrix} c_k & d_k \end{bmatrix} . \]  

(7)

To train the model, for each pair \( x_{1:T} \) and \( y_{1:k} \) in the training set, we optimize the loss function

\[ L_{ce} = -\ln P(y_{k,i}|x_{1:T}) , \]  

(8)

commonly known as teacher forcing [25, 26].

3. Supervised Attention

The attention weights \( \alpha \) can be represented as a matrix, where each element \( \alpha_{k,i} \) is the similarity score of the hidden vector \( d_k \) from the decoder and hidden vector \( h_i \) from the encoder.

An alignment is a sequence of 3-tuples \( (s_1, t_1, y_1), \ldots, (s_K, t_K, y_K) \), where \( s_k \) is the start time and \( t_k \) is the end time, indicating the time span where the label \( y_k \) is in the input. In this paper, as a first step, we convert an alignment into the attention weights \( \alpha^* \) by assigning uniform weights to the vectors between the corresponding start time and end time. Formally,

\[ \alpha^*_{k,t} = \frac{1}{e_{k} - s_{k}} \mathbb{1}_{s_{k} \leq t < e_{k}} , \]  

(9)

where \( \mathbb{1} \) is 1 if \( c \) is true, and 0 otherwise. Once an alignment is converted into attention weights, we use the Frobenius norm to measure the differences between \( \alpha \) and \( \alpha^* \), and introduces an additional loss

\[ L_{attn} = \|\alpha^* - \alpha\|_F^2 \]  

(10)

to the objective for model training. When subsampling is involved, say by a factor of \( r \), we simply sum the corresponding weights together. Specifically, the attention weights after subsampling is

\[ \alpha^*_{k,t'} = \sum_{t=r(t'-1)}^{t'} \frac{1}{e_{k} - s_{k}} \mathbb{1}_{s_{k} \leq t < e_{k}} \]  

(11)

The overall loss function is

\[ L = L_{ce} + \gamma L_{attn}, \]  

(12)

where \( \gamma \) is a hyperparameter.

4. Experiments

To validate the use of supervised attention, we conduct phonetic recognition experiments on the Wall Street Journal dataset. The training set \( \text{si284} \) is split into training and validation set with a ratio of 9 : 1. We use the canonical pronunciations in \( \text{cmudict} \) as the gold standard. The label set, with stress markers removed, includes 39 phones and three special tokens for silence (sil) and noise (spn and nan). Forced alignments produced by a speaker-adaptive HMM-GMM are used for supervised attention. We tune the hyperparameters on the validation set and report the final numbers on \( \text{dev93} \) and \( \text{eval92} \). We use 40-dimensional Mel-scale spectrograms as input, without the first and second-order derivatives. Global (instead of speaker-dependent) mean and variance normalization is applied to the input features.

<table>
<thead>
<tr>
<th>Model</th>
<th>dev93</th>
<th>eval92</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq2seq</td>
<td>24.81</td>
<td>20.87</td>
</tr>
<tr>
<td>seq2seq + dropout</td>
<td>15.31</td>
<td>11.79</td>
</tr>
<tr>
<td>seq2seq + dropout + attn loss</td>
<td>10.39</td>
<td>7.73</td>
</tr>
</tbody>
</table>

Table 1: Phone error rates (%) on the testing sets \( \text{dev93} \) and \( \text{eval92} \). The \( \gamma \) is 0.5 and the dropout rate is 0.4.

Speaker-dependent mean and variance normalization is applied to the input features.

5. Conclusion and Future Work

Supervised attention is a simple approach to improve the performance of sequence-to-sequence models. One restriction is that it requires access to preprocessed alignments during training. However, accurate forced alignments are not difficult to obtain as long as the labels are sufficiently accurate.

There are many questions that remain open. The choice of representation of the alignments and the choice of loss functions remain to be explored. For example, instead of assigning weights uniformly, we could potentially use a Gaussian-like function to represent the alignments. The Frobenius norm does not respect that attention weights are probability mass functions, so other divergence functions that respect this property, such as KL divergence, might be more suitable.

Since the models are trained end-to-end, we are still in short of an approach to evaluate whether the models perform better when we supply the ground truth alignments. This prohibits us from analyzing where the problem is when the model is not performing well. One potential approach is to decouple the dependency of the attention weights, such as using the method of auxiliary coordinates [27]. It also has the extra benefits of decoupling the training of encoders and decoders.

In our experiments, we assume all utterances come with their corresponding alignments. The requirement can potentially be relaxed, and we might only need to train the models with a small set of alignments. Curriculum training might be useful too in this scenario: we first train the model on a small set of utterances with their alignments and train the model on a larger set of utterances as we normally would.

Though sequence-to-sequence models have been used extensively for speech recognition, there are many questions that remain to be answered. Supervised attention provides the first step towards that direction.
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