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Abstract

Spontaneous speech is characterized by the presence of hesi-
tations, which result in the breaking of normal speech flow.
These hesitations are referred to as speech disfluencies. Dis-
fluencies can provide information regarding the speaking style,
speaker identity and language fluency, which can be useful for
several speech-based applications. For automatic speech recog-
nition (ASR) systems, the presence of these disfluencies leads
to a higher word error rate, since most ASR systems are devel-
oped on non-spontaneous read speech data. Thus, the detec-
tion of disfluencies in spontaneous speech becomes an essen-
tial task for many applications. This paper presents a transfer
learning approach to detect disfluencies in spontaneous lecture
mode speech using two frame-level automatic disfluency detec-
tion systems trained on stuttered speech. The model is tested
for four types of disfluencies - filled pause, prolongation, part-
word repetition and word repetition. We obtain an accuracy
of 92.73% for filled pause and 83.43% for part-word repeti-
tion detection using MFCC features as input to the Deep Neu-
ral Network (DNN) based disfluency detection model. Over-
all, the transfer learning method gives an average improvement
of 2.69% and 2.00% in detection accuracy using DNN based
and Bidirectional LSTM (BiLSTM) based model, respectively,
across all disfluencies over the baseline results on the IIITH-
IED dataset.
Index Terms: disfluency detection, transfer learning, stuttered
speech

1. Introduction
Spontaneous speech is a particular type of speech setting where
a speaker speaks without preparing in advance. This makes the
speaker think about what to say on the spot, formulate the utter-
ances and then produce the speech. Such a setting often leads to
abrupt breaks or discontinuities in the normal conversation flow
because of the following reasons - language complexity, time
taken by the speaker to decide what to say, nervousness while
speaking, etc. [1,2]. These discontinuities or breaks are known
as speech disfluencies. Knowledge about the presence of disflu-
encies and their duration can be useful for many speech-based
applications. For the task of language learning, the number of
disfluencies produced by the speaker and the related duration of
each disfluency can help in evaluating language proficiency [3].
The types and frequency of disfluencies produced by a speaker
can be used as features for speaker recognition and language
identification systems. For ASR systems, the presence of dis-
fluencies in the speech signal can adversely affect systems’ per-
formance since most ASRs are built on read speech. Hence, the
detection of speech disfluencies becomes important to enhance
the performance of a lot of speech-based systems.

The type of speech disfluency produced varies depending
on the type of discontinuity, interrupting the normal speech

flow. Some of the most common types of speech disfluencies
are described below with examples :

1. Filled Pause - Pauses in speech which have a filler word
in them like ’um’, ’uh’, etc. The filler word does not
provide additional meaning to the utterance. example - I
am going to uh Delhi.

2. Prolongation - The lengthening of a particular word or
part of a word, which produces a discontinuity in normal
speech flow. example - Whoooose pen is it ?

3. Repetition - This type of disfluency occurs when the
speaker repeats a part of the utterance, disrupting the
flow speech flow. On the basis on the repeated unit, rep-
etition is further classified into three types. Examples of
each repetition type are given below.

(a) Part-word repetition - Wh-what is your name ?
(b) Word repetition - Please pass me the the book.
(c) Phrase repetition - I like I like ice cream.

The detection of speech disfluencies has been explored ex-
tensively in the literature [4–6]. In general, most of the detec-
tion methods belong to one of the following categories - as a
post-processing step after the ASR output by using text-based
features along with speech [7, 8] or as a pre-processing step be-
fore giving input to a speech system by using signal level pro-
cessing [9,10]. Though the ASR-based approaches are effective
and give encouraging results, they depend on how accurate the
ASR is. In this work, we use only speech-based features for
the disfluency detection problem. Early works on disfluency
detection focused on identifying cues in speech signals such as
formants, vowel-lengthening, and nasality for individual disflu-
encies [11–13]. In [5], Conditional Random Field (CRF) and
Hidden Markov Model (HMM) classifiers were used. Recurrent
Neural Networks (RNN), with their ability to capture temporal
dependencies efficiently, have been used in recent works with
considerable success for disfluency detection task [7, 14–16].

Stuttered speech is another primary source of disfluencies.
The disfluencies in stuttered speech are similar to those present
in conversational speech, but their frequency of occurrence is
higher. This serves as the motivation to use transfer learning
in the current work - using stuttered speech data, we try to de-
tect disfluencies in conversational, lecture-mode speech. The
contributions of this work are listed below :

• Exploration of the use of stuttered speech data for detec-
tion of the disfluencies using transfer learning. To the
best of our knowledge, this has not been explored in the
literature yet.

• Evaluating the Transfer learning based disfluency detec-
tion method for 4 types of disfluencies.

The rest of the paper is organised as follows - in Section 2, we
give a brief overview of stuttered speech and its relation to dis-
fluencies in conversational speech. The experimental setup used



in this study is described in Section 3. Experimental results and
discussion are presented in Section 4. Finally, the conclusion
and future scope of this work are provided in Section 5.

2. Disfluencies: Stuttering – Spontaneous
Speech

Stuttering is a speech disorder where hesitations that break the
flow of speech occur involuntarily [17]. Audible or inaudible
prolongation of words, excessive use of fillers (like ’um’, ’uh’,
etc.) and uncontrolled repetitions are some of the main char-
acteristics of stuttered speech. In humans, both physiological
and neurogenic causes can lead to stuttering, with some of the
reasons being - increased dopamine levels in muscles causing
inhibitory effects, problems with auditory processing and mo-
tor disorders pertaining to the basal ganglia [18]. From the per-
spective of speech, stuttering is sub-divided into various forms,
depending on the type of hesitation, which led to the stutter.
Some of the different forms of stutter are - interjections (fillers),
prolongations, repetitions and revisions.

On exploring the literature pertaining to stuttered speech
and disfluencies in spontaneous speech, we found that the
acoustic and linguistic basis by which different forms of stut-
ters are categorised is very similar to the categorisation of dis-
fluencies. Even the set of audio features used for automatic stut-
ter classification and disfluency detection are also overlapping.
This observation has led to the hypothesis used in our work that
a classifier trained on stuttered data can help in detecting dis-
fluencies in conversational speech. Hence, a transfer learning
approach to detect disfluencies was explored.

Various works have been done on automatic stutter classi-
fication. Early works focused on extracting acoustic and sig-
nal level features from input audio combined with classical
machine learning methods such as GMM, LDA, k-NN, etc.
[19–21]. In [19], Mel Frequency Cepstral Coefficients (MFCC)
features were used with LDA and k-NN as classifiers to detect
repetition and prolongations in stuttered speech. In [20], the
same authors used LPCC based features with LDA and k-NN
to detect repetitions and prolongations. But LPCC takes an av-
erage of 3.73 sec more than MFCC for giving a decision. To
better understand the human perception of speech, both spec-
tral and temporal characteristics of the signal are important.
With MFCC, short-term spectral features of speech are cap-
tured effectively but the information about temporal behaviour
is not perceived considerably. So, to capture the temporal, in-
stantaneous amplitude and frequency characteristics of signals,
in [22], LP-Hilbert Envelope Based MFCC features were used
for the detection of prolongations, repetitions and interjections.

In recent studies, deep learning architectures are being used
with both text and signal level features for the detection of
stuttering events [23–25]. In [23], a lightly supervised ap-
proach was used with task-oriented lattices to recognise stut-
tering events in children’s speech and provide a complete ver-
batim output of stuttered speech to help diagnose the disorder.
In [25], the Sequence labelling approach was employed with
Conditional Random Fields (CRF) and BiLSTM for the detec-
tion of stuttering events in both manual and automatically gen-
erated transcripts (by ASR). In [26], spectrogram features were
used with a Deep residual network and BiLSTM to classify a
4-second stutter file into one of the six types of major stuttered
disfluencies.

Some recent works have also utilised non-speech related
features to detect stuttering events [27, 28]. In [27], based on

Figure 1: Transfer Learning based disfluency detection pipeline

respiratory biosignal activity, stuttering events were classified
into blocks and non-block states of speech using Multi-Layer
Perceptron (MLP). In [28], with Artificial Intelligence (AI)
aided Convolutional Neural Network (CNN) and facial move-
ment patterns, expected speech is classified as fluent or stut-
tered.

3. Experimental Setup

In order to test our hypothesis, stutter data from the UCLASS
corpus is used in experiments here. A disfluency detection
model is trained on data from the UCLASS corpus, and the
trained model is then used to detect related disfluencies in the
IIITH-IED dataset. Figure 1 shows the disfluency detection
system using transfer learning used here. Details about the
UCLASS and IIITH-IED datasets are presented in the next sub-
sections, followed by a description of the BiLSTM and DNN
based frame-level disfluency detection models.

3.1. UCLASS Dataset

The University College London’s Archive of Stuttered Speech
(UCLASS) Dataset is one of the most popular resources for
studies on stuttered speech. It was introduced in [29]. The
dataset consists of stuttered speech recordings and correspond-
ing annotations in British English. The UCLASS dataset has
two main releases. Here we have used speech recordings from
Release One of the UCLASS dataset to prepare the pre-trained
models for transfer learning experiments. This dataset consists
of monologue speech recordings from children of age 8 to 18
years, who were diagnosed with stuttering disorder of varying
severity. Out of the 139 recordings available, 25 were used be-
cause of the availability of corresponding transcriptions. The
transcriptions were forced aligned with the audio to generate
timestamps for each word. Each recording was then annotated
for 7 types of stutter disfluencies - filled pause, prolongation,
sound repetition, part-word repetition, word repetition, phrase
repetition and revision, as done in [26]. The annotation was
carried out similar to [30].



3.2. IIITH-IED Dataset

The IIITH-IED dataset was introduced in here1. Ten hours of
lecture-mode speech in Indian English were transcribed to pre-
pare this dataset. Speech recordings from the freely available
lectures under the NPTEL initiative of the Government of India
were used to make this dataset. Since lecture-mode speech is
prepared, there are instances where the lecturer has to explain a
topic spontaneously, this type of speech is categorized as semi-
spontaneous. The IIITH-IED dataset consists of speech from 60
speakers - 30 male and 30 female. A 10-minute recording of a
lecture from each speaker is annotated for both words as well
as disfluencies manually. Each speech recording from a speaker
is further segmented into speech files of length 8 to 12 seconds,
with a sampling rate of 16000 Hz. After segmentation, annota-
tion is also performed at the signal level to identify the starting
and ending time of disfluencies present in each segmented file.
The number of occurrences of each disfluency type used from
this dataset in our experiments is shown in Table 1. More details
about the dataset can be found here 2.

Table 1: Number of occurrences of each disfluency type in
IIITH-IED Dataset

Disfluency Type # of Occurences

Filled Pause 1428
Prolongation 71
Part-word Repetition 164
Word Repetition 211

3.3. Detection Model

In order to test the transfer learning hypothesis, frame-level au-
tomatic disfluency detection systems are used. These systems
are used to detect whether or not a particular disfluency type is
present in a speech frame of 10 ms. The disfluencies consid-
ered for the experiments here are - filled pause, prolongation,
part-word repetition and word repetition. For every disfluency
type, detection was set up as a binary classification problem -
a speech frame either belongs to the disfluency type or it does
not.

The features used for the task of disfluency detection are
MFCC features. The MFCC features consisted of the following
- the first 13 cepstral coefficients, the 0th cepstral coefficient
and the energy of the frame. Windowed speech frames having
a length of 25 ms, with a 10 ms frame shift are used for MFCC
feature extraction here. The delta and delta-delta MFCC co-
efficients are also computed and used. The size of the feature
vector obtained then was 45-dimensional per frame.

To produce better disfluency detection results, stacking up
features from neighbouring frames using a context window is
proven beneficial in [31, 32]. So, window lengths of ±1, ±2 and
±3 frames were used to experiment with the MFCC features
extracted above. The dimensions of the final feature vectors
for each frame obtained using ±1, ±2 and ±3 frames window
lengths were 135, 225 and 315, respectively. As best classifi-
cation results were obtained by stacking features from 3 frames
before and after each individual frame, final disfluency detec-
tion results are reported using this configuration only.

1https://www.dropbox.com/s/hwflfjnrtnnya1h/
NCC_Paper.pdf

2https://bit.ly/3fAc3mb

Two disfluency detection systems are then trained using the
MFCC features extracted. The first system is a DNN-based de-
tector. The network used here has 2 hidden layers. The number
of hidden units in the layers are 50 and 100 respectively. The
next system is a BiLSTM-based detector. Two bidirectional re-
current layers, each having 7 units are then used to learn tem-
poral dependency between features and then classify whether
the disfluency type is present or not. Dropout rates for both the
recurrent layers are set at 0.2 and 0.4 to avoid overfitting in the
BiLSTM.

4. Experiments and Results
Disfluency detection for each of the four disfluencies was setup
as a binary classification task. The baseline disfluency detec-
tion systems were developed here on the IIITH-IED dataset us-
ing the DNN and BiLSTM architectures defined in the previous
section. Four binary classifiers were trained for each of the ar-
chitectures to detect the four disfluencies. The baseline detec-
tion accuracy and F1-score obtained on the UCLASS Dataset
are shown in Table 3 and the results for the IIITH-IED dataset
for the four disfluencies are shown in Table 4. For both DNN
and BiLSTM classifiers, a learning rate of 10−3 was used for
training, with the binary cross-entropy loss function and RM-
Sprop optimizer. The number of training epochs used for DNN
were 50, while for the BiLSTM-classifiers, the number of train-
ing epochs used were 10. For every 10 ms speech frame, the
MFCC features extracted for that frame were used as input to
the models, which then predicted whether that speech frame be-
longs to the disfluency type or not. Since IIITH-IED is a biased
dataset in terms of the number of disfluencies present for each
class, so for evaluating the model more effectively, stratified K-
fold cross-validation was used so that the ratio of samples from
each class is the same in train and test sets. Here, the value of
K was set to 10, and 9-folds were used for training, and 1 fold
was used for testing the model.

Table 2: Cosine Similarity between a stutter type and the closest
related disfluency

Disfluency Type Stutter type Cosine
Similarity

Filled Pause Filler 4.23e-2
Prolongations Prolongation 3.19e-2
Part-word Repetitions Sound Repetition 5.76e-3
Word Repetitions Word Repetition 8.55e-4

Further, the proposed transfer learning based disfluency de-
tection systems were trained using the UCLASS corpus and
the IIITH-IED dataset. Transfer Learning refers to the learn-
ing in a target domain by transferring knowledge from another
related task [33]. In this approach, we trained the disfluency
detection models to detect a particular type of disfluency using
the UCLASS corpus and then validated this model for the re-
lated disfluency in the IIITH-IED dataset. In order to find how
closely related the occurrences of each disfluency type are in the
UCLASS and IIITH-IED datasets, the cosine similarity metric
was used. Table 2 shows the cosine similarity values obtained
for each of the pairs. The cosine similarity is calculated by first
taking the dot product (similarity measure) between the frame-
level features for each pair of frames. The final value is obtained
by averaging across all frames. As can be seen from the table, a
close correspondence is found between disfluencies in the two

https://www.dropbox.com/s/hwflfjnrtnnya1h/NCC_Paper.pdf
https://www.dropbox.com/s/hwflfjnrtnnya1h/NCC_Paper.pdf
https://bit.ly/3fAc3mb


Table 3: Baseline disfluency detection results for the four types of disfluencies in the UCLASS Dataset. Here F1 refers to the F1-score.

DNN BiLSTM
Disfluency Type Accuracy F1 Accuracy F1

Filler 91.37 0.912 92.54 0.924
Prolongations 89.91 0.900 91.82 0.919
Sound Repetitions 84.70 0.846 80.93 0.809
Word Repetitions 85.21 0.851 83.41 0.832

Table 4: Baseline disfluency detection results for the four types of disfluencies in the IIITH-IED Dataset. Here F1 refers to the F1-score.

DNN BiLSTM
Disfluency Type Accuracy F1 Accuracy F1

Filled Pause 89.92 0.892 90.17 0.891
Prolongations 88.26 0.887 91.07 0.911
Part-word Repetitions 82.47 0.817 78.72 0.778
Word Repetitions 80.73 0.805 77.97 0.774

Table 5: Detection results obtained using the proposed transfer
learning approach. Here, Acc. refers to Accuracy and F1 refers
to the F1-score.

DNN BiLSTM
Disfluency Type Acc. F1 Acc. F1

Filled Pause 92.73 0.927 91.60 0.910
Prolongations 94.90 0.949 94.01 0.941
Part-word Repetitions 83.43 0.826 80.45 0.799
Word Repetitions 81.16 0.807 79.87 0.795

datasets, indicating that using stuttered speech data might help
in the task of disfluency detection.

While testing, the pre-trained models developed on the
UCLASS dataset are evaluated on the IIITH-IED dataset using
stratified 10-fold cross-validation so that the network has some
amount of learning experience on our data as well, and unifor-
mity is maintained. The learning rate, loss function and the
optimizer used in the experiments are the same as in the base-
line experiments. A batch size of 32 was taken while training.
The performance of the proposed transfer learning based detec-
tion systems for all the disfluency types is shown in Table 5.
The average accuracy and average F1-score obtained across all
folds for each disfluency were used as the metrics to compare
the performance.

As can be seen from Tables 4 and 5, using the proposed
transfer learning approach, an increase in detection accuracy
and F1-score was obtained for all four types of disfluencies,
with both the classification methods i.e. DNN based and BiL-
STM based. From Table 3 and Table 5, we an see clearly that
the knowledge is being transferred from the stutter domain to
spontaneous speech disfluency domain, as should be the case in
transfer learning. Especially for filled pause and prolongation
disfluencies, the increase in performance is significant. In the
filled pause case, the detection accuracy obtained using trans-
fer learning was 92.73% using the DNN classifier, with the F1-
score being 0.927. An absolute increase of 2.79% is obtained
for the DNN classifier using the transfer learning approach com-
pared to the baseline result. This increase can be attributed to
the fact that two forms of filled pause are most common in the
UCLASS and IIITH-IED datasets - ‘um’ and ‘uh’. The increase
in the number of samples of these two types of filled pause in

the training set leads to an increase in performance. The high-
est detection F1-score is obtained for prolongations using the
transfer learning method, with 0.949 being the F1-score using
the DNN classifier. The absolute increase in detection accu-
racy is also the highest for prolongation when compared to the
baseline results. This is because the majority of occurrences of
prolongations in both datasets correspond to the lengthening of
vowels ( especially vowels /o/ and /a/). Also, the number of oc-
currences of prolongation in the UCLASS dataset are a lot more
than the IIITH-IED dataset, which leads to significant improve-
ments using the transfer learning approach.

In the case of part-word and word repetitions, the improve-
ments obtained using the transfer learning setup are much less
than filled pause and prolongation. This is because the oc-
currences of these two types of disfluencies can take up many
forms, leading to high intra-class variance. This makes it dif-
ficult to model the samples belonging to part-word repetition
and word repetition using the transfer learning setup. Hence,
marginal improvements of 1.1% and 0.3% are obtained in the
detection performance for part-word repetition and word repe-
tition, respectively, using the DNN-based disfluency detection
system.

5. Conclusion
In this work, we proposed a transfer learning approach to de-
tect disfluencies in conversational speech using a model trained
on stutter data. Disfluency detection is done for four types of
disfluencies as a binary classification task. Two types of model
i.e. DNN based and BiLSTM based were trained for classifi-
cation of a particular type of stutter using MFCC features as
input. These trained models were then tested for detecting the
disfluency, which is most similar to that stutter-type. Using
this approach, we obtained an average relative improvement of
2.69% and 2.00% in detection accuracy across all four disfluen-
cies over the baseline experiment (when only the samples from
the IIITH-IED dataset were taken) using DNN and BiLSTM
based models, respectively.

Our future works will be aimed at developing a single clas-
sification model for multiple disfluencies. We also plan to in-
corporate text-based features into this pipeline so as to study the
effect of combination of text and speech features on this disflu-
ency detection architecture.
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[18] Büchel, Christian, and Martin Sommer. ”What causes stutter-
ing?.” PLoS Biol 2.2 (2004): e46.

[19] Chee, Lim Sin, Ooi Chia Ai, M. Hariharan, and Sazali Yaacob.
”MFCC based recognition of repetitions and prolongations in stut-
tered speech using k-NN and LDA.” In 2009 IEEE Student Con-
ference on Research and Development (SCOReD), pp. 146-149.
IEEE, 2009.

[20] Chee, Lim Sin, Ooi Chia Ai, M. Hariharan, and Sazali Yaa-
cob. ”Automatic detection of prolongations and repetitions using
LPCC.” In 2009 international conference for technical postgradu-
ates (TECHPOS), pp. 1-4. IEEE, 2009.
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