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Abstract

This thesis deals with gradience in grammar, i.e., with the fact that some linguistic structures are
not fully acceptable or unacceptable, but receive gradient linguistic judgments. The importance
of gradient data for linguistic theory has been recognized at least since Chorhskycsl
Structure of Linguistic TheornfHowever, systematic empirical studies of gradience are largely
absent, and none of the major theoretical frameworks is designed to account for gradient data.

The present thesis addresses both questions. In the experimental part of the thesis
(Chapters 3-5), we present a set of magnitude estimation experiments investigating gradience
in grammar. The experiments deal with unaccusativity/unergativity, extraction, binding, word
order, and gapping. They cover all major modules of syntactic theory, and draw on data from
three languages (English, German, and Greek). In the theoretical part of thesis (Chapters 6
and 7), we use these experimental results to motivate a model of gradience in grammar. This
model is a variant of Optimality Theory, and explains gradience in terms of the competition of
ranked, violable linguistic constraints.

The experimental studies in this thesis deliver two main results. First, they demonstrate
that an experimental investigation of gradient phenomena can advance linguistic theory by
uncovering acceptability distinctions that have gone unnoticed in the theoretical literature. An
experimental approach can also settle data disputes that result from the informal data collection
techniques typically employed in theoretical linguistics, which are not well-suited to investigate
the behavior of gradient linguistic data.

Second, we identify a set of general properties of gradient data that seem to be valid
for a wide range of syntactic phenomena and across languages. (a) Linguistic constraints are
ranked, in the sense that some constraint violations lead to a greater degree of unacceptability
than others. (b) Constraint violations are cumulative, i.e., the degree of unacceptability of a
structure increases with the number of constraints it violates. (c) Two constraint types can be
distinguished experimentally: soft constraints lead to mild unacceptability when violated, while
hard constraint violations trigger serious unacceptability. (d) The hard/soft distinction can be
diagnosed by testing for effects from the linguistic context; context effects only occur for soft
constraints; hard constraints are immune to contextual variation. (e) The soft/hard distinction
is crosslinguistically stable.

In the theoretical part of the thesis, we develop a model of gradient grammatical-
ity that borrows central concepts from Optimality Theory, a competition-based grammatical
framework. We propose an extension, Linear Optimality Theory, motivated by our experimen-
tal results on constraint ranking and the cumulativity of violations. The core assumption of our



model is that the relative grammaticality of a structure is determined by the weighted sum of
the violations it incurs. We show that the parameters of the model (the constraint weights), can
be estimated using the least square method, a standard model fitting algorithm. Furthermore,
we prove that standard Optimality Theory is a special case of Linear Optimality Theory.

To test the validity of Linear Optimality Theory, we use it to model data from the ex-
perimental part of the thesis, including data on extraction, gapping, and word order. For all data
sets, a high model fit is obtained and it is demonstrated that the model’s predictions generalize
to unseen data. On a theoretical level, our modeling results show that certain properties of gra-
dient data (the hard/soft distinction, context effects, and crosslinguistic effects) do not have to
be stipulated, but follow from core assumptions of Linear Optimality Theory.
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Chapter 1

Introduction

This chapter presents the motivation for studying gradience in grammar. It also summarizes the
central claims put forward in this thesis and gives an overview of its structure.

1.1. Central Claims

Acceptability judgments are the basic data that linguists rely on to formulate their theories. In
certain cases, these data fail to provide a clear-cut division between fully acceptable sentences
and fully unacceptable sentences. Rather, relevant linguistic examplggadient i.e., they

come in varying degrees of acceptability. The aim of the present thesis is to elucidate the status
of these gradient examples and to show that a systematic, theoretically motivated treatment of
gradience in grammar is possible.

This thesis puts forward four main claims. The first claim is that gradience is a system-
atic, pervasive grammatical phenomenon; gradient data occur in all parts of the grammar. We
demonstrate this by conducting a series of experiments that cover all major syntactic modules
and investigate representative syntactic phenomena in three languages. Our findings confirm
that reliable gradient judgment data can be collected experimentally, and that such experi-
mental data can yield insights that are not readily available from intuitive, informal linguistic
judgments.

The second main claim is that all gradient phenomena share a common set of proper-
ties. These properties can be studied by investigating the effect that violations of grammatical
constraints have on acceptability. We claim that constraint violations are ranked, i.e., they dif-
fer in seriousness. Also, constraint violations are cumulative, i.e., the degree of unacceptability
increases with the number of violations. Furthermore, two types of constraints can be distin-
guished experimentally: soft and hard constraints. This dichotomy captures the intuition that
certain linguistic constraints are binary, while others induce gradient acceptability judgments.

The third claim concerns the interplay between gradience and linguistic context. We

17



18 Chapter 1. Introduction

show that there is a systematic relationship between the soft/hard dichotomy and context ef-

fects. We provide support for the hypothesis that soft constraints are subject to contextual vari-

ation, whereas hard constraints are immune to context effects. This means that context effects
can serve as a diagnostic for the soft/hard distinction.

The fourth central claim is that a model of gradient grammaticality can be devised that
captures these experimental findings. We present a model that explains the empirical properties
of gradient judgments (constraint ranking, cumulativity of violations, soft/hard dichotomy) and
allows us to account for gradient data in a non-stipulative fashion by drawing on concepts from
Optimality Theory.

1.2. Motivation for Investigating Gradience

This section discusses the four central claims of this thesis against the background of previous
literature and motivates why these claims advance our understanding of gradience in grammatr.

1.2.1. Theoretical Relevance of Gradient Data

The overarching assumption guiding this thesis is that gradient data can contribute to linguistic
theory, over and above the binary judgments on which linguists traditionally rely. Often these

judgments are not in fact binary, but constitute an idealization, i.e., the data are classified artifi-
cially into acceptable and unacceptable examples. In what follows, we argue that it is preferable
to give up this idealization and develop a theory that permits us to analyze realistic, gradient
data.

The potential benefits of a theory of gradient grammaticality include an expansion of
the empirical base of linguistics and an increase of the predictive power of linguistic theory.
As Hayes (1997b: 15) puts it: “Linguistics at presemdd hard enoughwe are not presenting
our theories with sufficient demands to distinguish which ones are true. The task of analyzing
data with gradient well-formedness puts a theory to a stiffer test.” Note that accounting for gra-
dience was part of the research program of early generative grammar. Chomsky, for instance,
insists that “an adequate linguistic theory will have to recognize degrees of grammaticalness”
(Chomsky 1975:131), based on the observation that “there is little doubt that speakers can
fairly consistently order new utterances, never previously heard, with respect to their degree of
‘belongingness’ to the language” (Chomsky 1975: 132).

The present thesis explores these conjectures by demonstrating that the use of gradi-
ent data can indeed contribute new insights to linguistic theory. We investigate a wide variety
of linguistic phenomena, taken from all major syntactic modules and from several languages.
Our experimental results show that by taking gradient judgment data into account, we can both
discover new linguistic facts that have eluded the conventional, informal approach to data col-
lection, and resolve data disputes that exist for certain linguistic phenomena in the literature.
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The underlying hypothesis is that such disputes arise because conventional linguistic analy-
sis fails to do justice to the gradient nature of these phenomena, both in its data collection
methodology and in its analytic approach.

Note that there is an important methodological caveat here. Arguably, the aim of for-
mulating precise, testable theories of linguistic competence is at the heart of the generative en-
terprise. We have to make sure that this aim carries over to an extended theoretical framework
that is capable of dealing with gradience. In other words, we have to make sureftinaiah
theory of gradience is possible, countering “[c]ritics of generative grammar [who] might take
the existence of gradient well-formedness judgments as an indication that the entire enterprise
is misconceived.[ .]. In this eliminativist view, gradient well-formedness judgments constitute
evidence that generative linguistics must be replaced by something very different, something
much ‘fuzzier’” (Hayes 2000: 88). We follow Hayes (1997b: 15) in adopting the guiding as-
sumption that “we don't have to trash existing theories of what constraints are like just to get
gradient well-formedness”. The present thesis aims to develop a grammatical framework that
is permissive enough to account for gradient data without idealizing it, but restrictive enough
to allow us to formulate precise, testable linguistic analyses. We show that such a framework
can be designed as an extension of an existing theoretical approach, viz., Optimality Theory.

1.2.2. Empirical Properties of Gradient Data

Apart from advancing the understanding of gradience in grammar, the present thesis also makes
a contribution to linguistic methodology. This contribution is a conservative one, which means
that we accept the established approach of relying on native speakers’ judgments as primary ev-
idence for linguistic theory. We simply extend this approach from binary to gradient judgment
data. This extension requires the use of experimental methods to obtain judgments, as informal
procedures are not reliable for gradient data (see Sections 2.3 and 2.4). Also, the move from
binary to gradient data makes it necessary to refine existing theoretical concepts (specifically
the notion of constraint ranking, see Chapter 6).

Linguistic judgments are a fairly well studied behavioral phenomenon, and a wide
range of psychological factors have been identified as having an influence on the judgment
process, including task-related factors such as measurement scale, instructions, order of pre-
sentation, and subject-related factors such as field dependence, handedness, and literacy (see
the review in Section 2.3). The present thesis, however, is not concerned with the effect of such
extra-linguisticfactors, but investigates holimguistic factors influence the degree of accept-
ability of a linguistic structure.

Two types of linguistic factors can be distinguished: performance factors, which are
involved in language processing (including parsing, generation, and acquisition), and compe-
tence factors, which characterize the knowledge of language of a speaker (see Section 2.2.2 for
a more extensive discussion). The present thesis will focus on competence factors, i.e., factors
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which belong to the domain of linguistic theory and can be couched in terms of constraints,
principles, or rules as they are typically postulated by linguists.

Note that previous experimental studies on competence effects in gradience are largely
absent (with the exception of some early studies, see Chapman 1974; Coleman 1965; Marks
1967; Stolz 1967, which were mainly concerned with the influence of the type and number
of rule violations on acceptability). The present thesis attempts to fill this gap by providing
a systematic experimental investigation of how competence factors interact to determine the
degree of acceptability of a linguistic structure (see Chapters 3 and 4). At the same time, we
try to keep the influence of extra-linguistic factors as constant as possible by using standard
techniques for the design and evaluation of psycholinguistic experiments (see Section 2.4).

It is important to emphasize that the research reported in this thesis is not psycholin-
guistic in nature; we are not concerned with linguistic performance, i.e., we make no claims
about human language processing. We avail ourselves of experimental tools standardly used in
psycholinguistics, but our focus is on linguistic theory, and the central tenet of our investigation
is to extend the empirical scope and the theoretical reach of models of linguistic competence.

1.2.3. Gradient Data and Context

When linguists are confronted with a gradient datum, e.g., with a sen&itheg is of reduced
acceptability, but not fully unacceptable, they often resort to an argumentation like the follow-
ing. They try to find a specific contegtin which Sis fully acceptable (or at least of increased
acceptability). Having found such a context, they conclude that the structure instantigded by

is grammatical, a fact from which certain theoretical conclusions can be drawn. This strategy
implies that ‘Sis acceptable” actually means “there is a context in wtgds acceptable”.
However, such an approach fails to recognize the distinction between sentences that are ac-
ceptablewithout requiring a specific context, and ones that andy acceptable in a specific
context. This situation is recognized by Chomsky (1964), who states rather polemically:

Linguists, when presented with examples of semi-grammatical, deviant ut-
terances, often respond by contriving possible interpretations in constructed
contexts, concluding that the examples do not illustrate departure from gram-
matical regularities. This line of argumentation completely misses the point.
It blurs an important distinction between a class of utterances that need no
analogic or imposed interpretation and others that can receive an interpreta-
tion by virtue of their relations to properly selected members of this class.
(Chomsky 1964: 385)

There is, however, a research tradition that diverges from mainstream linguistics in that it rec-
ognizes the theoretical importance of the distinction between sentences that are acceptable per
se and sentences that are acceptable only in a certain context. This line of research, initiated by
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Lenerz (1977) and bhile (1982) (among others) and later taken up hyl&t'(1999), concerns
itself with the influence of context on word order. This influence is captured by the notion of
markednesswhich Hohle (1982: 102, 122) defines as follows: a sentéhde less marked than

a sentenc& if it can occur in more context types th&h.

It has been proposed that this notion of markedness corresponds to speakers’ intuitions
about gradient acceptability, i.e., that “relative degrees of markedness can be empirically deter-
mined [...] either by directly invoking speakers’ judgments, or by adhering to the number of
context types in which the candidate [i.e., the sentence] is possiblellgiMI999: 782f). Note
however, that this approach remains speculativellél(1999) does not refer to experimental
evidence to show that the number of contexts in which a sentence can occur correlates with
its relative acceptability. Furthermore,lér's (1999) approach can be regarded as circular:
“number of contexts” is an intuitive notion that has to be judged by native speakers; hence he
only defines one type of intuitive judgments in terms of another one.

The present thesis adopts an operational definition of the interaction of context and
acceptability to address both Chomsky’s (1964) criticism of current linguistic practice and the
shortcomings of the markedness approach to gradience. This is achieved by introducing the
notion of context dependenasf linguistic constraints (see Chapter 4): a constraint is context-
dependent if the degree of unacceptability triggered by its violation varies from context to
context. The context dependence of a constraint can be determined experimentally and receives
a precise interpretation in the model of gradience put forward in Chapter 6. Furthermore, we
provide evidence for the hypothesis that only certain linguistic constraints—soft constraints—
are context-dependent.

The research in this thesis is only concerned witHitiguistic context of an utterance.

By linguistic context we mean the linguistic material that precedes the sentence under investi-
gation. We do not deal with effects from the extra-linguistic context, which are well-attested in
the experimental literature on linguistic judgments (see Section 2.4 for an overview).

1.2.4. Modeling Gradient Data

Apart from contributing to the understanding of the experimental properties of gradient lin-
guistic data, the present thesis is also concerned with how these data can be accounted for in a
theoretically motivated way, i.e., how existing grammar models can be extend to accommodate
gradience.

The interest in modeling gradience in grammar goes back to early generative linguis-
tics, where the relevance of gradient data was recognized, and several attempts at modeling it
were made (Chomsky 1955, 1964, 1965; Katz 1964). Bolinger (1961a), who also introduced
the terms “gradience” and “gradient”, provided a wealth of evidence showing that linguis-
tic notions can be continuous, rather than discrete. His argumentation was mainly aimed at
phonology, but Bolinger (1961b) later extended it to syntax. A similar line of research was
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pursued by a group of generative grammarians working in the framework of Fuzzy Grammar,
which is based on the assumption that linguistic categories are not discrete, but are organized
hierarchically and annotated with application probabilities (Lakoff 1973; Mohan 1977; Quirk
1965; Ross 1972, 1973a,b). A related approach was proposed in sociolinguistics in the form of
the Variable Rules framework developed by Cedergren and Sankoff (1974) and Labov (1969).

After the early surge of interest in gradience in grammar in the generative tradition, a
remarkable gap in the literature occurred from the mid 1970s until the mid 1990s. No significant
research on models of gradience seems to have taken place in this period. Arguably, this was a
conseqguence of the failure of early attempts at modeling gradience to yield insightful theoretical
results that simulated further research. It can be assumed that the reason for this lack of progress
was the absence of adequate empirical and theoretical tools for the systematic investigation of
gradience.

Two innovations rekindled the interest in gradience in the mid 1990s. One was the
advent of Optimality Theory (Prince and Smolensky 1993, 1997) as a new theoretical frame-
work. The other one was the availability of magnitude estimation as a new way of collecting
judgment data (Bard, Robertson, and Sorace 1996; Cowart 1997). Optimality Theory assumes
that constraints are inherently ranked and violable, it is based on an intringigialtive notion
of grammaticality, and therefore provides the conceptual repertoire for tackling the issue of
gradience in a principled way. Magnitude estimation, on the other hand, affords linguists a tool
for measuring judgments in a fine-grained and fully reliable way; it makes it possible to obtain
data that goes beyond traditional informal data collection and puts the study of gradience on a
sound experimental footing.

These new tools for the study of gradience triggered a surge in interest in the theo-
retical and empirical aspects of gradient data. The most important contributions were made
by Boersma, Hayes, and colleagues (Boersma 1998, 2000; Boersma and Hayes 2001; Hayes
1997b, 2000; Hayes and MacEachern 1998), Cowart and colleagues (Cowart 1989a, 1994,
1997; Cowart, Smith-Petersen, and Fowler 1998; McDaniel and Cowart 199@§rNIL999),

Gordon and Hendrick (1997, 1998a,b,c), and Sorace and colleagues (Bard et al. 1996; Sorace
1992, 1993a,b, 2000; Sorace and Cennamo 2000; Sorace and Vonk 1998).

This thesis is part of this new generation of studies that tackle gradience using inno-
vative experimental and conceptual tools. It relies extensively on magnitude estimation as a
means of collecting reliable gradient judgment data, and uses Optimality Theory as a basis for
formulating a model of gradience that is both grounded in linguistic theory and backed up by
extensive experimental studies.
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1.3. Overview of the Thesis

This thesis is divided into four parts: a background part (Chapter 2), an experimental part
(Chapters 3 and 4), a methodological part (Chapter 5), and a theoretical part (Chapters 6 and 7).

Chapter 2 spells out the background assumptions on which this thesis rests. In particu-
lar, it provides an overview of the problems connected with linguistic judgments in general, and
with gradient judgments in particular. The chapter also discusses the competence/performance
distinction and how it applies to gradient phenomena. Finally, an overview of Optimality The-
ory and an introduction to the magnitude estimation paradigm is provided.

Chapter 3 presents a series of experiments that aim to establish a number of gen-
eral properties of gradient linguistic judgments. These experiments deal with unaccusativ-
ity/unergativity, extraction, binding, and word order, and the aim is to investigate how con-
straint ranking, constraint type, and constraint interaction determine the degree of grammat-
icality of a given linguistic structure. The experimental findings indicate that there are two
types of constraint violations: soft constraint violations that cause only mild unacceptability
and induce gradience, and hard constraint violations that lead to strong unacceptability and
are manifested in binary acceptability judgments. For both types of constraints, violations are
cumulative, i.e., the unacceptability of a structure increases with the number of constraints it
violates. The soft/hard dichotomy then motivates the study of the interaction of gradience and
context in Chapter 4.

Chapter 4 reports a series of experiments on gapping, extraction, and word order that
confirm the basic observations that constraints are ranked and that constraint violations are cu-
mulative, but also provide additional evidence for the hard/soft dichotomy. The chapter presents
crosslinguistic data on word order that makes it possible to investigate the crosslinguistic be-
havior of hard and soft constraints. Furthermore, it is shown that context effects are a powerful
diagnostic of constraint type and results are presented that indicate that soft constraints are
subject to context effects, while hard constraints are immune to contextual variation.

Chapter 5 discusses the problems and opportunities that arise from web-based exper-
imentation, the methodology used for the experimental studies presented in Chapters 3 and 4.
The chapter explains the software that was used for these experiments and the safeguards that
were put in place to ensure the authenticity of the data obtained over the web. A number of
experiments are presented which demonstrate the reliability and validity of web-based studies.
This includes the web-based replication of the results of a lab-based study and a questionnaire-
based study.

Chapter 6 develops Linear Optimality Theory, a model of gradient grammaticality that
borrows central concepts from Optimality Theory, a competition-based grammatical frame-
work. Linear Optimality Theory is motivated by the experimental results on constraint ranking
and the cumulativity of violations, as demonstrated in Chapters 3 and 4. The core assumption
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of Linear Optimality Theory is that the relative grammaticality of a structure is determined by
the weighted sum of the violations it incurs. It is demonstrated that the parameters of the model
(the constraint weights), can be estimated using Least Square Estimation, a standard model
fitting algorithm. It is also shown that Standard Optimality Theory is a special case of Linear
Optimality Theory.

Chapter 7 shows the validity of Linear Optimality by presenting two types of mod-
eling studies: three small scale proof of concept studies that illustrate how specific properties
of gradient data are accounted for by Linear Optimality Theory, and two larger, more realis-
tic modeling studies that illustrate the interaction of a number of properties of gradient data.
Throughout this chapter, Least Square Estimation is employed to determine model parameters
(i.e., constraint ranks) from experimentally collected data. Crossvalidation is used to demon-
strate that the predictions of a model generalize to unseen data. On a theoretical level, the
modeling results show that certain properties of gradient data (the hard/soft distinction, con-
text effects, and crosslinguistic effects) do not have to be stipulated, but follow from the core
assumptions of Linear Optimality Theory.

1.4. Collaborations and Published Work

Three of the experiments reported in this thesis are the result of collaborations: Experiment 5
was conducted in collaboration with Ash Asudeh (Stanford); Experiments 11 and 12 were
conducted in collaboration with Theodora Alexopoulou (Edinburgh).

Some of the material presented in this thesis has been published or is presently under
review for publication; this applies to Chapter 2 (Keller 1999), Chapter 3 (Keller and Sorace
2000), Chapter 4 (Keller 2000, 2001; Keller and Alexopoulou 2001), and Chapter 6 (Keller
1998; Keller and Asudeh 2000).



Chapter 2

Background

The present chapter spells out the background assumptions on which this thesis rests. We pro-
vide an overview of the methodological issues connected with linguistic judgments in general,
and with gradient judgments in particular. We also discuss the competence/performance dis-
tinction and how it applies to gradient phenomena. Finally, we introduce the magnitude esti-
mation paradigm and give an overview of Optimality Theory.

2.1. Introduction

The data on which linguists base their theories typically consist of acceptability judgments, i.e.,
of intuitive judgments of the well-formedness of utterances in a given language. When a linguist
obtains an acceptability judgment, he or she performs a small experiment on a native speaker;
the resulting data are behavioral data in the same way as other measurements of linguistic
performance (e.g., the reaction time data used in psycholinguistics). However, in contrast to
experimental psychologists, linguists are generally not concerned with methodological issues,
and typically none of the standard experimental controls are imposed in collecting data for
linguistic theory.

Recently, there has been growing interest in the psychological aspects of linguistic
judgments. A number of researchers have set out to investigate the experimental properties
of acceptability judgments, as well as the implications that such experimental findings might
have for linguistic methodology. The present chapter tries to provide an overview of the most
relevant results, drawing mainly on the monographs byug&eh{1996) and Cowart (1997),
as well as on the seminal article by Bard et al. (1996).uB&h(1996) aims to show that the
methodological negligence that characterizes the bulk of linguistic research can seriously com-
promise the data obtained, and argues for a more reliable mode of experimentation, similar to
the one standardly used in experimental psychology. The contributions by Bard et al. (1996)
and Cowart (1997) are complementary to @zk’s (1996) more theoretically oriented discus-
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sion. Both studies propose new procedures for eliciting acceptability judgments by drawing on
methods from experimental psychology, and show how reliable, delicate data can be obtained
using these procedures.

This chapter is organized as follows. Section 2.2 analyzes the practice of using ac-
ceptability judgments as evidence in linguistics. It also discusses the competence/performance
dichotomy and its application to gradient judgments. Section 2.3 surveys the non-linguistic
factors that can influence acceptability judgments, with special emphasis on the role of mea-
surement scales and instructions. Based on this discussion, Section 2.4 discusges’sSch”
(1996) recommendations for eliciting reliable judgment data, and explains how these recom-
mendations are implemented in the present thesis. Section 2.5 elaborates on this by providing
a description of the magnitude estimation paradigm used in Chapters 3-5. Finally, Section 2.6
gives an overview of Optimality Theory, the theoretical framework that this thesis builds on.

2.2. Acceptability Judgments and Linguistic Theory

This section deals with the role of acceptability judgments in linguistic theory and argues that
in order to obtain reliable data, we have to pay attention to the psychological properties of
acceptability judgments. We also explore the competence/performance dichotomy that under-
lies most of the work in generative linguistics, and discuss its application to gradient linguistic
judgments.

2.2.1. Judgments as Evidence for Linguistic Theory

Acceptability judgments by native speakers are generally accepted as the main type of evidence
for linguistic theory. The use of judgment data is typically justified by a set of key arguments
that Schitze (1996: 2) summarizes as follows:

e Acceptability judgments allow us to examine sentences that rarely occur in sponta-
neous speech or corpora.

e Judgments constitute a way of obtaining negative evidence, which is rare in normal
language use.

e In observing naturally occurring speech data, it is difficult to distinguish errors (slips
of the tongue, unfinished utterances, etc.) from grammatical production.

e The use of acceptability judgments allows us to minimize the influence of communica-
tive and representational functions of language. Judgment data allow us to study the
structural properties of language in isolation.

This set of advantages explains the popularity of acceptability judgments as primary data for
linguistic theory. However, as Saotze (1996) argues, judgment data are often used by linguists
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in a dangerously uncritical fashion. “In the vast majority of cases in linguistics, there is not the
slightest attempt to impose any of the standard experimental control techniques, such as random
sampling of subjects and stimulus materials or counterbalancing for order effectsitZ8ch”
1996: 4). Linguists typically rely on a naive, intuitive way of collecting judgments, ignoring
psycholinguistic findings that show that acceptability judgments are subject to a considerable
number of biases, for which a naive methodology fails to control (see Section 2.3 for details).
“In the absence of anything approaching a rigorous methodology, we must seriously question
whether the data gathered in this way are at all meaningful or useful to the linguistic enterprise”
(Schitze 1996: 5).

Schitze (1996) also points out that current linguistic research makes crucial use of sub-
tle (and thus potentially controversial) judgments; it does not confine itself to cases of clear ac-
ceptability or unacceptability (which arguably can be established without using an experimental
methodology): “The days are over when linguistics had more than enough to worry about with
uncontroversial, commonplace judgment data, and the sophisticated and complex judgments
now in use by theoreticians assume much about human abilities that remains unproven, even
unscrutinized” (Schize 1996: 9). To substantiate this claim Side”(1996: 36—38) discusses
the use of subtle judgments in the widely cited studies by Aoun, Hornstein, Lightfoot, and
Weinberg (1987), Belletti and Rizzi (1988), and Lasnik and Saito (1984).

Belletti and Rizzi's (1988) study is particularly interesting as it makes extensive use
of gradient acceptability judgments, de facto employing a seven point scale for acceptability.
However, the authors fail to provide an explicit account of degrees of grammaticality:

But there is no general theory of which principlsisould cause worse vio-
lations. The theory makes no prediction about the relative badness of, say,
0-Criterion versus Case Filter violations, let alone about how bad each one is
in some absolute sense. The notion of relative and absolute badness of partic-
ular violations is ad hoc, and is used in just those cases where it is convenient.
(Schitze 1996: 43)

This problem is not limited to Belletti and Rizzi's (1988) paper. Even a well-known syntax
textbook such as Haegeman’s (1994) suffers from similar difficulties. Haegeman (1994) makes
extensive use of intermediate acceptability ratings, which in the absence of clear criteria on
how to record and interpret intermediate judgments can lead to serious inconsistencies, as Bard
et al. (1996) discuss in some detail.

These examples indicate that the use of gradient acceptability judgments is common
in the linguistic literature. However, the reliance on subtle data is not matched by the necessary
concern for experimental methodology. Also, the theoretical treatment of gradient data is typi-
cally ad hoc, with the majority of the studies failing to attempt a systematic account of gradient
grammaticality.
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2.2.2. Competence and Performance

Generative linguistics is based on the “fundamental distinction betweempetencethe
speaker-hearer’'s knowledge of his language) merfiormancethe actual use of the language

in concrete situations)” (Chomsky 1965: 4; see also Chomsky 1995: 14-18). This definition
seems to be widely shared among generative linguists and “[t]lhe goal of linguistic theory, un-
der this view, is to describe the knowledge [of language], independent of (and logically prior
to) any attempt to describe the role that this knowledge plays in the production, understanding,
or judgment of language” (Satze 1996: 20).

In this setting, a sentence ggammaticalif it is generated by the grammar of the
speaker i.e., it is in accordance with the linguistic knowledge that the speaker has. Grammati-
cality is therefore a notion that pertains to linguistic competence. Whether a sentanceps
able, on the other hand, is a question about linguistic performance, it pertains to the behavior
that the speaker exhibits. Linguistic judgments generated by the speaker are part of this behav-
ior, i.e., they constitute performance data.

The competence/performance dichotomy entails that acceptability judgments are not
sufficient to determine the grammaticality of a sentence. The performance of a native speaker
may be affected “by such grammatically irrelevant conditions as memory limitations, distrac-
tions, shifts of attentions and interest, and errors (random or characteristic) in applying his
knowledge of the language” (Chomsky 1965: 3). This means that theoretical considerations
have to come into play to decide the grammaticality status of a sentence. A linguist might want
to assume that certain sentences are grammatical, even though they are not accepted by native
speakers (or vice versa, as discussed below). For instance if a set of examples is clearly ac-
ceptable, it can be concluded that other structurally related examples should also be generated
by the grammar, even though they might not be acceptable. In such cases, the linguist’s intu-
ition about what grammars look like is more relevant than the native speaker’s intuition about
acceptability.

In the present thesis, we will assume that the competence/performance distinction car-
ries over essentially unchanged to the investigation of degrees of acceptability (as opposed to
the investigation of binary acceptability that characterizes mainstream linguistics). This means
that we assume that some aspects of gradient data are due to factors that pertain to grammatical
competence, while other aspects are due to performance effects. The decision which aspects to
subsume under competence and which ones to treat as performance is ultimately a theoretical
one; it cannot be settled on purely empirical grounds.

1it is important to note that “[ijt does not make any sense to speak of grammaticality judgments given
Chomsky’s definitions, because people are incapable of judging grammaticality—it is not accessible to their intu-
itions [...]. Linguists might construct arguments about the grammaticality of a sentence, but all that a linguistically
naive subject can do is judge acceptability” (848 1996: 26). The present thesis follows Chomsky's definitions
and treats the terms acceptable and grammatical as distinct (contrary to the practice of many other authors, including
Schitze 1996).
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The assumption that the competence/performance dichotomy holds for gradient data is
shared by Sternefeld (1998), who provides a detailed discussion of suboptimal (i.e., gradient)
linguistic structures, from which he derives the following classification of mismatches between
grammaticality and acceptability:

o Grammaticality without Acceptability This case arises for sentences that are gram-
matical, but are still rejected by native speakers on performance grounds. Well-known
examples that fall in this category are garden path sentences or center embeddings,
which are hard to process and therefore typically judged as unacceptable.

e Acceptability without Grammaticality This situation arises when a sentence is
clearly ungrammatical, but is still accepted by native speakers. Examples are provided
by Gibson and Thomas (1999), who show that three nested relative clause structures
are just as acceptable when only two verb phrases are included instead of the gram-
matically required three. Gibson and Thomas (1999) provide an explanation for this
effect in terms of memory limitations.

e Overdetermined and Underdetermined CasesThis category comprises construc-
tions where more then one (or no) grammatical rule is applicable. Examples include,
for instance, subject-verb agreement in English, which seems to be subject to both con-
ceptual number agreement and grammatical number agreement. This situation seems
to manifest itself in variable judgments (Sadock 1998).

On the basis of his survey of controversial example sentences in the theoretical literature,
Sternefeld (1998: 155) concludes that certain cases of gradience can be explained in terms
of grammaticality/acceptability mismatches. However, the bulk of the gradient data in the lit-
erature does not seem to fall in any of the three categories. Rather, these gradient phenomena
lend themselves to@ompetencéescription, i.e., to a description in terms of grammatical con-
straints. (Note also that attributing the gradience of such structures to performance factors is
likely to complicate an account of the human language processor in an undesirable fashion.)

The present thesis follows Sternefeld’s (1998) approach and pursues competence ex-
planations for gradience: the judgment experiments reported in Chapter 3-5 are designed to
investigategrammaticalaspects of gradience (see Section 1.2.2). Note that this means that we
are adopting an a priori position: given that no systematic performance explanation for gradi-
ence is available, we will work on the assumption that gradience is best analyzed in terms of
linguistic competence.

On the other hand, there are certain extra-linguistic factors that can influence gradient
linguistic judgments (measurement scale, instructions, order of presentation, field dependence,
handedness, and literacy), as already mentioned in Section 1.2.2. We will assume that these
influences can be factored out by applying rigorous experimental controls when gathering the
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judgments. A discussion of the relevant extra-linguistic factors will be provided in the next two
sections.

2.3. Factors Influencing Acceptability Judgments

“A great deal is known about the instability and unreliability of judgments” (So$1996: 1),

and Scluize (1996: 98-169) devotes a large part of his book to a discussion of the factors that
can influence judgment behavior and engender such instability and unreliability. His conclu-
sion is that “grammaticality judgments.[], while indispensable forms of data for linguistic
theory, require new ways of being collected and used” (&&h1996: 1¥. The present section
considers the most relevant factors that influence acceptability judgments, with special focus
on the effect of measurement scales and instructions.

2.3.1. Measurement Scales

If acceptability judgments are to be considered empirical data in the sense of experimental
psychology, then the measurement scale used for judgment elicitation is of crucial importance:

it determines what type of data is obtained and which mathematical (statistical) operations can
be carried out on the data. Sthé (1996: 77-81) discusses the types of measurement scales
that are commonly used in the experimental literature and assesses their respective usefulness
for eliciting acceptability judgments. Similar overviews are provided by Bard et al. (1996)
and Cowart (1997: 67-77), who make the case for the use of an interval scale for measuring
acceptability (see also Lodge 1981, who argues for the use of interval scales in sociological
guestionnaires).

2.3.1.1. Nominal Scales

A nominal scale consists of a set of category labels representing the possible values of the
property to be measured. The categories are assumed to be discrete and the only formal relation
defined on the categories is equality: two stimuli can be compared as to whether or not they fall
into the same category with respect to a given property. Note that no ordering relation is defined
for a nominal scale, and the only mathematical operation that can be performed is counting.
Hence statistical tests on nominal data have to be carried out on category frequencies.

Traditionally, linguistic examples are assigned labels like “acceptable” and “unaccept-
able”, i.e., they are measured on a nominal scale. Such an approach assumes that acceptability
is a binary notion, i.e., an individual speaker will either accept or reject an individual sentence.
Under this assumption, gradience can only emerge if the judgments of a number of speakers
are pooled and frequency statistics are computed.

2Similar issues are discussed in the literature on second language research (see Birdsong 1989; Chaudron
1983 for overviews).
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2.3.1.2. Ordinal Scales

An ordinal scale has the same properties as a nominal scale, but in addition, an ordering relation
is defined over the categories: stimuli can be compared in terms of their rank on the scale with
respect to the measured property. However, no commitment is made as to the distance of the
points on an ordinal scale, and again the only mathematical operation defined is counting,
allowing frequency statistics only.

Acceptability is measured on an ordinal scale if the traditional binary categories of
acceptable and unacceptable are complemented by intermediate ones. This is common practice
in contemporary linguistic theory, where symbols like “?”, “??", or “?*” are used in addition to
the traditional “*” to record gradient acceptability judgments. This practice can be systematized
by defining a consistent ordinal scale for acceptability, and much of the experimental literature
on linguistic judgments has followed this practice. However, it is an open question “how many
meaningful distinctions of levels of acceptability (relative or absolute) can be madelitgch”
1996: 77). Different experimental studies have used a variety of different scales, typically con-
sisting of three to twenty categories. An additional difficulty is that there is no agreement on
the definition of the categories.

This lack of agreement is problematic, as using the right measurement scale is crucial
for obtaining consistent data: “if you have too few levels, people collapse true distinctions arbi-
trarily, whereas if you have too many, people create spurious distinctions arbitrarilytit¢ech ™
1996: 78). Itis conceivable that there is no ordinal scale that is optimal for all cases; the number
of categories to be distinguished may vary with the linguistic phenomenon under consideration
(this would explain the disagreement in the literature on which scale to use). On top of this
problem, there are other difficulties with ordinal data, such as the question of how to quantify
inter- and intrasubject consistency, and the fact that relative judgments can be non-transitive
(Schitze 1996: 78-81).

2.3.1.3. Interval Scales

Just like an ordinal scale, an interval scale presupposes that an ordering is defined over the
measured categories. In addition, a distance relation has to be defined, i.e., it has to be possible
to specify the difference of any two points on the scale. Typically, an interval scale is used for
properties which can be measured numerically. Mathematical operations defined on interval
scales include addition and multiplication; therefore means can be calculated for the measured
values and parametric statistical tests can be carried out.

Standardly, linguistic data are not measured on an ordinal scale: it is determined
whether an example is more or less acceptable than another one, but not how much more
or less acceptable it is. Recently, however, a number of researchers have argued that linguistic
intuitions should be elicited on an interval scale using magnitude estimation, an experimental
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paradigm that has been shown to yield reliable and fine-grained measurements of linguistic
intuitions (Bard et al. 1996; Cowart 1997; Sorace 1992). Magnitude estimation seems particu-
larly suitable for addressing the problems raised by the use of gradient acceptability judgments
(see Section 2.2.1), and we will use magnitude estimation for all the experiments reported in
Chapters 3-5. The paradigm is described in more detail in Section 2.5.

2.3.2. Instructions

The instructions used for judgment elicitation have considerable influence on the outcome of
a judgment experiment. In most experiments, the speakers that function as subjects are naive,
and hence likely to be unfamiliar with the linguistic concepts that they are supposed to apply in
rating the stimuli. If no definitions for “grammaticality” or “acceptability” are provided, each
subject will use his or her own interpretation of these concepts, and the resulting data are likely
to be very noisy. Salitze (1996) observes that the majority of the studies he reviewed failed to
employ adequate instructions, and hence the data they report might be confounded and have to
be interpreted with caution.

In this context, Schtze (1996) refers to an experiment by Cowart that aimed to as-
sess the role of the instructions in eliciting acceptability judgments (reported also in Cowart
1997:55-61). This study used two types of instructions for judging the same set of sentences.
The first, “intuitive”, set of instructions asked subjects to base their ratings on their own reac-
tions to a sentence, and stressed that there are no right or wrong answers. The second, “pre-
scriptive” set of instructions evoked the scenario of an English professor marking term papers,
and required subjects to judge whether a sentence would be considered right or wrong in such
a context. No significant difference was found between the judgments for the two types of in-
structions, which leads Cowart (1997: 58) to suppose that “informants have very little ability to
deliberately adjust the criteria they apply in giving judgments”.

Schitze (1996) concludes that “as long as subjects are givemeexplicit set of in-
structions, the exact contents of those instructions might not matter a great deal, at least for
some classes of sentence types” (Bzh1996: 133). As Cowart’s results show, this might be
true for the instructions regrading theteria subjects are supposed to apply in their judgments.
However, theating scaleon which subjects express their judgments has been shown to be in-
fluenced by the instructions: Bard et al. (1996) found that subjects resorted to a familiar ordinal
scale (a ten point scale used for marking in school), unless they were explicitly instructed not
to do so. Only in this case could proper interval data be elicited. Note also that Gordon and
Hendrick (1997) found that the type of instructions can have an influence on judgments of the
coreference of noun phrases (see Section 5.3 for a discussion of Gordon and Hendrick’s (1997)
results.)
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2.3.3. Subject-Related Factors

Individual differences occur in many aspects of human cognition, and have also been shown to
influence acceptability judgments. A relevant individual factor is field dependence, a concept
used in personality assessment. “A field dependent (FD) person fuses aspects of the world and
experiences it globally, whereas a field independent (FI) person is analytical, differentiating
information and experiences into components” (8z87°1996: 177). Field dependence can be
assessed using several standard tests (such as the embedded figures test), and Nagata (1989b)
demonstrated that it has an influence on linguistic judgment behavior. The judgments of FI sub-
ject change with repeated exposure to the same sentence, while the judgments of FD subjects
do not. A follow-up study by Cowart et al. (1998), however, failed to fully support Nagata’s
(1989b) results on field dependence.

Another relevant factor is handedness, which is known to influence other aspects of
linguistic behavior (e.g., sentence processing). Handedness effects in linguistic judgments are
not unexpected, and indeed a study by Cowart (1989b) found effects of familial handedness on
judgments of sentences with subjacency violations: right-handed speakers without left-handed
relatives are more sensitive to subjacency violations (rate them as less acceptable) than right-
handers that have left-handed relatives.

A contentious issue is whether linguistic training has an influence on acceptability
judgments, and in particular whether linguists and non-linguists differ in their judgments.
Schitze (1996: 113-122) discusses this question in some detail, and concludes that the avail-
able experimental evidence is not sufficient to establish systematic differences between the
judgments of linguists and those of naive speakers. However, accordingutz&¢h996), “we
have enough reasons éxpect[judgments of linguists] to be different that linguists simply
ought to be excluded [as informants]” (3thé 1996: 187§.

Cowart (1997: 60) concurs: “Although it might be that sustained practice can sharpen
an individual's ability to give reliable judgments, there are also reasons to suspect (as has often
been suggested) that training can produce some theory-motivated bias.” Both authors conclude
that only data from naive speakers should be usedut2e1996) deplores the fact that this
suggestion is almost never followed by linguists, who “first consult their own intuitions (one
cannot find a more biased subject than the investigator), then their colleagues in the next office
(almost as biased), and if they are really ambitious, perhaps a couple of their students (not
exactly objective either, since students are likely to know which results their professors are
hoping for and would like to gain their favor)” (Satze 1996: 187).

SCowart (1997: 60) goes a step further and argues that, while it is possible in principle to experimentally
establish the influence of linguistic training on judgments, relevant experimental studies are unlikely to become
available, as they are very difficult to carry out for practical reasons. (Such experiments would involve a standardized
linguistic training program to be administered to a group of naive subjects, while monitoring the effects on their
judgment behavior.) The lack of relevant studies “makes data obtained from expert informants particularly difficult
to interpret”, hence Cowart gives preference to “evidence that does not rely on expert skills of unknown reliability”
(Cowart 1997: 60).
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2.3.4. Task-Related Factors

Measurement scale and instructions are important task-related factors in acceptability judg-
ments, as argued in sections 2.3.1 and 2.3.2. Another task-related factor discussedtby Sch”
(1996) is order of presentation. In experiments on the acceptability of participle adjuncts,
Greenbaum (1973, 1976) found that a sentence is judged less acceptable if it is presented at
the first position of a list of sentences. Order effects are also reported by Greenbaum and Quirk
(1970), and Saltze (1996: 134) concludes: “[c]learly, then, sentence order should be con-
trolled for, either by randomization or counterbalancing”. Cowart (1997: 94) agrees and points
out that “the informant’s state of mind may well change in relevant ways as she proceeds
through the [acceptability judgment] questionnaire. Fatigue, boredom, and response strategies
the informant may develop over the course of the experiment can have differing effects on
sentences judged at various points in the entire procedure”.

A well-established factor in judgment behavior is repetition. The repetition effect and
its interaction with other factors (such as field dependence) has been examined extensively by
Nagata (1987, 1988, 1989a,b,c). These results show that repetition within a short interval leads
to lower acceptability ratings, while repetition after a long interval (four months) has no sig-
nificant influence on judgments. Sdaké (1996) notes that the repetition effect also manifests
itself in what is known as “linguists’ disease”, i.e., the phenomenon that one’s acceptability
judgments become increasingly blurred and uncertain when one ponders long enough over
many examples of the same type. (This is another argument against relying on judgments pro-
vided by linguists.)

Another potential influence is mode of presentation: several studies have looked at the
differences induced by the visual or auditory presentation of sentences. It has been suggested
that the more formal mode of written presentation should lead to more stringent judgments,
but Schitze (1996: 147-149) concludes that the literature provides no firm evidence for this.
Finally, a number of studies have investigated the so-called anchoring effect: if a sentence is
judged as part of a set of severely unacceptable sentences it will receive a higher rating than
if it is part of a set of acceptable (or mildly unacceptable) stimuli. However, Cowart (1994)
demonstrated that, while the anchoring of experimental stimuli influences the absolute ratings,
it does not seem to affect relative judgment patterns.

2.4. Eliciting Reliable Acceptability Judgments

As we saw in Section 2.3, acceptability judgment behavior is influenced by a diverse number of
factors, both task-related and subject-related. Unless they are properly controlled for, these fac-
tors can introduce a considerable amount of variance into the data, which learizeSdi996)

to urge the use of experimental methods to obtain reliable judgments: “considerable care and
effort must be put into the elicitation of grammaticality judgments if we are to stand a chance
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of getting consistent, meaningful and accurate results”|{&eh1996: 171). This is particularly

true for gradient judgments, as argued in Section 2.2.1. In what follows, we discusze&gh”
(1996) and Cowart’s (1997) recommendations and describe how they are implemented in the
experimental methodology applied in the present thesis.

2.4.1. Materials

To minimize potential biases, Satzé (1996) suggests a number of basic controls that should
be applied when designing the sentence materials for an acceptability judgment experiment.
Detailed recommendations on how to construct sentence materials are also provided by Cow-
art (1997), as part of a comprehensive introduction to the design of acceptability judgment
experiments.

Presentation order as a potential confounding factor should be avoided by counterbal-
ancing the order of the stimulus sentences across different subjects. This can also be achieved
by randomizing the order of the materials for each subject, which is the option used in the
experiments reported in this thesis.

Also, the stimulus set should not contain substantially more acceptable than unaccept-
able sentences (or vice versa), as otherwise subjects might fall into a yea-saying or nay-saying
mode, or develop expectations about the stimuli that might bias their responses. We adhere to
this criterion by selecting the stimulus set and the fillers such that the number of acceptable
items roughly matches the number of unacceptable items.

Another potential confounding factor is the lexicalization of the stimulus sentences. In-
stead of testing individual sentences, an experiment should investigate sentences types, where
each sentence type is represented by several lexicalizations. In choosing the lexicalizations,
we have to take frequency into account, as the frequency of a lexical item can influence judg-
ment behavior. In the present thesis, this problem is addressed by balancing the experimental
materials for frequency, based on corpus counts for the relevant lexical items.

Furthermore, Saltze (1996) recommends the use of contextualized experimental sen-
tences, as “there are numerous ways that context can influence grammaticality, from bringing
out rare word meanings to priming certain parsing procedures’u{et996: 185). Such ef-
fects should be controlled for, i.e., “a supporting pragmatically related context should always
be provided” (Schtze 1996: 185). Otherwise subjects will make up their own contexts, thus
potentially increasing inter-subject variance in the ratings. All the experiments in Chapter 4
use contextualized stimuli, but also include a null context condition as a control. The results
indicate that for isolated sentences, subject seem to make minimal contextual assumptions (the
judgment patterns in a null context match the ones in an information structurally neutral con-
text, i.e., an all focus context). This justifies the use of isolated stimuli in the experiments in
Chapter 3.

Sentences that might trigger processing problems should be excluded from the test
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materials, as they are likely to confound the acceptability ratings (e.g., garden path sentences

and center embeddings are rated unacceptable, as demonstrated by Marks (1968) and Warner
and Glass (1987)). To our knowledge no such materials are contained in the data sets used for
the experiments in Chapters 3-5.

To obtain maximally fine-grained results, the stimulus set should consist of minimal
pairs, i.e., the sentences should “be matched as closely as possible on as many features as
possible, including semantic plausibility” (Satzé 1996: 186). This suggestion is adhered to
in all our experimental designs.

2.4.2. Procedure

Once necessary steps have been taken to reduce confounds in the sentence materials, the next
aim should be to minimize potential biases in the procedure of gathering judgments. Again
Schitze (1996) and Cowart (1997) provide a set of very useful recommendations, which will

be summarized in the following.

Schitze (1996) considers the selection of subjects the most important procedural issue.
“If it is the competence of normal native speakers that we claim to be investigating, we need to
study random samples of normal native speakers” ((&eh1996: 186f). In particular, linguists
should be excluded as informants, as their judgments are likely be confounded by theoretical
bias (see Sections 2.3.3 and 2.3.4). “If linguists wish to live up to scientific standards of data
validity, it is time for them to abandon the convenient fiction that data is never further away than
their own minds” (Schtze 1996: 187). We follow this recommendation: all the experiments
in Chapters 3-5 use naive native speakers as subjects, i.e., speakers that have had no prior
linguistic training.

Furthermore, the number of subjects used has to be large enough so that statistical
test can be carried out on the data. (This is another argument against the use of linguists as
informants, as normally only small numbers of linguists are available.) This recommendation
is adhered in all experiments reported in the present thesis.

Potentially relevant individual differences (see Section 2.3.3) should be recorded on a
gquestionnaire that accompanies the acceptability judgment experiments. This allows us to test
for an influence of these factors on the judgment data. Cowart (1997: 168f) gives an example
questionnaire on individual differences that includes sex, education, age, handedness, language
variety, and linguistic training. All our experiments include a pre-test questionnaire that is based
on Cowart’s (1997) recommendations. In some cases the results from this questionnaire are
relevant for the evaluation of the experimental data, e.g., in Experiments 1-3, where we make
use of data on the dialect region that subjects belong to.

As discussed in Section 2.3.2 the instructions given to subjects are likely have an im-
portant influence on the reliability of the judgment results. In particular, asit3eH{1996)
points out, “one cannot hope for the tergrmmmaticalor acceptableto have their intended
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meanings for naive subjects” (Sgdaé 1996: 188). He argues that the instructions should be as
specific as possible in defining these terms, preferably making reference to relevant examples.
This suggestion is implemented in the experiments reported in the present thesis: we use a set
of instructions that is based on recommendations in the magnitude estimation literature (see
Lodge 1981). In these instructions, the concept of “acceptability” is defined by example.

Schitze (1996) gives no clear recommendation as to the rating scale that should be
used. He holds that both relative and absolute ratings can be appropriate, depending on the
issue under investigation. Recent studies, however, favor the use of an interval scale based on
the magnitude estimation paradigm. Magnitude estimation has been shown to yield reliable
and maximally fine-grained judgment data (Bard et al. 1996; Cowart 1997), while avoiding
the problems with conventional ordinal scales (see Sections 2.3.1). In particular, Sorace (1992)
demonstrated that magnitude estimation can detect acceptability differences that go unnoticed
if an ordinal scale is used. The present thesis uses the magnitude estimation paradigm for all
experiments.

To ensure that subjects apply instructions and rating scale as intended, the judgment
experiment should be preceded by a series of warm-up trials, preferably involving sentences
similar to the ones used as experimental materials. All our experiments include two warm-
up phases: the first one is designed to familiarize the subjects with the concept of magnitude
estimation, the second one allows them to practice magnitude estimation on linguistic stimuli
similar to the ones used in the actual experiment..

In designing the materials for a judgment experiment, it is important to use a sufficient
number of filler sentences, i.e., to present the experimental items interspersed in a list of sen-
tences that are unrelated to the constructions under investigation. The fillers serve to prevent
subjects from becoming aware of the purpose of the experiment (as this might bias their judg-
ments). Also, the fillers allow the experimental items to be anchored, thus making sure that
subjects make proper use of the rating scale (fillers should cover the whole acceptability range,
see Cowart 1994). In all experiments reported in the present thesis, about half of the sentences
in each stimulus set are fillers.

2.4.3. Evaluation

A certain amount of variance will remain in the experimental data, even if all necessary controls
are applied. This variance could either be due to chance or could result from the experimental
manipulation, i.e., from a factor that the experiment is meant to investigate (e.g., the violation of
a certain grammatical constraint). In the latter case, the effect (e.g., a difference in acceptability)
is significant, in the former case non-significant. The only way of determining the significance
of an effect is by performing statistical tests on the data, and sot&£h{1996) most impor-

tant recommendation the use of statistical methods, a suggestion that “linguists consistently
ignore” (Schitze 1996: 195). This point is particularly important if degrees of acceptability are
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investigated: pure intuition is not sufficient for determining whether small differences in ac-
ceptability are reliable or not. (Cowart (1989a, 1997) demonstrates this point with respect to
extraction for picture NPs.) We adhere to this recommendation regarding evaluation in all ex-
periments reported in Chapters 3—4. Standard experimental statistics (analysis of variance and
associated post-hoc tests) are used to determine significant differences in acceptability.

Schitze (1996: 186—201) also considers the problem of inconsistencies in judgments,
i.e., how to interpret disagreements between speakers or changes over time in the ratings of
a single speaker. Experimental evidence presented by Cowart (1997) shows that the overall
judgment pattern for a given structure can be highly stable within a group of speakers, while
at the same time, the judgments of individual speakers show considerable variance. Cowart
concludes that, similar to other types of behavioral data, linguistic judgments seem to exhibit a
certain amount of random variance around a stable mean, which he takes as a strong argument
for collecting judgment data experimentally.

2.5. Magnitude Estimation

The present thesis relies crucially on subtle linguistic intuitions, viz., on judgments of the rel-
ative acceptability of competing linguistic structures. Such relative acceptability judgments
should be measured experimentally, since the informal elicitation technique traditionally used
in linguistics is unlikely to be reliable for such data, as argued extensively in Sections 2.2—
2.4. A suitable experimental paradigm is magnitude estimation (ME), a technigue standardly
applied in psychophysics to measure judgments of sensory stimuli (Stevens 1975). The mag-
nitude estimation procedure requires subjects to estimate the perceived magnitude of physical
stimuli by assigning values on an interval scale (e.g., numbers or line lengths) proportional to
stimulus magnitude. Highly reliable judgments can be achieved in this way for a whole range
of sensory modalities, such as brightness, loudness, or tactile stimulation (for an overview, see
Stevens 1975).

The ME paradigm has been extended successfully to the psychosocial domain (see
Lodge 1981 for a survey) and recently Bard et al. (1996), Cowart (1997), and Sorace (1992)
showed that linguistic judgments can be elicited in the same way as judgments for sensory or
social stimuli. Unlike the five- or seven-point scale conventionally employed in the study of
psychological intuition, ME allows us to treat linguistic acceptability as a continuum and di-
rectly measures acceptability differences between stimuli. ME’s use of an interval scale means
that parametric statistical tests can be applied for data analysis.

ME has been shown to provide fine-grained measurements of linguistic acceptability,
which are robust enough to yield statistically significant results, while being highly replicable
both within and across speakers. ME has been applied successfully to phenomena such as
auxiliary selection (Bard et al. 1996; Sorace 1992, 1993a,b; Sorace and Cennamo 2000; Sorace
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and Vonk 1998), coordination and binding (Cowart 1997), resumptive pronouns (McDaniel and
Cowart 1999),thattrace effects (Cowart 1997), compounding (McDonald 1995), extraction
(Cowart 1997; Keller 1996a,b), and selectional restrictions (Lapata, McDonald, and Keller
1999).

The ME procedure for linguistic acceptability is analogous to the standard procedure
used to elicit judgments for physical stimuli. Subjects are presented with a series of linguistic
stimuli, and have to respond by assigning a value to each stimulus proportional to the accept-
ability they perceive. Several different modalities can be used for expressing the response val-
ues? but previous studies tended to use either numeric values (e.g., Sorace 1992, 1993a,b) or
line lengths (e.g., McDonald 1995). Both modalities suffer from specific drawbacks. Numeric
judgments tend to exhibit an integer bias, as subjects prefer to use integers instead of making
estimates in the range of decimal numbers. Line drawing, on the other hand, has the problem
of physically restricting the range of subjects’ responses (as the space provided on a screen or
on a piece of paper is limited). In many cases, a regression bias is found for line drawing, i.e.,
subjects commonly draw unproportionally short lines for items at the upper end of stimulus
range.

Bard et al. (1996) used a cross-modal matching paradigm to show that ME data are
consistent when elicited cross-modally, i.e., using both numeric values and line lengths as re-
sponse modalities. Similar results are reported by Cowart (1997). We conclude that the choice
of response modality is essentially arbitrary, and decided to use the numeric modality for the
experiments in this thesis, as this facilitates data collection and evaluation.

2.6. An Introduction to Optimality Theory

Standard Optimality Theory deviates from more traditional linguistic frameworks in that it
assumes grammatical constraints to be (a) universal, (b) violable, and (c) ranked. Assump-
tion (a) means that constraints are maximally general, i.e., they contain no exceptions or dis-
junctions, and there is no parameterization across languages. Highly general constraints will
inevitably conflict; therefore assumption (b) allows constraints to be violated, even in a gram-
matical structure, while assumption (c) states that some constraint violations are more serious
than others. While, according to (a), the formulation of constraints remains constant across lan-
guages, the ranking of the constraints can differ between languages, thus allowing us to account
for crosslinguistic variation.

In an OT setting, a structure is grammatical if it is thyigimal structure in a set of can-
didate structures. Optimality is defined via constraint ranking: the optimal structure violates
the least highly ranked constraints compared to its competitors. The number of violations plays

4An overview of response modalities is given by Lodge (1981: 24ff), who also discusses the validation of
ME results via cross-modal matching.
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Table 2.1: Constraint profile for direct object extraction (simplified from Legendre et al.
1995: (22a))

\ [Q; [thinkcp [X;]1] | SuBCAT | BAR4 | BAR3 | BAR2 | *t |
a. what do [you [think [he [said {]]]] * * *
b. what do [you [think [t; that [he [said {]]]]] o o
c. what do [you [think [that [he [said;i]]]] * *

a secondary role; if two structures violate a constraint with the same rank, then the number of
violations incurred decides the competition. OT therefore deviates from traditional grammati-
cal frameworks in that the grammaticality of a sentence is not determined in isolation, but in
comparison with other possible structures. Note that there is no inherent restriction on the num-
ber of optimal candidates for a given candidate set; more than one candidate may be optimal
if several candidates share the same constraint profile, i.e., if they incur the same constraint
violations.

We will illustrate how OT works with a simple example taken from an accoumt/of
extraction by Legendre, Wilson, Smolensky, Homer, and Raymond (1995). Our example deals
with extraction from direct objects in English. Legendre et al. (1995) assume that the following
constraints govern extractionu8CAT, which states that the subcategorization requirements
of the verb have to be met; *t, which disallows traces (i.e., movement); amahBvhich rules
out movement that crosses more themarriers (for a definition of barrier, see Legendre et al.
1995). For English, the assumption is that these constraints are ranked as follows:

(2.1) SUBCAT > BAR4 > BAR3 > BAR2 > *t

This means that a violation ofu® CAT is more serious than a violation oiB4, which in turn
is more serious than a violation olAR 3, etc.

A crucial assumption in OT is that all candidate structures (syntactic representations)
that take part in a grammatical competition are generated from a common input, assumed to
be a predicate argument structure by Legendre et al. (1995). The input structure specifies the
verb and the arguments of the verbs, plus operators and scope relations that might be present.
(Section 7.1.1 sets out the assumptions that the present thesis makes about the input in more
detail.) As an example, consider the first line of Table 2.1: This input contains thehiekb
(subcategorizing for a CP complement) and specifies that its argument has to contain a syntactic
variable x which is in the scope of a question operatqr Quch an input has to be realized by
awh-question. (For a discussion of the problem of input representations, see Section 7.1.1.)

Possible realizations of this input are the candidates (a)—(c) in Table 2.1. These can-
didates violate different constraints, as indicated by the asterisks in Table 2.1. For example,
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candidate (a) violatesu®CAT (as the verb takes an IP complement, instead of a CP comple-
ment), *t (due to the movedh-element it contains), and4& 3 (because the movement crosses
three barriers).

The optimal structure in a candidate set is computed as the structure that violates
the least highly ranked constraints. As an example, consider the competition between can-
didates (a) and (c): (a) violatesyBCAT, while (c) violates B\R4. According to the constraint
hierarchy in (2.1), 8BCAT is ranked higher than AR4, which means that candidate (c) wins
the competition. Note that all the other constraints that are violated by either of the candidates
are not taken into account in determining the winner. Only the most highly ranked constraint
on which the two candidates differ matters for the constraint competitiict(domination
of constraints). Two candidates differ on a constraint if one candidate violates that constraint
more often than the other one (e.g., (a) violates SAT once, while (b) violates it zero times).

In Table 2.1 the optimal candidate is (b): It wins against (c), as it violates2Bnstead
of BAR4. The additional trace that (b) contains allows it to avoid crossing four barriers at
once. This means that (b) incurs two violations of *t (instead of just one). However, this is not
relevant to the competition with (c), due to strict domination. (Note that (a) would win if the
input containedhink subcategorizing for an IP.)

Another important aspect of OT can also be illustrated using the extraction example: In
OT, crosslinguistic variation can be accounted forchystraint re-rankingAssume that there
is an additional constraint *Q, which disallows empty question operators. For English, the
ranking *Q>> *t holds. This means that questions are formed by movementeélements,
while in-situ wh-elements, which have to be bound by the Q operator, are ungrammatical.
Chinese, on the other hand, exhibits the opposite ranking *Q, i.e., the use of an empty
question operator is preferred to the use of a trace. This explains why in Chivteséements
remain in situ in direct object extractions, where thk-element is bound by the Q operator.
English, on the other hand, requine&-movement in such configurations, as illustrated by the
example in Table 2.1.

2.7. Conclusions

This chapter presented the background for both the experimental (Chapters 3-5) and the the-
oretical part (Chapters 6 and 7) of this thesis. The main goal was to provide an overview of
the methodological issues related to linguistic judgments. We discussed the practice of using
acceptability judgments in linguistics and pointed out potential problems with this practice in
general, and with its application to gradient data in particular. We also dealt with the com-
petence/performance dichotomy that underlies linguistic theory and argued that it applies to
gradient judgments essentially unchanged.

Following Schitze (1996), we reviewed the literature on acceptability judgments and
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concluded that there is a strong case for the use of experimental methods for eliciting judgment
data. A multitude of factors that potentially affect judgment behavior has been identified, and
the conventional intuitive approach to judgment collection is clearly inadequate to control for
these factors. Experimental procedures have to be applied to minimize potential biases in judg-
ment elicitation, and experimental statistics has to be employed to establish the significance of
observed differences in acceptability.

Based on this premise, we reviewed the recommendations hyZ&cf1996) and Cow-
art (1997) on how to collect reliable judgment data, and discussed the implementation of these
recommendations in the experiments reported in this thesis. We also gave an overview of the
magnitude estimation paradigm that is used throughout the thesis.

Finally, we presented an introduction to Optimality Theory, the competition-based
grammatical framework that guides both the experimental and the theoretical investigations
in the remainder of this thesis.



Chapter 3

Gradient Grammaticality out of
Context

This chapter presents a series of experiments that establish a number of general properties of
gradient linguistic judgments. The experiments deal with unaccusativity, extraction, binding,
and word order, and the aim is to investigate how constraint ranking, constraint type, and con-
straint interaction determine the degree of acceptability of a given linguistic structure.

The experimental findings indicate that two fundamental properties of linguistic con-
straints are responsible for gradience in grammar. Firstly, constraints are ranked, in the sense
that some constraint violations lead to a greater degree of unacceptability than others. Secondly,
constraint violations are cumulative, i.e., the degree of unacceptability of a structure increases
with the number of constraints it violates.

The results reported in this chapter also indicate that two constraints types can be dis-
tinguished experimentally: soft constraints lead to mild unacceptability when violated, while
hard constraint violations trigger serious unacceptability. Crosslinguistic studies lead to the hy-
pothesis that only soft constraints are subject to crosslinguistic variation, while hard constraints
are immune to crosslinguistic effects.

This hypothesis, as well as the interaction of soft and hard constraints with context,
will be subject to further experimental study in Chapter 4.

3.1. Introduction

The aim of the present thesis is to provide an experimentally motivated model of degrees
of grammaticality. In Section 1.2.2 we distinguished between linguistic and extra-linguistic
factors that influence gradient judgments, and in Sections 2.3 and 2.4 we argued that extra-
linguistic influence can be factored out with by applying rigorous experimental controls in the
collection of gradient judgments.

43
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Linguistic factors can be further subdivided into competence and performance factors,
and in Section 2.2.2 we argued that this competence/performance distinction carries over essen-
tially unchanged to the study of degrees of grammaticality (as opposed to the study of binary
grammaticality). The present thesis will pursue competence explanations of gradience, i.e., in
the absence of systematic performance explanations, we will assume that gradience pertains
to the linguistic knowledge of the speaker, traditionally considered the domain of linguistic
theory.

The experiments presented in Chapters 3 and 4 are designed to address a set of fun-
damental questions regarding competence aspects of gradience in grammar. In the following
section, we provide a brief outline of these questions.

3.1.1. Constraints

As the basis for investigating questions regarding gradient linguistic structures, we have to
establish a set of linguistic constraints that allow us to formulate these questions.

We use the term constraint in a fairly theory-neutral sense, referring to a principle or
rule of grammar that can be either satisfied or violated in a given linguistic structure. While
we draw some of our constraints from the existing theoretical literature, we generally adopt a
notion of constraint that is essentially descriptive. By this we mean that whether a constraint is
violated or not can be read off the surface string of a given sentence (e.g., the subject precedes
the object), as opposed to being the consequence of underlying theoretical constructs (e.g., the
subject has moved to specifier position).

In this sense, our use of the term linguistic constraint diverges from its use in current
linguistic frameworks such as Optimality Theory (OT; Prince and Smolensky 1993, 1997; see
Section 2.6 for an overview), which rely on a theory-driven notion of constraint. We opt for de-
scriptive constraints as these allow us to formulate our results in a manner that is largely theory-
neutral. This is desirable as we are mainly interested in questions pertaining to the behavior of
constraints (constraint type, constraint ranking, constraint interaction, detailed below), rather
than in the constraints proper.

Nevertheless, the experimental results presented in Chapters 3 and 4 make a contribu-
tion to linguistic theory. Each experiment investigates the influence of a set of constraints on
the acceptability of a certain linguistic structure. By demonstrating such an influence (or its
absence), our experimental data contribute to settling data disputes in the theoretical linguistic
literature. The underlying assumption is that such data disputes are the results of the infor-
mal data collection techniques employed in theoretical linguistics, which are not well-suited to
investigate the behavior of gradient linguistic data (as argued in Sections 1.2 and 2.4).
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3.1.2. Constraint Ranking

The first question to be addressed in the present chapter concerns constraint ranking. Our aim is
to provide evidence for the fact that linguistic constraints are ranked, i.e., differ in their relative
importance.

To investigate this question experimentally, we employ an operational definition of
constraint ranking based on the relative unacceptability caused by a constraint violation; the
higher the degree of unacceptability caused by the constraint violation, the more important the
constraint. In other words, a constra@itis ranked higher than a constray if a violation of
C, leads to a higher degree of unacceptability than a violatid@y,of

This definition of constraint ranking differs from the one standardly employed in Opti-
mality Theory. In OT, constraint ranking is merely a tool for formalizing constraint competition;
no direct correspondence between constraint ranks and degrees of acceptability is assumed.
Constraint rankings are used to determine the optimal candidate in a set of candidate struc-
tures. This optimal candidate is predicted to be grammatical; no predictions are made about
suboptimal constraints and their degree of ungrammaticality.

We will make crucial use of evidence on constraint ranking in developing a model of
gradience in Chapter 6. The task of this model will be to predict the degree of grammaticality
of a given structure from the ranks of the constraints the structure violates.

3.1.3. Constraint Types

The second question we address in this chapter deals with constraint types. The aim is to
determine if gradience affects all linguistic constraints in the same way, or if it is restricted to
certain constraints, while other constraints trigger binary acceptability judgments.

This leads to the more general question whether gradient data can provide criteria for
a classification of constraints into constraint types. One criterion for such a classification is
whether a given constraint triggers gradience or not. Other criteria include the interaction of
gradience with other linguistically important factors, such as crosslinguistic variation or con-
text. The present chapter will deal with crosslinguistic variation, while Chapter 4 will investi-
gate the interaction of gradient grammaticality and context.

A classification of constraints into types is important for the design of a model of
gradience (the subject of Chapter 6). Such a model should either incorporate the classification
as one of its fundamental assumptions, or it should make it possible to derive the classification
from more fundamental properties of the model. In particular, the model should predict how the
type of a constraint affects its behavior with respect to, for instance, crosslinguistic variation
and context effects.
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3.1.4. Constraint Interaction

The third question we address concerns the interaction of constraints. By constraint interaction
we mean the behavior of structures that incur multiple constraint violation.

Again, we rely on an operational definition: the interaction of two constraints can
be determined by investigating the degree of unacceptability of a structure that violates both
constraints, and comparing it to the degrees of unacceptability of structures that violate only
one of the two constraints. An accurate picture of constraint interaction can be built up by
investigating structures that violate constraints of different ranks and types.

Experimental data on constraint interaction make it possible to distinguish between
competing accounts of constraint interaction. Relevant theoretical proposals include OT'’s prin-
ciple of strict domination, which states that the highest ranking constraint on which two struc-
tures conflict is crucial for deciding which of the structures is optimal (see Section 2.6). Strict
domination entails that the violation of a constraihtannot be compensated by any number
of violations of constraints that are lower ranked tianTrhis means that there is no ganging
up of multiple lower ranked constraints against a higher ranked constraint.

Other forms of constraint interaction are conceivable. A simple alternative approach
would be the summation of constraint violations: here, the degree of ungrammaticality of a
structure is computed from the sum of the individual constraint violations is incurs. Based on
our operational definitions of constraint ranking and constraint interaction, we can compare the
prediction of proposals such as strict domination or the summation of violations.

Experimental results on constraint interaction are crucial for developing the model of
gradience in grammar proposed in Chapter 6, as well as for evaluating competing models of
gradience that were proposed in the literature, such as the markedness molied {19199)
and the Gradual Learning Algorithm (Boersma 1998; Boersma and Hayes 2001; Hayes 2000).

3.1.5. Coverage

The present thesis attempts to make maximally general claims about gradient structures with
respect to constraint ranking, constraint type, and constraint interaction. The experimental stud-
ies are designed to cover all major grammar modules as standardly assumed in a syntactic
framework such as Government and Binding Theory (GB; Chomsky 1981, 1986), viz., Theta
Theory, Movement Theory, X-bar Theory, and Case Theory (as classified in Haegeman 1994).
Furthermore, we draw on experimental data from a variety of languages (English, German, and
Greek). One phenomenon (word order) serves as a case study; this phenomenon will be inves-
tigated in considerable detail, and in more than one language. The data on word order allows
us to formulate crosslinguistic claims, and will be utilized for an extensive test of our model of
gradience (see Chapter 7).

Table 3.1 gives an overview of the syntactic phenomena investigated in this thesis, and
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Table 3.1: Syntactic modules covered by the experimental data

module phenomenon exp. language factors

Theta Theory unaccusativity,, 2, 3 German  verb class, animacy, telicity
unergativity

Movement Theory extraction 4,9 English verb class, referentiality, defi-

niteness, inversion, resumptive
pronouns, agreement

Binding Theory exempt 5 English verb class, referentiality, defi-
anaphors niteness, intervening binder
X-bar Theory gapping 7,8 English verb frame, remnant type,

subject-predicate interpretation,
simplex sentence
Case Theory word order 6, 10,Greek, case marking, pronominaliza-
11,12 German tion, verb position, clitic dou-
bling, accent placement

also lists the relevant experimental factors and the grammar modules and languages covered.

3.1.6. Acceptability Marks

The use of acceptability marks like “?” and “*” is problematic for gradient data, as discussed

in Section 2.3.1.2. For expository purposes, however, we will supply acceptability marks for
the example sentences cited in this thesis. While this goes against the general approach of the
thesis (viz., relying on experimental data instead of on intuitive acceptability ratings), it was
felt that omitting acceptability marks would make the argumentation hard to follow.

Therefore, the following convention will be adopted throughout the present chapter
and Chapter 4. We will use “*” to mark a sentence that incurs at least one violation of a hard
constraint, while “?” will be used to indicate at least one violation of a soft constraint. Sentences
will be without acceptability mark if they do not incur violations, or if their acceptability status
is unclear (and has to be settled experimentally). The meaning of the hard/soft distinction will
be come clear in the course of the present chapter. Examples from the literature are reported
with their original acceptability marks; the meaning of these marks might not correspond to the
conventions adopted in this thesis.

3.2. Experiment 1: Effect of Verb Class on Unaccusativity and
Unergativity
We start our investigation of gradience in grammar with an experiment on constraint types.

The phenomenon under investigation is unaccusativity/unergativity, as manifested in auxil-
iary selection and impersonal passive formation in German. It has been proposed that unac-
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cusative/unergative verbs can be classified into two types, core and peripheral verbs, based on
their crosslinguistic behavior. The present experiment will provide support for this classifica-
tion, combining evidence from gradient judgments with evidence from crosslinguistic varia-
tion. (The experiment deals with dialect variation, which we consider an instance of crosslin-
guistic variation.)

We will argue that two types of constraints, soft and hard constraints, underlie the
distinction between core and peripheral verbs. This classification will form the basis for Ex-
periments 4-6 in the remainder of this chapter, where the investigation of constraint types is
extended to additional linguistic phenomena. The soft/hard distinction also underpins Exper-
iments 7-12 in Chapter 4, where the investigation of context effects will provide additional
support for the hard/soft dichotomy.

3.2.1. Background

Central to Sorace’s (2000) account of unaccusativity and unergativity in western European
languages is a classification of intransitive verbs into a set of semantic classes (which will be
discussed in more detail in Section 3.2.1.1). These verb classes are organized in a hierarchy as
follows:

(3.1) Auxiliary Selection Hierarchy
change of location selecke (least variation)
change of state
continuation of state
existence of state
uncontrolled process
controlled process (motional)
controlled process (non-motional) seleats/E (least variation)

The Auxiliary Selection Hierarchy forms the basis for the distinction betveeemandperiph-
eral verbs. Core unaccusative verbs reside at the top of the hierarchy, and select the equivalent
of BE as their auxiliary. Core unergative verbs are located at the bottom of the hierarchy, and
select the equivalent ofavE as their auxiliary. As we move towards the center of the Auxiliary
Selection Hierarchy, the verb classes become more and more peripheral. Peripheral verbs are
subject to crosslinguistic differences and exhibit gradient auxiliary selection preferences.
Sorace (2000) also observes that the auxiliary selection behavior of peripheral verbs is
influenced by non-syntactic factors such as animacy and telicity. Animacy effects can be tested
by comparing the auxiliary preference for a given verb with animate and inanimate subjects.
Telicity effects emerge if the auxiliary preference of a verb can be modified by adding a telic
or atelic adverbial.
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Sorace’s (2000) classification of unergative and unaccusative verbs is based on judg-
ment experiments for Italian (Bard et al. 1996; Sorace 1992, 1993a), French (Sorace 1993b),
and Dutch (Sorace and Vonk 1998). Dialect variation has been investigated by Sorace and Cen-
namo (2000), who deal with auxiliary selection in Paduan. Other relevant experimental work
includes the acquisition study by van Hout, Randall, and Weissenborn (1993) and Bard, Frenck-
Mestre, Kelly, Killborn, and Sorace’s (1999) comparison of auxiliary selection judgments with
real-time measurements such as eye tracking data. To our knowledge, there are no previous
experimental studies of auxiliary selection and impersonal passive formation in German.

3.2.1.1. Verb Classes

Change of Location Verbs denoting a change of location have a strong telic component and
are classified as core unaccusatives by Sorace (2000). This classification seems to be crosslin-
guistically valid, and also extends to German, where verbs in this class select the aweiiary

“be”. Class members include the verkeammen“come”, fliichten“flee”, abreiseri‘depart”,
andentkommeriescape”, as illustrated in (3.3).

(3.2) DerGefangenest/*hat schnellentkommen.

the prisoner is/has quickly escaped
“The prisoner escaped quickly.”

The auxiliary selection behavior of change of location verbs is stable even if they are de-
telicized, as in (3.3); the alternative auxiliahaben“have” is seriously unacceptable. This
confirms the status of these verbs as core unaccusatives.

(3.3) Es sind/*haberstundenlangsefangenentkommen.

ExPL are/have  forhours  prisoners escaped
“Prisoner escaped for hours.”

Change of State Verbs in this class denote a change of state other than a change of location.
Change of state verbs can be telic, suclvexsterberi'die” or verschwinderi'disappear”, or

they can denote a gradual change of state, ei@chsen‘grow” or steigen“increase”. Both
types selecseinin German:

(3.4) a. Da«ind ist/*hatschnellgewachsen.
The girl is/has quickly grown
“The girl grew quickly.”
b. DerGroRvaterist/*hat unerwartet verstorben.

the grandfatheis/has unexpectediglied
“The grandfather died unexpectedly.”

Note that change of state verbs are not sensitive to detelicization:

10n the use of acceptability marks in this chapter, see Section 3.1.6.
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(3.5) DieTemperaturst/*hatdrei Stunderlanggestiegendannist/*hatsiewiedergefallen.

the temperaturds/has threehours longrisen then is/has it again fallen
“The temperature fell for three hours, then it rose again.”

Similar construction in Dutch allow both auxiliaries (van Hout et al. 1993).

Continuation of State The verbs in this class are stative; the denote the continuation of a
pre-existing state. Examples includiberleberi'survive”, dauerrflast”, verweilen“stay”, and
verharren“persist”. These verbs are unergative in German; they prefer the auxhiagn
“have”:

(3.6) DerWanderer?ist/hatkurz verweilt.

the hiker is’/has briefly stayed
“The hiker stayed briefly.”

Verbs of this class do not seem to be sensitive to detelicization:

(3.7) a. DetWanderer?ist/hataufdem Rastplataverweilt.

the hiker is’/has at the resting placstayed
“The hiker stayed at the resting place.”

b. DerWandererist/hateinelangeZeit verweilt.

the hiker islhas a long time stayed
“The hiker stayed a long time.”

Note, however, that the alternative auxiliagginis not completely unacceptable with verbs of

this class (see (3.6) and (3.7)), which points to the fact that the class member as peripheral
unergatives. This is also evidenced by the observation that some verbs of continuation of state
prefersein

(3.8) DerWandereiist/*hatkurz geblieben.

the hiker is/has briefly stayed
“The hiker stayed briefly.”

This includesbleiben“remain” and its derivativeszurickbleiben“stay behind”, dableiben
“stay put”, etc.). Sorace (2000) points out that “remain” type verbs also show exceptional aux-
iliary selection behavior in French and Dutch.

Existence of State Verbs in this class denote the existence of a state. This can either be a
concrete physical state in verbs likgistieren‘exist”, besteheribe the case”, osein“be”, or

a psychological state like in verbs suchstheineri'seem”, gefallen“please”, orausreichen
“suffice”. The first category also includes verbs denoting the maintenance of a position like
sitzen“sit”, steheri'stand”, hocken"squat”, orknieen“kneel”. These positional verbs exhibit
gradience, i.e., they allow both auxiliaries to a certain extent:

2In English, maintenance of position verbs suchsisor kneel also have an assume position reading
(Levin and Rappaport Hovav 1995). This reading is not available for the corresponding verbs in German, which
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(3.10) DieBetende ?ist/hatwirdevollgekniet.

The praying persoris/has dignified kneeled
“The praying person kneeled with dignity.”

The gradient auxiliary selection behavior seems to be preserved even if the verb is detelicized:

(3.11) a. DieBetende ?ist/hatauf demBeichtstuhlgekniet.

The praying persornis/has on the confessionakneeled
“The praying person kneeled on the confessional.”

b. DieBetende ?ist/hatstundenlangyekniet.

The praying persornis/has for hours  kneeled
“The praying person kneeled for hours.”

Psychological state verbs lilseheinerfseem” orreichen‘“suffice” fail to show gradience and
selecthaben Other existence of state verbs sucheadstieren“exist” also selecthaben An
exception issein“be”, which also denotes existence, but selsamas its auxiliary.

The heterogeneous auxiliary selection pattern in this class confirms that existence of
state verbs are peripheral in the Auxiliary Selection Hierarchy (see (3.1)). Another point in
case is the fact that positional verbs exhibit gradient auxiliary selection behavior, i.e., they
allow both auxiliaries, at least to a certain extent. Note that dialect variation has been observed
for the existence of state class; this will discussed in Section 3.2.1.3.

Uncontrolled Process The verbs in this class share the property of referring to non-volitional
processes, i.e., processes not controlled by the subject. Two subclasses can be distinguished.
The first class contains verbs of involuntary reaction either not involving motion gehiauid-
ern“shudder”,zittern*jitter”, and beberi‘tremble”), or involving motion (e.g.torkeln*“totter”,
taumeln“stagger”, orwackeln “waggle”). Both types of verbs selebaben

(3.12) a. DieFrau *ist/hatangstvollgezittert.

the womanis/has fearfully jittered
“The woman jittered with fear.”

b. DieFrau ?ist/hatetwasgetorkelt.

the womanis/has a-bit tottered
“The woman tottered a bit.”

systematically alternate with reflexive assume position verbs sicf).setzefisit”, sich steller'stand”, sich hocken
“squat”, orsich knieerf'’kneel”. The contrast is illustrated by the following example:

(3.9 a. *DasKind ist/hataufdenBodengehockt.
the childis/hason thefloor squated
“The child squatted on the floor.”
b. DasKind *ist/hatsichaufdenBodengehockt.
the childis/has selfon thefloor squated
“The child squatted on the floor.”

Note that reflexive verbs unambiguously selegbenin German.
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Verbs of involuntary reaction involving motion can be telicized by adding a directional adver-
bial. They then behave like motion verbs and selecsieim®

(3.13) a. DieFrau *ist/hatin derWohnunggetorkelt.

the womanis/has in the flat tottered
“The woman tottered in the flat.”

b. DieFrau ist/*hatin die Wohnnunggetorkelt.

the womanis/has into the flat tottered
“The woman tottered into the flat.”

The second class of uncontrolled process verbs includes verbs of emission suchpa
“rumble”, brummen'buzz”, andklappern‘rattle”. These verbs typically selettaben

(3.14) DerZug *ist/hatlaut gerumpelt.

the trainis/has noisily rattled
“The train rattled noisily.”

Again, verbs of this type can be telicized by adding a directional adverbiakliden Bahnhof

“into the station” (see (3.15a)). In this case, the verb is interpreted as a motion verb (where
the motion includes a sound emission), and we fingea preference. In the presence of a
positional adverbial such a1 Bahnhof*in the station”, we get an atelic interpretation and

a habenpreference (see (3.15b)). (This phenomenon is documented in Levin and Rappaport
Hovav 1995.)

(3.15) a. DeiZugist/*hatin denBahnhofgerumpelt.

the trainis/has in the station rattled
“The train rattled into the station.”

b. DerZug *ist/hatim Bahnhofgerumpelt.

the trainis/has into thestation rattled
“The train rattled in the station.”

The fact that these auxiliary shifts occur indicates that uncontrolled process verbs are peripheral
unergatives.

Controlled Process (Motional) Verbs in this class describe the physical motion of the sub-
ject and usually denote a manner of motion. Motion verbs are generally unergative in French,
Italian, and Dutch, and selesiavE. In German, however, motion verbs tend to sebset

(3.16) DieFrauist/?hatschnellgeschwommen.

the man is/has rapidly swam
“The woman swam rapidly.”

3In Section 3.3.1 we will argue (on the basis of the outcome of Experiment 2) that verbmdifee/n
‘totter’ do not in fact belong to the class of uncontrolled process verbs. Rather, they are verbs of manner of motion,
which explains why they display the alternations typical for controlled process (motional) verbs. This includes
telicization by a directional PP as illustrated in (3.13).
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This seems to be a gradient phenomenon, i.e., some motion verbs/aloento a certain
degree:

(3.17) a. DieNachbarinist/?hatliangsamgeschlurft.

the neighbor is/has slowly scuffled
“The neighbor scuffled slowly.”

b. DieTanzerinist/?hatlangsamgetanzt.

the dancer is/has slowly danced
“The dancer danced slowly.”

This indicates that motion verbs are peripheral unaccusatives. This is also supported by the fact
that they undergo auxiliary shifts, consider the contrasts (3.18):

(3.18) a. DieFrau ist/*hatans Ufer geschwommen.

the womanis/has to theshoreswam
“The woman swam to the shore.”

b. DieFrau *ist/hatim Flussgeschwommen.

the womanis/has intheriver swam
“The woman swam in the river.”

For controlled process (motional) verbs suchsaBwimmer'swim” in (3.18), a telic reading
induces an auxiliary preference feein while an atelic reading induces a preferencetfaben
The telic reading can be triggered by a directional adverbial su@nadJfer‘to the shore”
(see (3.18a)), while an atelic reading can be triggered by a positional adverbial sachlass
“in the river” (see (3.18b)). (This phenomenon is documented in Levin and Rappaport Hovav
1995.)

Another indicator of the peripheral status of these verbs is the fact that they are subject
to dialectal variation (discussed in Section 3.2.1.3).

Controlled Process (Non-Motional) Verbs in this class denote non-motional, agentive pro-
cesses. Sorace (2000) classifies them as core unergatives as they are consistently unergative
across languages. Examples includden“talk”, warten“wait”, telefonieren‘phone”, orar-
beiten“work”. These verbs seled¢tabenin German:

(3.19) DielLehrerin*ist/hatdauernd geredet.

the teacher is/has continuouslytalked
“The teacher talked continuously.”

No gradience is attested for the auxiliary selection behavior of the verbs in this class; the
alternative auxiliaryseinis seriously unacceptable.
3.2.1.2. Impersonal Passives

A number of unergative diagnostics other than auxiliary selection have been proposed for Ger-
man (Grewendorf 1989; Seibert 1993). In this thesis we focus on impersonal passive formation,
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which has been claimed to be possible with unergative verbs, but not with unaccusative ones
(Levin and Rappaport Hovav 1995; Zaenen 1993). Examples for the verb classes discussed in
the previous section are given in (3.20) and (3.21). Core unaccusatives like change of location
verbs disallow impersonal passives; in peripheral unaccusatives like continuation of state and
existence of state verbs, the acceptability of impersonal passives is reduced:

(3.20) a. Change of Location
*Eswurdeschnellentkommen.

it was quickly escaped
b. Change of State

*Es wurdelangsamerrotet.

it was slowly blushed
c. Continuation of State

?Eswurdekurz verweilt.

it was briefly stayed
d. Existence of State (Positional)

? Eswurdewirdevollgekniet.
it was dignified kneeled

For core unergatives like controlled process (non-motional) verbs, impersonal passives are fully
acceptable. The judgments for the other unergative classes vary:

(3.21) a. Uncontrolled Process (Involuntary Reaction)
*Es wurdeangstvollgezittert.

it was fearfully jittered
b. Uncontrolled Process (Emission)

?Eswurdelaut gerumpelt.

it was noisily rattled
c. Controlled Process (Motional)

? Eswurdeschnellgeschwommen.

it was rapidly swam
d. Controlled Process (Non-Motional)

Eswurdedauernd geredet.
it was continuouslytalked

3.2.1.3. Dialect Variation

Sorace’s (2000) account predicts crosslinguistic variation in the unergative/unaccusative be-
havior of peripheral, but not of core verbs. Under the assumption that dialect variation is an
instance of crosslinguistic variation, we would expect the auxiliary selection behavior of pe-
ripheral verbs to be subject to dialectal differences, while the auxiliary selection behavior of
core verbs should be stable across dialects. There is evidence for this hypothesis from dialects
of Italian, such as the Friul and Veneto dialects discussed by Haider and Rindler-Schjerve
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(1987), or Sardinian discussed by Sorace (2000). Further evidence on dialect variation comes
from the study of auxiliary selection in Paduan reported by Sorace and Cennamo (2000).

Data from dialects of German is only mentioned in passing by Haider and Rindler-
Schjerve (1987), who observe that the veslizen“sit”, liegen‘lie”, and steheri'stand” select
habenin northern varieties of German, while they selseinin southern varieties (Bavarian
and Austrian dialects). All three verbs are existence of state verbs, i.e., they are peripheral verbs
for which crosslinguistic variation is expected under Sorace’s (2000) account. (Note that most
existence of state verbs selé@bberhave” also in Dutch.)

Dialect differences have also been observed for other peripheral classes, such as the
controlled process (motional) class (Grewendorf 1989: 10): verbsstikevimmen“swim”,
wandern“hike”, or rennen‘run” seem to selechabenin southern dialects, while they prefer
seinin northern dialects.

3.2.2. Introduction

The present experiment elicits judgments for auxiliary selection and impersonal passive for-
mation in German. The experimental design is based on the Auxiliary Selection Hierarchy
described in the previous section (see (3.1)). The aim is to test Sorace’s (2000) claim that
core unaccusative/unergative verbs exhibit binary auxiliary selection behavior, while periph-
eral verbs show gradient auxiliary selection preferences. We will elicit data from speakers of
two dialectal variants of German, which enables us to test the additional claim that peripheral,
but not core, verbs are subject to crosslinguistic (here, crossdialectal) differences.

In Experiments 2 and 3 we will refine the semantic classification used in the present
experiment, and also test for animacy effects and telicity effects induced by prefixes and adver-
bial modifiers.

3.2.3. Predictions
3.2.3.1. Constraints

We predict that auxiliary selection in German is sensitive to the unaccusative/unergative dis-
tinction. More precisely, we expect that the semantic class a verb belongs to has an influence
on its auxiliary selection behavior, i.e., we predict a significant interaction of verb class and
auxiliary.

According to Sorace’s (2000) account, core unaccusatives (such as change of location
or change of state verbs) select the auxilisgin “be”, while core unergatives (such as con-
trolled process (non-motional) verbs) seléeiben‘have”. Binary auxiliaries selection prefer-
ences are expected for core verbs, i.e., the “right” auxiliary should be fully acceptable, while
the “wrong” one should lead to strong unacceptability. Peripheral verbs, on the other hand,
are predicted to be less stable in their auxiliary selection behavior. These verbs should exhibit
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gradient selection preferences, i.e., they should also allow the “wrong” auxiliary to a certain
degree. This prediction can be tested by carrying out post-hoc analysis on the interaction of
verb class and auxiliary.

Impersonal passive formation is another phenomenon that is sensitive to the unac-
cusative/unergative distinction. We predict a significant main effect of verb class for imper-
sonal passives. As impersonal passive formation is a less reliable diagnostic of unergativity, we
do not expect a perfect match between the acceptability of impersonal passives and auxiliary
selection preferences.

3.2.3.2. Constraint Types

Furthermore, Sorace (2000) predicts crosslinguistic differences in the auxiliary selection be-
havior of peripheral verbs, but not of core verbs. This prediction can be tested in the present
experiment by comparing speakers of different dialects of German. We expect core verbs to be
stable across dialects, while peripheral verbs should exhibit dialectal variation. In particular, we
predict dialect differences for the classes existence of state and controlled process (motional),
in line with the relevant observations in the literature (see Section 3.2.1.3). This prediction will
be tested using planned comparisons on the auxiliary preferences of these two classes.

3.2.4. Method
3.2.4.1. Subjects

Twenty-three native speakers of German participated in the experiment. The subjects were
recruited over the Internet by postings to relevant newsgroups and mailing lists. Participation
was voluntary and unpaid. Subjects had to be linguistically naive, i.e., neither linguists nor
students of linguistics were allowed to participate.

The data of one subject were excluded because she was bilingual (by self-assessment).
The data of another subject were excluded because she was a linguist (by self-assessment). The
data of a third subject were eliminated after an inspection of the responses showed that she had
not completed the task adequatély.

This left 20 subjects for analysis. Of these, 15 subjects were male, five female; two
subjects were left-handed, 18 right-handed. The age of the subjects ranged from 19 to 45 years,
the mean was 29.7 years.

4In all experiments reported in Chapters 3-5, subjects were excluded based on response times and response
ranges. Chapter 5 contains a more detailed description of the data recorded by the experimental software for this
purpose.
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3.2.4.2. Materials

Training Materials The experiment included a set of training materials that were designed
to familiarize subjects with the magnitude estimation task. The training set contained six hori-
zontal lines. The range of largest to smallest item was 1:10. The items were distributed evenly
over this range, with the largest item covering the maximal window width of the web browser.
A modulus item in the middle of the range was provided.

Practice Materials A set of practice items was used to familiarize subjects with applying
magnitude estimation to linguistic stimuli. The practice set consisted of six sentences that were
representative of the test materials. A wide spectrum of acceptability was covered, ranging
from fully acceptable to severely unacceptable. A modulus item in the middle of the range was
provided.

Test Materials The experiment included two subdesigns. The first subdesign tested auxiliary
preferences and crossed the factors verb cksl and auxiliary AuxX). The factorVerbin-
cluded eight levels, corresponding to the verb classes listed in Table 3.2. TheXagtoad

two levels,seinand haben This yielded a total oWerbx Aux= 8 x 2 = 16 cells. Eight lexi-
calizations were constructed for each cell, involving the verbs given in Table 3.2, an animate
subject, and an adverb of manner (see (3.2)—(3°19))is yielded a total of 128 stimuli.

The second subdesign tested the acceptability of impersonal passives, with verb class
as the only factor. This factor had the same levels as in the first subexperiment. This time,
however, the verbs embedded in an impersonal passive construction (see (3.20) and (3.21)).
The same eight lexicalizations as in the first subexperiment were used for each class, creating
a total of 64 stimuli.

A set of 16 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).

To control for possible effects from lexical frequency, the verb classes were matched
for frequency. Verb frequencies were obtained from a lemmatized version of the Frankfurter
Rundschau corpus (40 million words of newspaper text) and the average verb frequency for
each verb class was computed. ARovA confirmed that these average frequencies were not
significantly different from each other.

3.2.4.3. Procedure

The method used was magnitude estimation as proposed by Stevens (1975) for psychophysics
and extended to linguistic stimuli by Bard et al. (1996). Each subject took part in an experimen-
tal session that lasted approximately 15 minutes and consisted of a training phase, a practice

5An exception is the uncontrolled process (emission) class, as the verbs in this class do not allow animate
subjects.
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Table 3.2: Verb classes and class members (Experiment 1)

unaccusative

change of location aufsteigen “climb”, entkommen “escape’uekikommen “come back”,
ankommen “arrive”, abreisen “depart”ufihten “flee”, weggehen “go
away”, voriicken “move forward”

change of state erscheinen “appear”, erblassen “become palebsnserden “become
nervous”, versterben “die”, estén “blush”, erkalten “become cold”,
wachsen “grow”, verschwinden “disappear”

continuation of state dahinvegetieren “vegetatdjerdauern “outlast”, aushalten “endure”,
weiterexistieren “continue exiting”, weiterleben “continue living”,
Uberleben “survive”, verharren “persist”, verweilen “stay”

existence of state (posi- herumstehen “stand about”, heruamgjen “hang about”, knien “kneel”,

tional) kauern “crouch”, baumeln “dangle”, schweben “hover”, sitzen “sit”,
hocken “squat”

unergative

uncontrolled process (in- torkeln “totter”, taumeln “stagger”, wackeln “waggle”, schwanken “wob-

voluntary reaction) ble”, schaudern “shudder”, beben “tremble”, zittern “jitter”, schlottern
“shiver”

uncontrolled process rumpeln “rumble”, klappern “rattle”, brummen “buzz”, quietschen

(emission) “squeak”, rattern “clatter”, tuckern “tap”, surren “whidichzen “moan”

controlled process (mo- schwimmen “swim”, wandern “hike”, schlurfen “shuffle”, rennen “run”,

tional) tanzen “dance”, klettern “climb”, kriechen “creepypfen “bounce”

controlled process (non- reden “talk”, dozieren “lecture”, plaudern “chat”, warten “wait”, ar-

motional) beiten “work”, telefonieren “telephone”, nachgeben “give in”, mitspielen
‘play”,

phase, and an experimental phase. The experiment was self-paced, though response times were
recorded to allow the data to be screened for anomalies.

The experiment was conducted remotely over the Internet. The subject accessed the
experiment using his or her web browser. The browser established an Internet connection to
the experimental server, which was running WebExp 2.1 (Keller, Corley, Corley, Konieczny,
and Todirascu 1998), an interactive software package for administering web-based psycho-
logical experiments. (The reliability and validity of web-based experimentation is assessed in
Chapter 5. This chapter also contains a detailed description of the experimental software.)

Instructions Before the actual experiment started, a set of instructions in German was pre-
sented. The instructions first explained the concept of numeric magnitude estimation of line
length. Subjects were instructed to make estimates of line length relative to the first line they
would see, the reference line. Subjects were told to give the reference line an arbitrary number,
and then assign a number to each following line so that it represented how long the line was
in proportion to the reference line. Several example lines and corresponding numeric estimates
were provided to illustrate the concept of proportionality.

Then subjects were told that linguistic acceptability could be judged in the same way
as line length. The concept of linguistic acceptability was not defined; instead, examples of
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acceptable and unacceptable sentences were provided, together with examples of numeric es-
timates.

Subjects were told that they could use any range of positive numbers for their judg-
ments, including decimals. It was stressed that there was no upper or lower limit to the numbers
that could be used (exceptions being zero or negative numbers). Subjects were urged to use a
wide range of numbers and to distinguish as many degrees of acceptability as possible. It was
also emphasized that there were no “correct” answers, and that subjects should base their judg-
ments on first impressions, not spending too much time to think about any one sentence. The
full set of instructions is listed in Appendix A.

Demographic Questionnaire After the instructions, a short demographic questionnaire was
administered. The questionnaire included name, email address, age, sex, handedness, academic
subject or occupation, and language region. Handedness was defined as “the hand you prefer
to use for writing”, while language region was defined as “the place (town, federal state, coun-
try) where you learned your first language”. The results of the questionnaire were reported in
Section 3.2.4.1.

Training Phase The training phase was meant to familiarize subjects with the concept of
numeric magnitude estimation using line lengths. Items were presented as horizontal lines,
centered in the window of the subject’s web browsers. After viewing an item, the subject had
to provide a numeric judgment over the computer keyboard. After pressing Return, the current
item disappeared and the next item was displayed. There was no possibility to revisit previous
items or change responses once Return had been pressed. No time limit was set for either the
item presentation or for the response.

Subjects first judged the modulus item, and then all the items in the training set. The
modulus was the same for all subjects, and it remained on the screen all the time to facilitate
comparison. ltems were presented in random order, with a new randomization being generated
for each subject.

Practice Phase This phase allowed subjects to practice magnitude estimation of linguistic
acceptability. Presentation and response procedure was the same in the training phase, with
linguistic stimuli being displayed instead of lines. Each subject judged the whole set of practice
items.

As in the training phase, subjects first judged the modulus item, and then all the items
in the practice set. The modulus was the same for all subjects, and it remained on the screen all
the time to facilitate comparison. Items were presented in random order, with a new random-
ization being generated for each subject.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in the practice phase.
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Eight test sets were used: each test set contained one lexicalization for each of the
16 cells in the first subdesign, and one lexicalization for each of the eight cells in the second
subdesign, i.e., a total of 24 items. Lexicalizations were assigned to test sets using a Latin
square covering the full set of iterfis.

As in the practice phase, subjects first judged the modulus item, which was the same
for all subjects and remained on the screen all the time. Then they saw 40 test items: 24 exper-
imental items and 16 fillers. Items were presented in random order, with a new randomization
being generated for each subject. Each subject was randomly assigned to one of the test sets.

3.2.5. Results

The data were normalized by dividing each numeric judgment by the modulus value that the
subject had assigned to the reference sentence. This operation creates a common scale for all
subjects. Then the data were transformed by taking the decadic logarithm. This transformation
ensures that the judgments are normally distributed and is standard practice for magnitude
estimation data (Bard et al. 1996; Lodge 1981). All analyses were conducted on the normalized,
log-transformed judgments.

All the figures in Chapters 3-5 display means of normalized, log-transformed judg-
ments, together with standard errors. Appendix C contains the descriptive statistics for all ex-
perimental results.

3.2.5.1. Constraints

Auxiliary Selection The mean judgments for each verb class for both auxiliaries are graphed
in Figure 3.1. AnANOVA revealed a main effect gfux (auxiliary), which however was signif-
icant only by subjectsH; (1,19) = 15.939, p = .001; /»(1,7) = 2.210, p = .181). The main
effect of Verb (verb class) was not significant. As predicted, a highly significant interaction of
AuxandVerbwas obtainedR;(7,133) = 22.867, p < .0005;F,(7,49) = 18.822, p < .0005).

6In a Latin square, the first cell is assigned to the first stimulus set using the first lexicalization, to the
second stimulus set using the second lexicalization, etc., rotating through the complete set of materials. This is
illustrated for an example with four lexicalization in (3.22), wh&are stimulus set<; are cells in the design,
andLy are lexicalizations.

Ci | L1 Ly Lz L4
C | Ly Ls Lg Ly
C3 L3 L4 L]_ L2
(3.22) C4 L4 Ll L2 L3
G |L L L3 Lg
G| L Ls Ly Lz
Cr | Ly Lg L1 Lp
Cg | Ly Li L Lz
In cases where the number of the cells is greater than the number of lexicalization, the Latin square is simply
repeatech times, provided that the number of cells is tinth multiple of the number of lexicalizations. This is
illustrated in the lower half of (3.22).
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Figure 3.1: Mean judgments for auxiliary selection and impersonal passive (Experiment 1)

This confirms the hypothesis that auxiliary selection in German depends on the semantic class
of the verb.

To further investigate thAuxVerb interaction, a post-hoc Tukey test was conducted.
The results of the Tukey test show which verb classes differed in auxiliary selection behav-
ior. For haben we found significant differences between the change of location class and the
classes continuation of state & .01), existence of state (by subjeats< .01 and by items,

o < .05), controlled process (non-motionat) & .01), uncontrolled process (involuntary re-
action) @ < .01), and uncontrolled process (emissioa)< .01). We also found significant
differences between the change of state class and the classes continuation ofst&®) ( ex-
istence of state (by subjects,< .01 and by itemsq < .05), controlled process (hon-motional)

(a < .01), uncontrolled process (involuntary reaction) (by subjeats; .01 and by items,

o < .05), and uncontrolled process (emission)< .01). A significant difference was also
obtained between the controlled process (non-motional) and the controlled process (motional)
class (by subjectsy < .01 and by itemsg < .05) and between the controlled process (mo-
tional) and the uncontrolled process (emission) class (by subjectsooaly)5).

For sein there was a difference between the change of location class and the classes
continuation of stateo( < .01), existence of state (by subjeatsg .01 and by itemsq < .05),
controlled process (non-motionaly & .01), uncontrolled process (involuntary reaction) (by
subjectsa < .01 and by itemsg < .05), and uncontrolled process (emission)<( .01). We
also found significant differences between the change of state class and the classes contin-
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uation of state (by subjects, < .01 and by itemsp < .05), existence of state (by subjects

only, a < .05), controlled process (non-motionad) € .01), uncontrolled process (involuntary
reaction) (by subjects onlg < .05), and uncontrolled process (emissiom)<( .01). The dif-
ference between the continuation of state and the controlled process (motional) class was also
significant @t < .05). A significant difference was also obtained between the controlled process
(motional) class and the controlled process (non-motional) class (by sulgjiects)1 and by
items,a < .05) and the uncontrolled process (emission) class (by submcts,01 and by
items,a < .05).

Furthermore, the Tukey test shows which verb classes exhibit a significant difference
between the acceptability éfabenand sein For the change of location class and the change
of state classseinwas more acceptable th@aaben(a < .01 in both cases). For the continu-
ation of state clas$iabenwas more acceptable thaein (by subjectsp < .01 and by items,

a < .05), while there was no significant difference between the auxiliaries for the existence
of state classHabenwas more acceptable thaeinfor the controlled process (non-motional)
and the uncontrolled process (emission) clasaes (01 in both cases), while there was no
significant difference between the two auxiliaries for the controlled process (motional) and the
uncontrolled process (involuntary reaction) classes.

Impersonal PassivesThe mean judgments for impersonal passives are also graphed in Fig-
ure 3.1. A separataNOVA was conducted for the subexperiment on impersonal passives. A
significant main effect of verb class was obtainEg7,133) = 5.068, p < .0005;F,(7,49) =

4.265, p=.001), which confirms our hypothesis that impersonal passives formation is sensitive
to the semantic class of the verb.

A post-hoc Tukey test revealed that the acceptability of impersonal passives differed
significantly for the change of state class and the controlled process (non-motionaljictass (
.01), the controlled process (motional) class (by subjects,.01 and by itemsg < .05), and
the uncontrolled process (emission) class (by subjects anty,05). The continuation of state
and the controlled process (non-motional) class were also significantly different@5s).

3.2.5.2. Constraint Types

To test the hypothesis that there is crosslinguistic variation in the auxiliary selection behavior of
peripheral verbs, but not of core verbs, we divided the subjects into two dialect groups. As part
of the personal details questionnaire, subjects had to specify a language region, i.e., the town,
federal state, and country where they acquired their native language. Based on these answers we
formed two groups: if the language region was in Austria, Switzerland or in a southern German
federal state (Bavaria or Badenufitémberg), then the subject was classified as a speaker of a
southern dialect. All other subjects were classified as speakers of northern dialects. (No subjects
stated language regions outside Austria, Switzerland, or Germany.) Ten subjects were speakers
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Figure 3.2: Mean judgments for auxiliary selection by dialect (Experiment 1)

of southern dialects, the other ten were speakers of northern dialects.

The auxiliary preferences for each verb class for both dialect groups are graphed in
Figure 3.2. Note that this figure does not display absolute auxiliary selection judgments, but
auxiliary preferences, i.e., the difference of #&njudgments and thbabenjudgments, rather
than the absolute judgments.

An ANOVA on the auxiliary selection judgments used dialect as a between-subjects
variable’ (Only a by-subject analysis could be conducted because the by-dialect split resulted
in empty cells, i.e., there were some lexicalizations that were not represented in both dialect
groups.) ThisasNOVA yielded a significant main effect @&ux (F;(1,18) = 15.269, p = .001).

There were no main effects of verb class or dialect. The interaction of verb class and auxiliary
was significantt;(7,126) = 24.057,p < .0005), as was the interaction of verb class and dialect
(F1(7,126) = 2.609, p = .015). We also found a marginal three way interaction of verb class,
auxiliary selection, and dialecF{(7,126) = 11.989, p = .062). There was no interaction of
Auxand dialect.

We carried out planned comparisons on the classes for which we predicted a dialect
effect, i.e., the existence of state and controlled process (motional) &érbdwo planned

"This ANOVA replicates theaNOVA in Section 3.2.5.1, but includes dialect as an additional factor. This
explains why the degrees of freedom andRhealues differ slightly from the ones in Section 3.2.5.1. Note that this
is not a case of multiple tests on the same data (rather we refine an existing test), hence there is no need to adjust
the p-value.

8Planned comparisons instead of post-hoc tests were used as we had a clear prediction regarding which
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comparisons were carried out, we adjusted phelue according to the Bonferroni method,
i.e., we assume@ = .025 as our significance level. For both classes, we found a marginally
significant interaction of dialect and auxiliarf;(1,18) = 4.274, p = .053 andF;(1,18) =
4.145, p = .057, respectively).

Furthermore, we tested if dialect has an influence on impersonal passive formation.
This ANOVA yielded a significant main effect of verb clags (7,126) = 5.234, p < .0005),
but the main effect of dialect and the interaction of dialect and verb class were not significant.

3.2.6. Discussion
3.2.6.1. Constraints

We demonstrated that the semantic class a verb belongs to has an influence on auxiliary selec-
tion and impersonal passive formation in German. Unaccusative verbs were shown to generally
prefer the auxiliarysein“be”, while unergative verbs generally prefeaben“have”. We also

found that impersonal passives were more acceptable with unergative verbs than with unac-
cusative verbs.

3.2.6.2. Constraint Types

Following Sorace (2000), we distinguished two types of verbs: core verbs and peripheral verbs.
As predicted, peripheral verbs exhibited gradient auxiliary selection preferences and were sub-
ject to crosslinguistic variation. Core verbs, on the other hand, showed a binary preference for
one auxiliary that was crosslinguistically stable.

In line with Sorace’s (2000) predictions, we found that change of state verbs and
change of location verbs were core unaccusatives, while controlled process (non-motional)
verbs were core unergatives. Examples for peripheral unaccusatives are the verbs in the ex-
istence of state class. There is an overall preferencéidbenin this class (see Figure 3.1),
which however is subject to dialect variation (see Figure 3.2): speakers of northern dialects
prefer haben while speakers of southern dialects have no clear preference for seifreor
haben Another interesting case is the continuation of state class, which exhibits a preference
for habenin both dialects. Verbs of this type, however, prefefnin other Germanic languages
(e.g., in Dutch, see Sorace and Vonk 1998).

As for peripheral unergative verbs, controlled process (motional) verbs show an over-
all weak preference fasein while uncontrolled process (involuntary reaction) verbs show an
overall weak preference for haben (see Figure 3.1). The fact that the auxiliary selection pref-
erences are rather weak is in line with the peripheral status of these verbs, as is the fact that

verb classes should show dialect effects (based on the theoretical literature, see Section 3.2.1.3). The planned
comparisons have the advantage of being more selective (and hence more powerful) than a blanket Tukey test on
the interaction of verb class, auxiliary selection, and dialect.
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there is dialectal variatiorseinis more acceptable for peripheral unergatives for speakers of
northern dialects, whilédabenis judged more acceptable by speakers of southern dialects (see
Figure 3.2). The class uncontrolled process (emission) does not fit into this pattern; it exhibits
a clearhabenpreference, which is subject to only small dialectal differences.

Another prediction was that impersonal passive formation correlates with unerga-
tive/unaccusative status (Levin and Rappaport Hovav 1995; Zaenen 1993). This prediction was
borne out: impersonal passives are significantly more acceptable for unergative verbs than for
unaccusative verbs, which is in line with the relevant observations in the literature (Grewendorf
1989; Seibert 1993). However, there is considerable variation in the acceptability of impersonal
passive formation across classes (see Figure 3.1). Also, we failed to find dialectal differences
for impersonal passives. Both facts are in line with the claim that impersonal passive formation
is a less reliable diagnostic of unergativity than auxiliary selection (Sorace 2000).

3.2.7. Conclusions

The present experiment investigated unaccusative/unergative verbs with respect to auxiliary
selection and impersonal passive formation. We provided evidence for a subdivision into core
and peripheral verbs, as hypothesized by Sorace (2000). Core verbs show a clear preference for
one auxiliary and are immune to dialectal variation. Peripheral verbs exhibit gradient auxiliary
selection preferences, i.e., they allow both auxiliaries to a certain degree. Also, we found that
the auxiliary selection preferences of peripheral verbs are subject to dialect variation.

The results of this experiment give us to two empirical criteria for distinguishing
core and peripherals verbs, in line with Sorace’s (2000) predictions: gradient acceptability and
crosslinguistic (here, crossdialectal) variation.

3.3. Experiment 2: Effect of Animacy and Telicity on Unaccusativ-
ity and Unergativity

Experiment 1 provided evidence for the distinction between core and peripheral verbs, based on
the Auxiliary Selection Hierarchy (see (3.1)). It was demonstrated that peripheral verbs show
gradience and crosslinguistic variation in their auxiliary selection behavior, while core verbs
exhibit behavior that is binary and crosslinguistically stable.

The present experiment is designed to investigate two further influences on auxiliary
selection, viz., telicity and animacy. In the light of the theoretical literature (e.g., Levin and
Rappaport Hovav 1995; Sorace 2000), we expect peripheral verbs, but not core verbs, to be
subject to telicity and animacy effects. In order to test this prediction, we will refine the clas-
sification of unaccusative and unergative verbs used in Experiment 1. In particular, we will
investigate animacy effects that have been reported for certain verb classes, and telicity effects
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that can be attributed to verb prefixes.

3.3.1. Background

Change of State Change of state verbs showed a clear preferencedirin Experiment 1.
Previously, however, these verbs have been classified as peripheral verbs, which leads us to
predict gradient auxiliary selection behavior. The failure to find gradience might be due to
the fact that the change of state verbs included in Experiment 1 are mainly verbs that denote
a change with a definite endpoint, suchexscheinerfappear” orerblasserfbecome pale”.

Only a few verbs that refer to an incremental change (sudvaaseri‘grow”) were part of

the stimuli (see also Table 3.2). To test this hypothesis, we used a different set of verbs for the
change of state class in the present experiment. We included only verbs that clearly denote to
an incremental change, suchrasten“rust” or blithen“blossom”.

Note that some change of state verbs allow prefixing, which intuitively changes their
auxiliary selection behavior. The prefix seems to give the verb a telic reading that implies an
endpoint for the change of state denoted by the verb. As examples consider (3.23) and (3.24). In
the unprefixed (a) variants, the verb has an atelic incremental change reading, while the prefix
in the (b) variant induces an telic reading that implies a definite endpoint of the change.

(3.23) a. DieDose?ist/hatsofort gerostet.

the can is/has immediatelyrusted
“The can was rusting immediately.”

b. DieDoseist/*hat sofort verrostet.

the can is/has immediatelyrusted
“The can got rusty immediately.”

(3.24) a. DieRose?ist/hatsofort gebliht.

the rose is/lhas immediatelyblossomed
“The rose was blossoming immediately.”

b. DieRoseist/*hat sofort erbliiht.

the rose is/lhas immediatelyblossomed
“The rose blossomed immediately.”

The (a) verbs prefehaben but also allowseinto a certain degree, while the (b) verbs only
allow sein To verify this intuition, the present experiment included a set of change of state
verbs that can occur either in a prefixed or in a non-prefixed from, corresponding to the (a) and
(b) examples in (3.23) and (3.24) (see Table 3.3 for details).

Continuation of State Continuation of state verbs showed a clear preferencéiddmenin
Experiment 1. However, there is some evidence in the literature that animacy can have an
effect on the auxiliary selection preference of continuation of state verbs, as shown by Sorace
(2000) for Italian.
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Intuitively, an animacy effect seems to exist also for continuation of state verbs in
German, consider the examples in (3.25):

(3.25) a. Dewanderer?ist/hatkurz verweilt.

the hiker is/has briefly stayed
“The hiker stayed briefly.”

b. DerRegertist/hatkurz angedauert.

the rain is/has briefly lasted
“The lasted briefly.”

For animate subjects as in (3.25a), we find a preferencédben but sein seems to be not
completely unacceptable. For inanimate subjects such as in (3.25b), there seems to be a clear
preference fohabenand clear dispreference feein

We tested this intuition by including a set of continuation of state verbs with inani-
mate subjects in the present experiment, which allows comparison with preferences obtained
in Experiment 1 for continuation of state verbs with animate subjects (see Table 3.3 for details).

Existence of State Experiment 1 dealt with positional verbs, a subclass of existence of state
verbs. We found evidence for crossdialectal variation of in the auxiliary selection behavior of
these verbs; speakers of northern dialects pifedéenwith positional verbs, while speakers of
southern dialects allow both auxiliaries. The fact that we find dialectal variation for positional
verbs confirms that these verbs are peripheral unaccusatives.

Another argument for the peripheral status of positional verbs is the fact that they are
subject to animacy effects (see Sorace 2000 for Italian). With an animate subjects, these verbs
allow a volitional reading that denotes the act of maintaining a position. Inanimate subjects,
on the other hand, only allow a non-volitional reading, which simply denotes the position the
subjectis in.

It is possible that similar effects exist in German. As an example, consider (3.26),
where the animate (a) example intuitively exhibits a slight preferencéidden while the
inanimate (b) example exhibits a slight preferencestn

(3.26) a. DieTaterin ?ist/hatbetreten dagestanden.

the offenderis/has sheepishlystood there
“The offender stood there sheepishly.”

b. DerKorb ist/?hatunbeachtetiagestanden.

the basketis’lhas unnoticed stood there
“The basked stood there unnoticed.”

The present experiment attempts to verify this observation by testing a set of positional verbs
with both animate and inanimate subjects (see Table 3.3 for details).

Uncontrolled Process Verbs denoting uncontrolled, involuntary processes showed gradient
auxiliary selection behavior in Experiment 1, with a weak preferencbdbenHowever, there
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seems to be an unexplained dialect difference for this verb class (see Figure 3.2); speakers of
southern dialects preferrdthbenwhile speakers of northern dialects allowed bb#benand

sein (Note, however, that we did not test the significance of this effect. As it was unexpected,

a planned comparisons could not be used.)

As detailed in Section 3.2.1.1, the uncontrolled process (involuntary reaction) class
contains two types of verbs, viz., ones that denote a process involving motion (such as
torkeln “totter” or taumeln“stagger”), and ones that do not involve motion (suctsalsaud-
ern“shudder” orzittern “jitter”). Intuitively, the involuntary non-motion verbs show a prefer-
ence forhaben while involuntary motion verbs allow both auxiliaries to a certain degree (see
also (3.13)).

If we assume that involuntary motion verbs behave like verbs in the controlled process
(motional) class, then we have an explanation for the dialect effect: in Experiment 1, we found
that controlled process (motional) verbs predeinin southern dialects, but allow bo#ein
and habenin southern dialects—it seems that a similar dialect effect was present in the un-
controlled (involuntary reaction) class. However, it was attenuated by the fact that non-motion
verbs were also included in this class. The present experiment removes this confound by in-
cluding a separate class with uncontrolled process, involuntary reaction, non-motional verbs
(see Table 3.3 for details).

Change of Location and Controlled Process (Non-Motional)Change of location and con-

trolled process (non-motional) verbs represent the core classes for unaccusative and unergative
verbs, respectively, and are expected to show binary auxiliary selection preferences and no
dialect variation. These two classes were included as a control condition in the present ex-
periment; their auxiliary selection preference give us a standard against which to compare the
auxiliary selection behavior of the other verb classes.

3.3.2. Introduction

The design of the present experiment is modeled on that of Experiment 1. We elicit judgments
for auxiliary selection and impersonal passive formation in German, based on the refined clas-
sification described in the previous section. This refined classification allows us to test for
telicity effects induced by prefixing in the change of state class. Furthermore, we will establish
whether animacy has an effect on auxiliary selection for continuation of state and existence
of state verbs. Animacy and telicity effects are associated with the peripheral status in the
Auxiliary Selection Hierarchy of Sorace (2000), and hence will provide further evidence for
the core/periphery distinction. Moreover, the present experiment includes uncontrolled, invol-
untary process verbs to eliminate a confound that was present in this class in Experiment 1.
Change of location and controlled process, hon-motional verbs will be included as controls, as
they are core unaccusatives and core unergatives, respectively.
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We will again elicit data from speakers of two dialectal variants of German, which will
allow us to confirm he dialect effects found in Experiment 1.

3.3.3. Predictions
3.3.3.1. Constraints

For change of state verbs, we predict that adding a prefix will change the auxiliary selection
preference formhabento sein as the prefixed version of a change of state verb only allows a
telic interpretation.

For continuation of state verbs, we predict that the use of inanimate subjects will
change the auxiliary selection preference, in line with claims in the theoretical literature. Also
for existence of state (positional) verbs, we expect the animacy of the subject to influence aux-
iliary selection preference, as only an animate subject allow a volitional (maintain position)
reading.

Change of location and controlled process (non-motional) verbs were included as con-
trols. These classes should show binary auxiliary selection behavior (in accordance with Ex-
periment 1).

3.3.3.2. Constraint Types

The evidence from dialect variation is predicted to confirm the core/periphery classification.
The core verbs should be immune to dialect effects. For peripheral verbs, on the other hand,
we expect dialect effects similar to the ones found in Experiment 1, i.e., existence of state
(positional) verbs should vary in auxiliary preference between speakers of northern and south-
ern dialects of German. In addition, we expect dialect difference for change of state (no prefix)
verbs, based on the observations in Section 3.3.1. These predictions will be tested using planned
comparisons on the auxiliary preferences of these two classes.

3.3.4. Method
3.3.4.1. Subjects

Twenty-seven native Speakers of German from the same population as in Experiment 1 partic-
ipated in the experiment. None of the subjects had previously participated in Experiment 1.
The data of two subjects were eliminated after an inspection of the responses showed
that they had not completed the task adequately.
This left 25 subjects for analysis. Of these, 17 subjects were male, eight female; 22 sub-
jects were right-handed, three left-handed. The age of the subjects ranged from 16 to 41 years,
the mean was 27.3 years.
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3.3.4.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials In analogy to Experiment 1, the present experiment included two subdesigns.
The first subdesign tested auxiliary preferences and crossed the factors verbvetBsan(d
auxiliary (AuxX. The factorVerbincluded eight levels, corresponding to the verb classes listed

in Table 3.3. The factoAuxhad two levelsseinandhabenThis yielded a total oferbx Aux=

8 x 2=16 cells. Eight lexicalizations were constructed for each cell, involving the verbs given

in Table 3.3 and an adverb of manner. Depending on the verb class, the subject was either
animate or inanimate, as stated in Table 3.3. This yielded a total of 128 stimuli.

The second subdesign tested the acceptability of impersonal passives, with verb class
as the only factor. This factor had the same levels as in the first subexperiment. This time,
however, the verbs embedded in an impersonal passive construction (see (3.20) and (3.21)).
The same eight lexicalizations as in the first subexperiment were used for each class, creating
a total of 64 stimuli.

A set of 24 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).

The verb classes were matched for frequency using the same procedure as in Experi-
ment 1.

3.3.4.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions, Demographic Questionnaire, Training and Practice PhaseThese were de-
signed in the same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

Eight test sets were used: each test set contained one lexicalization for each of the
16 cells in the first subdesign, and one lexicalization for each of the eight cells in the sec-
ond subdesign, i.e., a total of 24 items. Lexicalizations were assigned to test sets using Latin
squares. Three separate Latin squares were applied: one fhaleacondition, one for the
seincondition, and one for the impersonal passives.

Subjects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 48 test items: 24 experimental items and
24 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each subject was randomly assigned to one of the test sets.
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Table 3.3: Verb classes and class members (Experiment 2)

unaccusative
change of location (ani- aufsteigen “climb”, entkommen “escape”, mekkommen “come back”,
mate) ankommen “arrive”, abreisen “depart”ufihten “flee”, weggehen “go

away”, voriicken “move forward”

change of state (no pre-rosten “rust”, modern “rot”, faulen “rot”, schimmeln “become mouldy”,

fix, inanimate) welken “wilt”, bluhen “bloom”, keimen “germinate”, wachsen “grow”,
schwellen “swell”, sinken “sink”, steigen “rise”

change of state (prefix, verrosten “rust”, vermodern “rot”, verfaulen “rot”, verschimmeln “be-

inanimate) come mouldy”, verwelken “wilt”, verhihen “bloom”, aufkeimen “ger-
minate”, anwachsen “grow”, versinken “sink”, anschwellen “swell”,
ansteigen “rise”

continuation of state dauern “last”, andauern “last”, fortdauern “last”, halten “last”, anhalten

(inanimate) “continue”, reichen “suffice”, ausreichen “suffice”, gagen “suffice ”
existence of state (posi-stehen “stand”, dastehen “stand”, herumstehen “stand about”,
tional, animate) herumtahgen “hang about”, baumeln “dangle”, liegen “lie”, herum-

liegen “lie about”, daliegen “lie”, schweben “hover”
existence of state (posi-stehen “stand”, dastehen “stand”, herumstehen “stand about”,
tional, inanimate) herumtahgen “hang about”, baumeln “dangle”, liegen “lie”, herum-
liegen “lie about”, daliegen “lie”, schweben “hover”

unergative
uncontrolled process (in- schaudern “shudder”, beben “tremble”, zittern “jitter”, schlottern
voluntary reaction, non- “shiver”, zucken “convulse”, schwitzen “sweat”, agiien “yawn”,

motional, animate) keuchen “wheeze”, husten “cough”, niesen “sneeze”, schniefen “snuff”
controlled process (non-reden “talk”, dozieren “lecture”, plaudern “chat”, warten “wait”, ar-
motional, animate) beiten “work”, telefonieren “telephone”, nachgeben “give in”, mitspielen
uplayn’
3.3.5. Results

The data were normalized as in Experiment 1 and separ&As were conducted for each
subexperiment.

3.3.5.1. Constraints

Auxiliary Selection The mean judgments for each verb class for both auxiliaries are graphed
in Figure 3.3. AnANOVA revealed a significant main effect &ux (auxiliary) (F1(1,24) =
25.327, p < .0005; F,(1,7) = 16.372, p = .005). The main effect o¥erb (verb class) was
significant by subjects onlyH{(1,24) = 6.552, p < .0005; F»(1,7) = 1.264, p = .228). As
predicted, a highly significant interaction AtixandVerbwas obtainedR;(7,168) = 43.684,
p < .0005;F(7,49) = 34.757, p < .0005).

To further investigate th&ux\Verb interaction, a post-hoc Tukey test was conducted.
The results of the Tukey test show which verb classes differ in auxiliary selection behavior.
For haben we found significant differences between the change of location class and the
change of state (no prefix) class (by subjects oaly: .01), the continuation of state class
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Figure 3.3: Mean judgments for auxiliary selection and impersonal passive (Experiment 2)

(o < .01), the existence of state (animate) class<(.01), the existence of state (inanimate)
class ¢ < .01), the controlled process (non-motional) clags<(.01), and the uncontrolled
process (involuntary reaction) clags € .01). We also found significant differences between
the change of state (prefix) class and the change of state (no prefix) class (by subjeds,
and by itemsg < .05), the continuation of state clags{ .01), the existence of state (animate)
class @ < .01), the existence of state (inanimate) class<(.01), the controlled process (non-
motional) classq < .01), and the uncontrolled process (involuntary reaction) class 01).

For sein there was a difference between the change of location class and the contin-
uation of state clasi(< .01), the controlled process (non-motional) class<(.01), and the
uncontrolled process (involuntary reaction) class(.01). We also found a difference between
the change of state (no prefix) class and the continuation of state alas®(), the controlled
process (non-motional) class & .01), and the uncontrolled process (involuntary reaction)
class ¢ < .01). There was also a significant difference between the change of state (prefix)
class and the continuation of state clags{(.01), the controlled process (non-motional) class
(o < .01), and the uncontrolled process (involuntary reaction) class (01). We also found
a difference between the continuation of state class and the existence of state (animate) class
(a < .01), and the existence of state (inanimate) class (01). The difference between the
existence of state (animate) class and the controlled process (non-motional)ctasel(),
and the uncontrolled process (involuntary reaction) class (01) was also significant, as was
the difference between the existence of state (inanimate) class and the controlled process (non-
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motional) classq < .01), and the uncontrolled process (involuntary reaction) class 01).
Furthermore, the Tukey test shows which verb classes exhibit a significant difference

between the acceptability dfabenand sein For the change of location class and the change

of state (prefix) classseinwas more acceptable th&aben(a < .01 in both cases), while for

the continuation of state, controlled process (motional), and uncontrolled process (involuntary

reaction) classe$iaberwas more acceptable tharin(a < .01 in all cases). For the remaining

classes (change of state (no prefix), existence of state (animate), existence of state (inanimate)),

no significant difference between the two auxiliaries was obtained.

Impersonal PassivesThe mean judgments for impersonal passives are also graphed in Fig-
ure 3.3. A separateNovA was conducted for the subexperiment on impersonal passives, yield-
ing a significant main effect of verb clads (7,168) = 17.226, p < .0005;F,(7,49) = 4.848,

p < .0005).

A post-hoc Tukey test revealed that the following classes are significantly different re-
garding the acceptability of impersonal passives: the change of location class and the change of
state (no prefix) class (by subjects onty< .01), the change of state (prefix) class (by subjects
only, a < .01), and the continuation of state class (by subjects onty,.01). Furthermore, we
found a difference between the change of state (no prefix) class and the existence of state (ani-
mate) class (by subjects onty,< .01), the controlled process (non-motional) class(.01),
and the uncontrolled process (involuntary reaction) class (by subjectsoorly,01). There
were also difference between the change of state (prefix) class and the existence of state (an-
imate) class (by subjects, < .01, and by itemsa < .05), the existence of state (inanimate)
class (by subjects only < .05), the controlled process (non-motional) class<(.01), and
the uncontrolled process (involuntary reaction) class (by subjects @nty,01). The accept-
ability of impersonal passives differed for the continuation of state class and the existence of
state (animate) class (by subjects omly< .01), the existence of state (inanimate) class (by
subjects onlyp < .05), the controlled process (non-motional) class<(.01), and the uncon-
trolled process (involuntary reaction) class (by subjects anly,.01). Finally, the existence of
state (inanimate) class and the controlled process (non-motional) class were also different (by
subjects onlyp < .01).

3.3.5.2. Constraint Types

To test for dialect differences, we divided the subjects in speakers of southern and of northern
dialects based on the same criteria as in Experiment 1. Thirteen subjects were speakers of
southern dialects, twelve were speakers of northern dialects. The auxiliary preferences for each
verb class for both dialect groups are graphed in Figure 3.4. Note that this figure displays
auxiliary preferences, i.e., the difference of g#gnjudgments and thbaberjudgments, rather

than the absolute judgments.
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Figure 3.4: Mean judgments for auxiliary selection by dialect (Experiment 2)

unctr. (-mot, +an
contr. (-mot, +an

We conducted araNOVA on the auxiliary selection judgments with dialect as a
between-subjects variable(Only a by-subject analysis could be conducted because the by-
dialect split resulted in empty cells, i.e., there were some lexicalizations that were not rep-
resented in both dialect groups.) ThisiovAa yielded a significant main effects dfux
(F1(1,23) = 24.384, p < .0005) and ofVerb (F1(1,23) = 6.781, p < .0005). There was
no main effect of dialect. The interaction of verb class and auxiliary also was significant
(F1(7,161) = 45720, p < .0005), as was the three way interaction Afx Verb, and di-
alect ¢1(7,161) = 2.118, p = .044). We also found a marginal interaction\rband dialect
(F1(7,161) = 1.838, p=.083). There was no interaction Afixand dialect.

We carried out planned comparisons on the classes for which we predicted a dialect
effect, i.e., the change of state (no prefix) and existence of state (posifibfal) the existence
of state verbs, we combined the data for animate and inanimate subjects. As two planned com-
parisons were carried out, we adjusted fhealue according to the Bonferroni method, i.e.,
we assumegh = .025 as our significance level. For both classes, we found a marginally signif-

9This ANOVA replicates theaNOvA in Section 3.3.5.1, but includes dialect as an additional factor. This
explains why the degrees of freedom andRhealues differ slightly from the ones in Section 3.3.5.1. Note that this
is not a case of multiple tests on the same data (rather we refine an existing test), hence there is no need to adjust
the p-value.

1%planned comparisons instead of post-hoc tests were used as we had a clear prediction regarding which
verb classes should show dialect effects (based on the theoretical literature, see Section 3.2.1.3). The planned
comparisons have the advantage of being more selective (and hence more powerful) than a blanket Tukey test on
the interaction of verb class, auxiliary selection, and dialect.
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icant interaction of dialect and auxiliary((1,23) = 4.081, p = .055 andF;(1,23) = 3.879,
p=.061, respectively).

Furthermore, we tested if dialect has an influence on impersonal passive formation.
This ANOVA yielded a significant main effect of verb cla$g (7,161) = 16.998, p < .0005),
but the main effect of dialect and the interaction of dialect and verb class were not significant.

3.3.6. Discussion
3.3.6.1. Constraints

For change of state verbs, we predicted that adding a prefix would change the auxiliary selec-
tion preference formhabento sein This prediction was borne out: we found thatbenwas
significantly more acceptable for non-prefixed verbs than for prefixed verbs. The acceptability
of seinwas greater for prefixed verbs than for non-prefixed ones, although this difference failed
to reach significance (see Figure 3.3).

For continuation of state verbs, we predicted that the use of inanimate subjects would
change the auxiliary selection preference, in line with claims in the theoretical literature. This
prediction was not borne out; as in Experiment 1, we found a ¢lebenpreference for the
continuation of state class. The only difference between animate (Experiment 1) and inanimate
(Experiment 2) subjects with continuation of state verbs was that impersonal passives were less
acceptable for inanimate subjects. This is not surprising, as the impersonal passive construc-
tions requires an agentive interpretation, which is unavailable with verbs that prefer inanimate
subjects (see Figures 3.1 and 3.3).

Also for existence of state (positional) verbs, we expected an effect of animacy on
auxiliary selection preference, as only an animate subjects allow a volitional (maintain position)
reading. Again, we failed to find this effect; the auxiliary selection preferences of existence of
state verbs with animate and inanimate subjects were indistinguishable. Impersonal passives
were again slightly less acceptable with inanimate subjects (see Figure 3.3).

Change of location and controlled process (non-motional) verbs were included as
controls. For these classes, we found the same behavior as in Experiment 1: change of lo-
cation verbs are core unaccusatives that strongly selesefgrwhile controlled process (non-
motional) verbs are core unergative that have a diadenpreference.

3.3.6.2. Constraint Types

The present experiment showed dialect effects that are compatible with those reported in Ex-
periment 1. For the existence of state class, we found that speakers of northern dialects prefer
haben while speakers of southern dialects allow both auxiliaries. The same pattern was ob-
served in the present experiment, both for animate and inanimate subjects of existence of state
verbs (see Figure 3.4). Furthermore, we found a dialect effect for the non-prefixed change of
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state verbs. For these verbs, speakers of northern dialects geaferhile speakers of southern
dialects prefethaben It seems that verbs of this class receive a telic interpretation in northern
dialects, but an atelic interpretation in southern dialects. (To our knowledge, the effect has not
been documented in the literature so far.) For prefixed change of state verbs, on the other hand,
no dialect effect was observed (see Figure 3.4). This points to the fact that the prefix induces a
telic reading for these verbs and overrides the dialectal preference for a telic or atelic interpre-
tation.

In this experiment, we had eliminated motion verbs from the class of uncontrolled pro-
cess (involuntary reaction) verbs. The remaining verbs of involuntary reaction showed a clear
preference fohaben(see Figure 3.3). This confirms our assumption that only the motion verbs
in this class allowseinas their auxiliary. A comparison of Figure 3.2 and Figure 3.4 shows that
the dialect difference found in Experiment 1 for uncontrolled process (involuntary reaction)
verbs disappeared in the present experiment. This is compatible with the assumption that only
motion verbs (which were absent in the present experiment) exhibit dialect differences.

3.3.7. Conclusions

The present experiment elaborated on the results of Experiment 1 by investigating the influence
of animacy on auxiliary selection preferences. Such effects have been reported in the literature
on unaccusativity in Italian. However, the present experiment failed to find animacy effects
for German: both continuation of state and existence of state verbs show an identical auxiliary
selection behavior for both animate and inanimate subjects.

The present experiment also provided a more fine-grained analysis of the change of
state class. This class contains some verbs that exist in a prefixed and in a non-prefixed form
(e.g.,moderrivermoderri‘rot”). Our experimental results show that prefixing changes the aux-
iliary selection preference of these verbs; the prefixed form receives a telic interpretation and
preferssein while the non-prefixed form allows both auxiliaries and seems to be ambiguous
between a telic and an atelic reading.

Finally, we demonstrated that the uncontrolled process (involuntary reaction) class
contains two subclasses, viz., verbs that imply motion (sudbr&eln “tatter”) and ones that
do not (such agittern “jitter”). Verbs of the latter kind show a cledrabenpreference, while
verbs of the former kind behave like motion verbs in that they allow both auxiliaries and exhibit
dialect variation in their auxiliary selection preferences. This might indicate that verbs like
torkeln “tatter” should be classified as members of the controlled process (motional) class,
instead of as uncontrolled process verbs.

To summarize, the present experiment provided further evidence for the core/periphery
distinction by demonstrating that peripheral verbs are subject to telicity effects. Animacy ef-
fects, another potential diagnostic for the core/periphery distinction, could not be demonstrated.
Furthermore, we confirmed dialect variation a diagnostic for the core/periphery dichotomy: we
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replicated the dialect effects found for the existence of state class in Experiment 1, and found
an additional dialect effect for the change of state class.

3.4. Experiment 3. Effect of Telicity on Unaccusativity and
Unergativity

Experiments 1 and 2 investigated unaccusative/unergative verbs with respect to auxiliary se-
lection and impersonal passive formation. They supported the distinction of core vs. peripheral
verbs based on evidence from gradient acceptability and dialectal variation. Experiment 2 also
provided some initial evidence for telicity effects as a diagnostic of the peripheral status of a
class. However, the results of Experiment 2 were limited to lexical telicity effects triggered by
prefixing for certain verbs classes. The present experiment extends the investigation to telicity
effects induced by syntactic factors, viz., by telic/atelic adverbials.

3.4.1. Introduction

This experiment investigates telicity effects for motion and emission verbs. The stimuli include
directional and positional adverbials to induce a telic or atelic reading, as shown in (3.15)
and (3.18) (repeated below).

(3.15) a. DeiZugist/*hatin denBahnhofgerumpelt.

the trainis/has in the station rattled
“The train rattled into the station.”

b. DerZug *ist/hatim Bahnhofgerumpelt.

the trainis/has into thestation rattled
“The train rattled in the station.”

(3.18) a. DieFrau ist/*hatans Ufer geschwommen.

the womanis/has to theshoreswam
“The woman swam to the shore.”

b. DieFrau *ist/hatim Flussgeschwommen.

the womanis/has intheriver swam
“The woman swam in the river.”

To obtain plausible results, we have to make sure that an effect we might find is really due to the
interaction of verb class and telicity. The mere presence of an adverbial might prompt subjects
to vary their judgments, and thus cause the effect. For this reason, a control condition was in-
cluded using peripheral unaccusative verbs. For the continuation of state and existence of state
classes, stimuli involving two types of adverbials were constructed analogous to the ones used
for motion and emission verbs. These adverbials varied in their aspectual properties: positional
adverbials likeauf dem Rastplatzon the resting place” oauf dem Beichtstutlin the confes-

sional” (see (3.7a) and (3.11a), repeated below) were contrasted with durational adverbials like
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eine lange Zeitfor a long time” or stundenlandfor hours” (see (3.7b) and (3.11b), repeated
below).

(3.7) a. DemWandererist/hataufdemRastplatz verweilt.

the hiker islhas at the resting placestayed
“The hiker stayed at the resting place.”

b. DerWanderer?ist/hateinelangeZeit verweilt.

the hiker islhas a long time stayed
“The hiker stayed a long time.”

(3.11) a. DieBetende ?ist/hatauf demBeichtstuhlgekniet.

The praying persoris/has on the confessionakneeled
“The praying person kneeled on the confessional.”

b. DieBetende ?ist/hatstundenlangyekniet.

The praying persorfis/has for hours  kneeled
“The praying person kneeled for hours.”

If we fail to find a difference in auxiliary selection preference for the (a) and (b) stimuli in the
control condition (see (3.7) and (3.11)), then this will be an indication that the telicity effect is
genuine. On the other hand, the control condition can be used to confirm the dialectal variation
obtained in Experiments 1 and 2, where a difference between speakers of northern and southern
dialects was found for existence of state verbs, but not for continuation of state verbs.

3.4.2. Predictions
3.4.2.1. Constraints

The present experiment investigates how the auxiliary selection preference of a verb is affected
by the telicity of the sentence, as induced by a telic or atelic adverbial. For the controlled
process (motional) verbs and for uncontrolled process (emission) verbs (see (3.15) and (3.18)),
we predict that a telic reading induces an auxiliary preferencadar while an atelic reading
induces a preference féraben For the control condition (continuation of state and existence

of state verbs), we predict that the choice of adverbial does not influence auxiliary preference
(see (3.7) and (3.11)).

3.4.2.2. Constraint Types

In Experiments 1 and 2 we found dialectal differences for certain peripheral verb classes. We
expect these differences to be replicated in the present experiment (for the controlled (motional)
and existence of state classes).

For the emission and motion verbs, an interaction of telicity and auxiliary selection is
predicted. An additional question is how the telicity effect interacts with the dialect preferences
found for motion verbs in Experiments 1 and 2 (where explicit information about telicity was
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absent). An intuitively correct prediction is that the telicity effect is strong enough to override
dialect preferences in auxiliary selection. (Recall that this is what we found in Experiment 2
for change of state verbs, where prefixing induces a telic reading.)

3.4.3. Method
3.4.3.1. Subjects

Twenty-eight native Speakers of German from the same population as in Experiment 1 par-
ticipated in the experiment. None of the subjects had previously participated in Experiment 1
or 2.

The data of two subjects were excluded because they were bilingual (by self-
assessment). The data of another subject were excluded because he was a linguist (by self-
assessment). The data of a forth subject were eliminated after an inspection of the responses
showed that he had not completed the task adequately.

This left 24 subjects for analysis. Of these, 17 subjects were male, seven female;
23 subjects were right-handed, one left-handed. The age of the subjects ranged from 20 to
43 years, the mean was 26.9 years.

3.4.3.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials The experiment used two subdesigns. The first subdesign crossed the factors
verb classVerb), telicity (Tel), and auxiliary Aux). The factorVerbhad two levels, controlled
process (motional) and uncontrolled process (emission). The feaitaiso had two levels, telic
and atelic. These were realized by means of a directional PP or positional PP, as illustrated in
examples (3.15) and (3.18). The factarxhad two levelsseinandhabenThis yielded a total
of Verbx Telx Aux= 2 x 2 x 2 = 8 cells. Eight lexicalizations were used for each of the cells,
which resulted in a total of 64 stimuli. The lexicalizations for each class were the same as in
Experiment 1 (see Table 3.2).

The second subdesign administered the control condition. It crossed the factors verb
class Yerb), adverbial Adv), and auxiliary AuX). The factorVerb had two levels, continu-
ation of state and existence of state. The fa&dw also had two levels, positional adver-
bials or durational adverbial, as illustrated in examples (3.7) and (3.11). This yielded a total of
Verbx Telx Aux= 2 x 2 x 2 = 8 cells. Eight lexicalizations were used for each of the cells,
which resulted in a total of 64 stimuli. The lexicalizations for each class were the same as in
Experiment 1.

A set of 24 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).
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The verb classes were matched for frequency using the same procedure as in Experi-
ment 1.

3.4.3.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used the same instructions as in Experiment 1. Where contextualized stimuli
were presented, subjects were told that each sentence would be presented in context, defined as
a single sentence preceding the target sentence. Subjects were instructed to judge the accept-
ability of the target sentence, and to take the context into account in their judgments. The task
was illustrated by examples.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

Eight test sets were used: each test set contained one lexicalization for each of the
eight cells in the first subdesign, and one lexicalization for each of the eight cells in the second
subdesign, i.e., a total of 16 items. Lexicalizations were assigned to test sets using a Latin
square covering the full set of items.

Subijects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 40 test items: 16 experimental items and
24 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each subject was randomly assigned to one of the test sets.

For each item, subjects were presented with the stimulus sentence and one context sen-
tence that preceded it. This context sentence was meant to set the scene for the target sentence.
Note that the present experiment did not manipulate context. However, Experiment 10, which
manipulated context, was run as fillers for the present experiment. This made the change in
experimental procedure necessary.

In the present experiment, all stimuli were presented in the same, neutral context: each
sentence was preceded by the all focus quedtias gibt's neuesNVhat's new?".

3.4.4. Results

The data were normalized as in Experiment 1 and separat&as were conducted for each
subexperiment.
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Figure 3.5: Interaction of telicity and auxiliary selection and control condition (Experiment 3)

3.4.4.1. Constraints

Telicity Condition The mean judgments for the telicity subexperiment are graphed in Fig-
ure 3.5a. AMANOVA revealed a main effect dfux (auxiliary) that was significant by subjects
and marginal by itemgH (1,23) = 18812, p < .0005;F»(1,7) = 3.666, p = .097). The main
effects ofVerb (verb class) andel (telicity) failed to reach significance.

There was an interaction dux and Verh, which was significant by subjects only
(F1(1,23) =10.422,p=.004;F,(1,7) = 2.636, p=.148). Crucially, we found a highly signif-
icant interaction oAuxandTel (Fy(1,23) = 68.227, p < .0005;F,(1,7) = 44.315, p < .0005),
confirming our prediction that telicity has an influence on auxiliary choice. All other interac-
tions were non-significant.

Control Condition The mean judgments for the control condition are graphed in Figure 3.5b.
An ANOVA revealed a significant main effect Atix (F1(1,23) = 19.563, p < .0005;F(1,7) =
14.066, p = .007). There were no main effects\éérbandAdv (adverbial).

However, there was an interaction AfixandVerh, which was significant by subjects
only (F1(1,23) = 24.716, p < .0005; F,(1,7) = 2.841, p = .136). Crucially, all interactions
involving Advwere non-significant. This confirms our prediction that the type of adverbial has
no influence on auxiliary choice in the control condition.

3.4.4.2. Constraint Types

As in Experiments 1 and 2, a re-analysis was performed with dialect as a between-subject
factor. The criteria for assigning subjects to dialect areas were the same as in Experiments 1
and 2. There were 11 speakers of northern dialects, and 13 speakers of southern dialects.

The results of the by-dialect analysis are graphed in Figure 3.6 (note that auxiliary pref-
erences are shown, not absolute judgments). For the telicity condition, we found a main effect
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Figure 3.6: Interaction of telicity and auxiliary selection by dialect (Experiment 3)

of Aux (F1(1,22) = 18.095, p < .0005) and interactions gfux and Verb (F;(1,22) = 9.970,
p = .005) and ofAux and Tel (F1(1,22) = 65.716, p < .0005). There was also an interac-
tion of Verband dialect F1(1,22) = 9.711, p = .005). This reflects the fact that speakers of
northern and southern dialects differ in the strength of their auxiliary selection preferences
for uncontrolled process (emission) verbs, but not for controlled process (motional) verbs (see
Figure 3.6a). All other main effects and interactions were non-significant.

In the control condition, the by-dialect analysis revealed a main effecAuwf
(F1(1,22) = 20.214, p < .0005) and an interaction ofux and Verb (F;(1,22) = 25.444,
p < .0005). All other main effects and interactions (including the ones involving dialect) failed
to be significant.

3.4.5. Discussion
3.4.5.1. Constraints

As predicted, we found that auxiliary selection is sensitive to telicity for peripheral unerga-
tives in the classes controlled process (motional) and uncontrolled process (emission). In both
classes, a telic reading induces an auxiliary preferencedior while an atelic reading induces

a preference fohabenor at least a reduced preferencesein(see Figure 3.5a).

We failed to find an influence of type of adverbial on auxiliary selection in the control
condition, which involved the peripheral unaccusative classes continuation of state and exis-
tence of state (see Figure 3.5b). This confirms that subjects are really reacting to the change
in telicity induced by the adverbial, rather than making spurious distinctions between different
types of adverbials.
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3.4.5.2. Constraint Types

In Experiments 1 and 2, we discovered dialectal variation in the auxiliary selection behavior of
peripheral, but not of core verbs. In the present experiment, we investigated peripheral verbs
only, and expected dialectal differences consistent with those observed in the previous exper-
iment. In the control condition, no significant dialect effects were found. Note that we had
predicted a dialect effect for the existence of state class, based on the results of Experiments 1
and 2), where speakers of northern dialects prefdnedzbnwhile speakers of southern dialects
judgedhabenandseinas equally acceptable. In the present experiment, only a hon-significant
tendency was observed (see Figure 3.6b).

An interesting observation concerning the effect of telicity on dialect preference can be
arrived at by comparing the results of Experiment 1 with the results of the present experiment
(see Figures 3.2 and 3.6a). For uncontrolled process (emission) verbs, subjects seem to assume
an atelic reading in the absence of disambiguating information. This is true for speakers of both
dialects (though the telicity effect is larger for speakers of southern dialects, which explains the
interaction of verb class and dialect in the present experiment). However, for controlled process
(motional) verbs, we observe an interesting dialect difference regarding auxiliary preferences.
Speakers of northern dialects seem to assume a telic reading in the absence of disambiguat-
ing information (resulting in asein preference), while speakers of southern dialects assume
an atelic reading (resulting in ldabenand sein being equally acceptable). However, explicit
telicity information overrides these preferences in both dialects: in the atelic version, there is a
clear habenpreference, whildhabenand seinare equally acceptable in the atelic version (see
again Figures 3.2 and 3.6a).

Note that this effect is analogous to the prefix effect we found in Experiment 2 for
change of state verbs. Change of state verbs without a prefix are compatible with both a telic and
an atelic reading. In northern dialects, the telic interpretation (selectingeioy is preferred,
while in southern dialect, the atelic interpretation (selecting Haber) is more acceptable.

Once a prefix is added, however, only the telic interpretation is possible, and the dialect effect
disappears (see Figure 3.4).

3.4.6. Conclusions

The present experiment investigated a subset of the verb classes from Experiments 1 and 2.
The results replicated the dialect differences found in the earlier experiment, thus confirming
that peripheral verbs are subject to dialect variation. Furthermore, we found that the auxiliary
selection behavior of certain peripheral verbs is subject to telicity effects induced by sentential
adverbials.

Taken together, Experiments 1-3 provide three criteria for the distinction between core
and peripheral verbs:
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e Gradience Core verbs show clear preferences for one auxiliary, while peripheral ones
exhibit gradience, i.e., they allow both auxiliaries to a certain degrees.

e Crosslinguistic Variation The auxiliary selection preferences of core verbs are con-
stant across languages (and dialects), while the preferences of peripheral verbs are
subject to crosslinguistic or crossdialectal variation.

e Telicity Effects The auxiliary selection preferences of peripheral verbs are subject to
telicity effects; for core verbs, no such effects are expected. Telicity can be induced by
prefixing or by adverbials.

Note that the core/periphery distinction is based on a classification of verbs, not of constraints,
which was what we were aiming for initially. However, there is an immediate connection be-
tween verb classes and types of constraints. Under the assumption that class membership is
governed by a set of constraints, we can postulate that some of these constraints (call them
hard constraints) determine the membership in core verb classes, while others (call them soft
constraints) determine the membership in peripheral verb classes. (We will discuss this link
between verb classes and constraint types in more detail in Section 4.1.2.)

In this setting, the distinction of core vs. peripheral verbs is a special case of the more
general distinction of hard vs. soft linguistic constraints. Therefore, soft constraints are ex-
pected to cause gradient acceptability effects and are subject to telicity effects and crosslin-
guistic (or crossdialectal) variation. Hard constraints, on the other hand, are expected to induce
binary acceptability judgments, and should be immune to telicity effects and stable across lan-
guages and dialects.

In Experiments 4-6, we will test the hard/soft distinction for three new phenomena:
extraction, binding, and word order. We will also raise new questions regarding the interaction
of hard and soft constraints. In the following chapter, Experiments 7—12 will investigate context
effects on soft and hard constraints. Furthermore, we will return to the issue of crosslinguistic
variation in Experiments 6 and 10-12.

3.5. Experiment 4: Extraction from Picture NPs

The results of Experiments 1-3 led to the hypothesis that linguistic constraints come in two
types: soft and hard. Soft constraints (like the ones governing peripheral verb classes) induce
gradient acceptability and are subject to crosslinguistic (crossdialectal) variation. Hard con-
straint (like the ones governing core verb classes), on the other hand, lead to binary acceptabil-
ity and are immune to crosslinguistic (crossdialectal) differences.

The purpose of the present experiment is threefold. Firstly, it aims to validate the
soft/hard dichotomy for a different syntactic phenomenon (extraction from picture NPs). Sec-
ondly, it provides data on constraint interaction (see Section 3.1.4) by investigating multiple
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constraint violations. In particular, we will try to determine if soft and hard constraints differ
with respect to multiple violations. Thirdly, the present experiment will provide data on the
relative degree of unacceptability induced by the violation of six different constraints, based on
which conclusions on constraint ranking can be drawn (see Section 3.1.2).

3.5.1. Background

The phenomenon under investigation is extraction from picture NPs, a construction for which
gradient acceptability has been observed both in the theoretical (Erteschik-Shir 1981; Fiengo
1987; Kas 1991; Kluender 1992) and in the experimental literature (Cowart 1989a, 1997; Keller
1996a,b). The results on extraction obtained in this experiment will feed into the follow-up
Experiment 5, which deals with the related phenomenon of binding in picture NPs.

Complex NPs are standardly assumed to be islands for extraction. Picture NPs, how-
ever, constitute well-known counterexamples to this assumption, as they allow island violations
in certain cases. A number of factors are known to influence the island status of picture NPs.
For instance, Kluender (1992) and Fiengo (1987) observe that definiteness has an influence on
extractability: extraction from indefinite picture NPs is more acceptable than extraction from
definite ones (see (3.27)).

(3.27) a. Which friend has Thomas painted a picture of?
b. ?Which friend has Thomas painted the picture of?

Extractability also depends on the aspectual class of the matrix verb. Vendler (1967) proposes
to distinguish four aspectual classes: states, activities (unbounded processes), accomplishments
(bounded processes), and achievements (point events). This classification can be further refined
by taking into account the existential presupposition that some verbs carry (Diesing 1992). A
verb like tear uppresupposes the existence of its object, while a verbdiket carries no such
presupposition. We will mark this presupposition using the fegtieExISTENCH.

It has been observed (Diesing 1992; Erteschik-Shir 1981; Kluender 1992) that extrac-
tion from picture NPs is more acceptable for state verbs than for activity verbs (see (3.28)).
For accomplishment and achievement verbs; BXISTENCE verb is more acceptable than a
[+EXISTENCE| verb (see (3.29) and (3.30)).

(3.28) a. Which friend has Thomas owned a picture of?
b. ?Which friend has Thomas analyzed a picture of?
(3.29) a. Which friend has Thomas painted a picture of?
b. ?Which enemy has Thomas torn up a picture of?
(3.30) a. Which friend has Thomas found a picture of?
b. ?Which friend has Thomas lost a picture of?
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A third factor influencing the acceptability of extraction from picture NPs is the referentiality
of the extracted NP. It has been claimed (Kluender 1992) that referential NReHikb friend
are more extractable than non-referential oneshider many friends

(3.31) a. Which friend has Thomas painted a picture of?
b. ?How many friends has Thomas painted a picture of?

Previous experimental research has confirmed that all three factors influence the acceptability
of extraction from picture NPs. Cowart (1997) demonstrated that indefinite picture NPs are
easier to extract from than definite ones. Keller (1996a,b) replicated the definiteness effect, and
also confirmed that verb class and referentiality influence the acceptability of extraction from
picture NPs.

Previous research has investigated the effect of definiteness, verb class, and referen-
tiality in isolation. The present experiment, in contrast, focuses on how these factors interact in
picture NP extraction. Data on constraint interaction can be obtained by investigating the effect
of multiple constraint violations on the degree of acceptability of a given structure (see our
operational definition of constraint interaction in Section 3.1.4). To implement this approach,
we adopt a constraint-based view of extraction from picture NP. We postulate the following set
of constraints:

(3.32) Constraints on Picture NPs
a. DeFINITENESS(DEF): a picture NP has to be marked pEFINITE].
b. VERBCLASS (VERB): a verb subcategorizing for a picture NP has to be marked
[—EXISTENCE|.
c. REeErFerReNTIALITY (REF): an NP extracted from a picture NP has to be marked
[+REFERENTIAL].

Note that these constraints are purely descriptive. They reflect observations in literature on
what constitutes a good picture NP (i.e., one from which extraction is allowed).

The second part of the present experiment deals with multiple violations of hard con-
straints. We investigate two constraints wh-questions that intuitively seem to be hard con-
straints, in the sense of causing strong unacceptability when violated. The first constraint is
INVERSION (INV) and states that imvh-questions, the subject and the auxiliary have to be
inverted, as illustrated in example (3.33).

(3.33) a. Which friend has Sarah painted a picture of?
b. *Which friend Sarah has painted a picture of?

The second constraint amh-extraction is called RsuMPTIVE (RES) and disallows resump-
tive pronouns, such as in the following example:

(3.34) a. Which friend has Sarah painted a picture of?
b. *Which friend Sarah has painted a picture of her?
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Finally, we include a violation of number agreement as a control condition, consider exam-
ple (3.35). This constraint, BREEMENT (AGR), iS not specific to extraction in the same way

as the constraints on inversion and resumptive pronouns. Therefore, it can serve as a benchmark
against which to compare the violation of these two constraints.

(3.35) a. Which friend has Sarah painted a picture of?
b. *Which friend have Sarah painted a picture of?

In terms of its acceptability pattern, this control is expected to cluster with the hard constraints
on extraction (inversion and resumptive pronouns).

3.5.2. Introduction

This experiment has two subdesigns. The first one investigates soft constraints on picture NPs
in (3.32), viz., DEFINITENESS VERBCLASS, and REFERENTIALITY. We use stimuli like

the ones in (3.27) to test violations ofEBINITENESS while stimuli like the ones in (3.29)

and (3.31) are used to test violations 0ERBCLASS and REFERENTIALITY, respectively.

Each stimulus can incur multiple violations; we include stimuli with a single violation of one

of the three constraints, stimuli with two constraint violations, and stimuli that incur violations

of all three constraints. This allows us to investigate constraint interaction, i.e., to determine
whether constraint violations behave in an cumulative fashion.

The second subdesign deals with hard violations, i.e., with inversion, resumptive pro-
nouns, and agreement. The stimuli were designed based on examples (3.33)—(3.35) in the pre-
vious section. Again, each stimulus can incur up to three constraint violations, which allows us
to investigate the cumulativity of hard constraint violations.

3.5.3. Predictions
3.5.3.1. Constraints

In line with the claims in the theoretical literature, and with the results of previous experimental
studies (Cowart 1989a, 1997; Keller 1996a,b), we predict a significant main effect of constraint
violation for each of the soft constraints on extraction, i.e., f@FINITENESS, VERBCLASS,

and REFERENTIALITY (see (3.32)). Furthermore, we predict a significant main effect of con-
straint violation for the two hard constraint on extraction, i.8VERSION and RESUMPTIVE.

We also expect a main effect of GREEMENT violations (which was included as a control
condition).

3.5.3.2. Constraint Ranking

In Section 3.1.2 we proposed an operational definition of constraint ranking based on the de-
gree of unacceptability caused by a given constraint violation; the higher the degree of un-
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acceptability caused by a violation, the more highly ranked the constraint. For the present
experiment, this means that hard constraints are expected to be ranked higher than soft con-
straints: violations of BFINITENESS VERBCLASS, and REFERENTIALITY should produce a

lesser degree of unacceptability than violations of the constraitMsRSION, RESUMPTIVE,

and AGREEMENT. Such a pattern would be in line with the results of Experiments 1-3, where
core verbs (governed by hard constraints) induced strong auxiliary selection preferences, while
peripheral verbs (governed by soft constraints) were associated with weak tendencies.

A further question is how individual hard and soft constraints are ranked relative to
each other. Are some soft constraint violations more serious than others? Intuitively, we would
expect the answer to be yes, based on the diverse unacceptability pattern found for peripheral
verbs in Experiment 1. The same question can be asked for hard constraints (but note that the
core verb classes in Experiments 1-3 showed a uniformly binary auxiliary selection pattern).
A set of planned comparisons will be used to compare the degree of unacceptability caused by
individual soft and hard constraint violations.

3.5.3.3. Constraint Interaction

Another aspect of the present experiment is constraint interaction; we attempt to determine
how multiple constraint violations affect the acceptability of a linguistic structure. Based on
our operational definition of constraint interaction (see Section 3.1.4), diverse assumptions
can be made about constraint interaction, leading to distinct predictions about the behavior of
structures that incur multiple constraint violations.

Under an optimality theoretic approach the assumption is that constraint interaction is
governed by the principle of strict domination, which states that the highest ranking constraint
on which two structures conflict is crucial for deciding which of the structures is optimal. In the
present experimental setting this means that a structure that incurs a violation of a co@istraint
should be less acceptable than any structure that only violates constraints that are ranked lower
thanC, even if it incurs multiple violations of such constraints.

An alternative approach to constraint interaction is to assume that violations are cumu-
lative, i.e., the unacceptability of a structure increases directly with the number of constraints
it violates. This means that the degree of unacceptability of a structure is simply the sum of all
constraint violations it incurs.

The second question addressed by the present experiment is if soft and hard constraints
differ with respect to multiple violations. It is conceivable that hard violations are subject to
strict domination, while soft constraint violations are cumulative, or vice versa. The experiment
comprises two subdesigns that deal with multiple violations of hard and soft constraint sepa-
rately, and thus allows us to answer this question. A set of planned comparisons will be carried
out to compare the degree of unacceptability caused by single, double, and triple violations of
both hard and soft constraints.
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3.5.4. Method
3.5.4.1. Subjects

Twenty-nine native speakers of English participated in the experiment. The subjects were re-
cruited over the Internet by postings to relevant newsgroups and mailing lists. Participation was
voluntary and unpaid. Subjects had to be linguistically naive, i.e., neither linguists nor students
of linguistics were allowed to participate.

The data of two subjects were excluded because they were bilingual (by self-
assessment). The data of a third subject were eliminated after an inspection of the responses
showed that she had not completed the task adequately.

This left 26 subjects for analysis. Of these, 15 subjects were male, 11 female; three
subjects were left-handed, 23 right-handed. The age of the subjects ranged from 17 to 52 years,
the mean was 30.1 years.

3.5.4.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials The experiment included two subdesigns, one for soft constraints on extraction
and one for hard constraints on extraction. The first subdesign dealt with soft constraint and
crossed the factoflBef Ref andVerb The factorDef tested the constraintEFINITENESSand

had two levels (definite, indefinite, see (3.27)). TVerb tested the constraint BRBCLASS

and also had two levels (accomplishmérteExISTENCE|, accomplishmen{+EXISTENCE|,

see (3.29)). Similarly, the factétef had two levels (referential, non-referential, see (3.31)) and
tested the constraintEFERENTIALITY. This yielded a total obefx Refx Verb=2x2x2=28

cells.

The second subdesign dealt with hard constraints and crossed the fagtdres
and Agr. There were two levels foimv (inverted, non-inverted, see (3.33)), which tested the
constraint NVERSION. The factorRestested the constraint BESUMPTIVE and also included
two levels (resumptive, no resumptive, see (3.34)). Finally, the faktprtested the con-
straint AGREEMENT, and also included two levels (number agreement, no number agreement,
see (3.35)), yielding a total dfiv x Resx Agr= 2 x 2 x 2 = 8 cells. Four lexicalizations were
used for each of the cells, which resulted in a total of 64 stimuli.

A set of 16 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).

To control for possible effects from lexical frequency in the fasterb, the two sets of
lexicalizations ofVerb ([+EXISTENCE and[—EXISTENCE]) were matched for frequency. Fre-
quency counts for the verbs and the head nouns were obtained from a lemmatized version of
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the British National Corpus (90 million words of text, 10 million words of speech) and the av-
erage frequencies were computed for the lexicalizationsfephrase, subject NP, picture NP,
and verb. AnraNOVA confirmed that these average frequencies were not significantly different
from each other.

3.5.4.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used an English version of the instructions in Experiment 1.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

Four test sets were used: each test set contained one lexicalization for each of the eight
cells in the first subdesign, and one lexicalization for each of the eight cells in the second sub-
design, i.e., a total of 16 items. Lexicalizations were assigned to test sets using Latin squares.
A separate Latin square was applied for each subdesign.

Subijects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 32 test items: 16 experimental items and
16 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each subject was randomly assigned to one of the test sets.

3.5.5. Results

The data were normalized as in Experiment 1 and separat&As were conducted for each
subexperiment.

3.5.5.1. Constraints

Soft Constraints The mean judgments for soft constraint violations are graphed in Fig-
ure 3.7*1 An ANOVA showed that the factdbef was significant by subjects, and marginal
by items §1(1,25) = 8.152, p = .009; F»(1,3) = 7.199, p = .075): extraction from indef-
inite picture NPs (mean- .0448) was more acceptable than extraction from definite ones
(mean= —.0051). A main effect ofRef was also found K1(1,25) = 14.612, p = .001;

LThis figures graphmultiple violations of soft and hard constraints, i.e., it compares the average accept-
ability of all structures that violate a given constrathtvith the average acceptability of all structure that do not
violateC. Some of these structure will incur violations of constraints other @and hence be of reduced accept-
ability.
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Figure 3.7: Comparison of soft and hard constraint violations, multiple violations (Experi-
ment 4)

F(1,3) = 11.765, p = .042): extraction of referentiavh-phrases (meas .0477) was more
acceptable than extraction of non-referential ones (mean.0080). Finally, there was a
main effect ofVerb (F1(1,25) = 17.075, p < .0005; F»(1,3) = 17.234, p = .025): verbs of
the class|—EXISTENCE (mean= .0558) were more acceptable th&hREXISTENCE verbs
(mean= —.0160). All interactions failed to be significant.

Hard Constraints The mean judgments for hard constraint violations are graphed in Fig-
ure 3.7'2 An ANOVA revealed a significant main effect biv (Fy(1,25) = 12.148, p = .002;
F(1,3) =14.475,p = .032): invertedvh-questions (meas —.2515) were significantly more
acceptable than uninverted ones (mean-.3500). A main effect ofReswas also found
(F1(1,25) = 37.115, p < .0005;F(1,3) = 17.568, p = .025): wh-questions without resump-
tives (mean= —.1991) were more acceptable than ones with resumptives (mea3500).
Finally, a main effect ofAgr was found F;(1,25) = 23472, p < .0005; F»(1,3) = 26.948,
p = .014): stimuli with number agreement (mean—.2319) were more acceptable than the
ones without (meas- —.3697).

There was a significant interaction betwdam andRes(F;(1,25) = 9.962, p = .004;
F(1,3) =16.287,p=.027), and an interaction &tesandAgr, which however was significant
only by subjectsi;(1,25) = 9.285, p = .005;F»(1,3) = 2.566, p = .207). The interaction of
Inv andAgr was non-significant, as was the three-way interaction of all factors.

3.5.5.2. Constraint Ranking

We carried out a series of planned comparisons to determine if there are differences in the
ranking of constraints. We compared the degree of unacceptability caused by single constraint

12pgain, this figures graphs multiple constraint violations.
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Figure 3.8: Constraint ranking, single violations (Experiment 4)

violations (graphed in Figure 3.8). Three planned comparisons were carried for the first subex-
periment (soft constraints), hence the significance level was getab167 (Bonferroni ad-
justment). The second subexperiment also comprised three planned comparisons, hence we
again sep = .016713

First we compared the degree of unacceptability caused by single violations of the soft
constraints \(RB (mean= .0540), Rer (mean= .0877), and [EF (mean= .0473). None of
the comparisons yielded a significant difference. Then we carried out planned comparisons on
single violations of the hard constraintsM (mean= —.2217), AGR (mean= —.2527), and
REs (mean= —.3746). We found that a £ violation was significantly more serious than an
AGR violation (by subjects onlyf(1,25) = 9.540, p = .005; F»(1,3) = 8.327, p = .063).
Also, a Res violation was marginally more serious than awvlviolation (by subjects only,
F1(1,25) =5.744, p = .024; F»(1,3) = 2.424, p = .217). There was no significant difference
between an &R and an Nv violation.

1Bwhat follows is a general remark on how planned comparisons are handled in this thesis. We use the
Bonferroni method to reduce the risk of a Type | errorci€omparisons are carried out on same data, then a
significance level ofp/c is used (whergp = .05). However, we carry out separate Bonferroni adjustments for
sets of comparisons that are orthogonal (i.e., statistically independent; see Hays 1964: Ch. 14 of issues relating to
orthogonality in planned comparisons). This strategy is less conservative than performing an overall Bonferroni
adjustment for all comparisons in the experiment, which would increase the risk of a Type Il error.

In the present experiment, for example, weeset3 when we compare the ranks of the three single soft
violations (these are three non-orthogonal comparisons). In a second set of tests, we compare single, double, and
triple violations, and again set= 3 (another three non-orthogonal comparisons). These two sets of comparisons
are orthogonal, which justifies the use of separate Bonferroni adjustments, instead of using an overall adjustment
of c = 6. The same situation occurs for the two sets of comparisons carried out for the second subexperiment. Also
note that the comparisons for the two subexperiments are orthogonal, hence separate Bonferroni adjustments can
be used.
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Figure 3.9: Cumulativity of constraint violations (Experiment 4)

3.5.5.3. Constraint Interaction

To test the hypothesis that constraint violations are cumulative, we carried out another series
of planned comparisons. We determined if there is a significant difference between the accept-
ability of structures with zero, one, two, and three constraint violations. For this, we computed
the mean acceptability of sentences with zero violations (one sentence type), one violation
(mean of three sentence types, as there were three constraints per subexperiment), two vio-
lations (mean of three sentence types for all combinations of two constraint violation), and
three violations (one sentence type). The resulting mean acceptability scores are graphed in
Figure 3.9 for both soft and hard constraints. Three planned comparisons where carried out to
test for the cumulativity for soft violations, hence the significance level was geta0167
(Bonferroni adjustment). Another set of three comparisons was carried out for hard constraints,
again resulting in a significance level pt= .0167

For the soft constraints, the difference between zero violations (mefB65) and
one violation (mear= .0630) failed to be significant, while the difference between one viola-
tion and two violations (meas —.0146) was significant by subjects and marginal by items
(F1(1,25) = 10.685, p = .003; F»(1,3) = 14.646, p = .031). The difference between two vio-
lations and three violations (mean—.0628) again failed to reach significance.

For the hard constraints, there was a significant difference between zero violations
(mean=.0382) and one violation (mean—.2830) F1(1,25) =27.869, p < .0005;F,(1,3) =
60.338, p = .004). The difference between a single violation and a double violation (mean
—.3814) was significant by subjects only; (1,25) = 16.552, p < .0005; F»(1,3) = 10.893,
p = .046). We failed to find a significant difference between two violations and three violations
(mean= —.4486).

We carried out another set of tests to determine if the principle of strict domination

145ee Footnote 13 on how planned comparisons are handled in this thesis.
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was instantiated in the experimental data. Recall that strict domination means that a structure
that incurs a violation of a constrai@tis less acceptable than any structure that only violates
constraints that are ranked lower th@neven if this structure incurs multiple violations of
lower ranked constraints. We have already established thatoRtranks Nv and AGR, i.e.,
that a violation of s is more serious than a violation of eitherv or AGR (see Figure 3.8).
Under strict domination, we would now expect that a violation elsEmean= —.3746) is
more serious than even a combined violatiotvy land AGR (mean= —.3604). However, a
post-hoc test comparing the acceptability of these two conditions failed to be significant (see
also Figure 3.8). This post-hoc test used a significance leyekof01671°

While this result indicates that hard constraints do not interact according to the
principle of strict domination, it is still possible that soft constraints are strictly dominated
by hard ones. To test this, we conducted a post-hoc comparison of a single hard violation
(mean= —.2830) with a triple soft violation (meas —.0727); the difference in acceptability
was significantf,(1,25) = 20.096, p < .0005;F,(1,3) = 24.115, p = .016), and is illustrated
in Figure 3.9. Again a significance level pf=.0167 was assumed for this post-hoc test.

3.5.6. Discussion
3.5.6.1. Constraints

We found that violations of soft constraints such asFINITENESS VERBCLASS, and
REFERENTIALITY lead to a significant decrease of the acceptability of extraction from pic-
ture NPs. This result provides an experimental confirmation of relevant claims in the theoretical
literature, which typically rely on intuitive data.

We also investigated a set of hard constraintsutrextraction: inversion, resumptive
pronouns, and agreement. As expected, a violation of any of these constraints significantly
decreases the acceptability wh-extraction.

3.5.6.2. Constraint Ranking

In the light of the results from Experiments 1-3, we predicted that hard constraints are ranked
higher than soft ones, i.e., hard violations cause a higher degree of unacceptability than soft
violations. This prediction was borne out by the experimental results. It seems that violations of
soft constraints cause only a mild decrease in acceptability, while violations of hard constraints
lead to serious unacceptability (see Figure 3.7).

With respect to the ranking of individual constraints, we failed to find a difference
between the degree of unacceptability incurred by the three soft violations. For hard constraints,

15This test constitutes a post-hoc test as it is based on the results of the planned comparisons that were
carried out to determine constraint ranking. We used the same significance level for the post-hoc test and for the
associated planned comparison, i.e., wepset.0167.
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however, an effect of constraint type was obtained: a violation &$ R more serious than
violations of INv or AGR (see Figure 3.8). This result indicates that gradient acceptability is
not limited to a particular constraint type; rather, gradience occurs with both hard constraints (as
evidenced by the present experiment) and soft constraints (as evidenced by Experiments 1-3).

3.5.6.3. Constraint Interaction

We found evidence for the hypothesis that constraint violations are cumulative: the more con-
straints a structure violates, the higher its degree of unacceptability. This finding holds for both
soft and hard violations (see Figure 3.9).

We also showed that even a single hard violation can induce a higher degree of un-
acceptability than three soft violations. This finding is compatible with the concept of strict
domination if we assume that hard constraints dominate soft ones. However, it is also compat-
ible with an cumulative scheme of constraint interaction under the assumption that the com-
bined unacceptability associated with three soft violations is smaller than the unacceptability
associated with a single hard violation (see Figure 3.9).

Furthermore, we found evidence against strict domination among hard constraints.
The constraint Rs is ranked higher than botini and AGR. However, the combined viola-
tions of INVv and AGR are as unacceptable as a single violation asRsee Figure 3.8). Such
a ganging up of constraint violations should be impossible under strict domination; the combi-
nation of two lower ranked violations should not compensate for a single violation of a higher
ranked constraint. Under an cumulative constraint combination scheme, on the other hand, such
ganging up effects are easily accounted for: the combined unacceptability associated with the
violation of two lower ranked constraints is equal to the unacceptability associated with the
violation of a single higher ranked constraint.

3.5.7. Conclusions

Based on the results of Experiments 1-3 we hypothesized that soft constraints cause gradient
acceptability effects, while hard constraints induce binary acceptability judgments.

In the present experiment, however, we found evidence for gradient acceptability in
hard constraint violations, disconfirming the initial hypothesis that gradience is limited to soft
constraints. On the other hand, the data show that soft violations lead to a significantly lesser
degree of unacceptability than hard ones. In general, soft violations seem to be associated with
mild unacceptability, while hard constraint violations trigger strong unacceptability. The fact
that hard violations are seriously unacceptable might lead to the intuitive perception of hard
constraints as binary: it is difficult to detect gradience in seriously unacceptable structures
unless one makes use of experimentally collected judgment data that allow fine distinctions in
acceptability.
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As for constraint interaction, the evidence suggests that constraint violations are cu-
mulative, for both hard and soft constraints. Also, we found evidence for the ganging up of
constraint violations, which is unexpected under an OT-type strict domination scheme. This
serves as initial evidence against an OT-type model of constraint interaction, at least under the
operational interpretation of strict domination that was put forward in Section 3.1.4.

3.6. Experiment 5: Exempt Anaphors and Picture NPs

Experiments 1-3 dealt with constraints types. They lead to a classification of constraints into
soft and hard ones based on the observation that soft constraints cause mild unacceptability and
are subject to crosslinguistic (or crossdialectal) variation. Hard constraints, on the other hand,
fail to exhibit these effects and induce strong unacceptability when violated. Experiment 4 in-
vestigated constraint ranking and constraint interaction and showed that constraints are ranked,
leading to the preliminary conclusion that constraint violations are cumulative. The present
experiment aims to extend the study of constraint ranking and constraint interaction to a new,
though related phenomenon: binding of anaphors and pronouns in picture NPs.

3.6.1. Background
3.6.1.1. Binding Theory

Binding theory is the module of grammar that regulates the interpretation of noun
phrases (NPs). Three types of houn phrases are generally distinguished: (a) anaphors, i.e., re-
flexives such a#erself and reciprocals such asch other(b) pronouns such age and her,
and (c) referring expressions suchHannaor the woman

The task of binding theory is to determine which noun phrase caofederentia) i.e.,
refer to the same individual. Coreference is normally indicated using subscripts:

(3.36) a. Hannaadmires *herherself.
b. Hannathinks that Peter admires heherself.
c. *She admires Hanna

In example (3.36a), the proper namiannaand the pronourher cannot refer to the same
person, i.e., they cannot be coreferential (as indicated by the “*"). The pronoun cannot be
boundby the proper name. In (3.36b), on the other hardnnais a potential binder foher,

i.e., coreference is possible. The situation for the reflexive is exactly oppétitenaand
herselfcan be coreferential in (3.36a), but not in (3.36b).

There are structural conditions that determine the binding possibilities of anaphors
and pronouns. Principle A of binding theory captures the binding requirements for anaphors;
it states that an anaphor has to be bound within a certain local domain (Chomsky 1986). Prin-
ciple B, on the other hand, states that pronouns cannot be bound within its local domain. It
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follows that anaphors and pronouns are in complementary distribution, i.e., anaphors can be
bound when pronouns cannot be bound, and vice versa. Principle C of binding theory deals
with referring expressions (such as proper names); it requires that a referring expression must
not be bound, and thus rules out sentences like (3.36¢).

Binding theoretical issues have mainly been addressed by theoretical linguists. How-
ever, a small experimental literature exists, including a series of experiments by Gordon and
Hendrick (1997, 1998a,b), who focused on native speakers’ judgments of the coreference of
proper names and pronouns. Their results provided evidence for Principle B and its formula-
tion terms of Chomsky’s (1986) notion of c-command. However, Gordon and Hendrick found
only limited evidence for the validity of Principle C. (Experiment 14 reports a replication of
some of Gordon and Hendrick’s (1997) studies and provides a more detailed account of their
findings.) Another relevant experimental study is reported by Cowart (1997), who investigated
the binding properties of anaphors and demonstrated that an anaphor can be bound by a remote
antecedent (contrary to the requirements of Principle A) if the anaphor occurs inside a coordi-
nated NP. No previous experimental study has investigated the behavior of exempt anaphors,
which present a problem to most formulations of Principles A and B and therefore have gener-
ated great theoretical interest. Exempt anaphora are the subject of the present experiment.

3.6.1.2. Exempt Anaphors

It has been observed by a number of authors (e.qg., Pollard and Sag 1994; Reinhart and Reuland
1993) that in certain configurations, anaphors are exempt from binding theory. In such cases,
the anaphor is not subject to Principle A. Relevant configurations include picture NPs without
possessors, as illustrated in (3.37a), where the binding of an anaphor and a pronoun are both
acceptable. When there is a possessor in the picture NP, the relevant domain for anaphoric
binding is the NP, and anaphors are claimed to be unacceptable in sentences like (3.37b), while
pronouns are fine.

(3.37) a. Hanndound a picture of hefherself.
b. Hannafound Peter’s picture of hgtherself.

On the basis of such examples, authors like Pollard and Sag (1994) have argued that Princi-
ple A should be formulated so as not to apply to anaphors in sentences such as (3.37a). The
assumption is that the binding properties of such anaphors are governed by non-syntactic fac-
tors, including processing and discourse constraints.

The present study has a double purpose. First, we attempt to clarify the empirical status
of exempt anaphors. By conducting a study with linguistically naive native speakers we can
determine whether anaphors and pronouns are perceived as equally acceptable in configurations
like the one in (3.37a).
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The second purpose is to shed light on the factors that influence the distribution of
pronouns and exempt anaphors. In Experiment 4 we identified a set of factors that have an effect
on extraction from picture NPs (referentiality, definiteness, aspectual class of the matrix verb).
Our working hypothesis is that these factors also influence binding in picture NPs. If correct,
this hypothesis would entail that binding and extraction should receive a unified linguistic
account (the two phenomena have traditionally been treated separately).

3.6.2. Introduction

This experiment has two subdesigns. The first one investigates how the exempt status of an
anaphor is influenced by the definiteness of the picture NP and by the aspectual class of the
matrix verb. As an example of definiteness consider the minimal pair in (3.38): the picture NP
in (3.38a) is indefinite and the one in (3.38b) is definite.

(3.38) a. Hanndound a picture of hetherself.
b. Hannafound the picture of hetherself.

The factor verb class is illustrated in example (3.38)d andloseare examples of achievement
verbs, whiletake and destroyare accomplishment verbfnd and take are [—EXISTENCE|,
while lose and destroyare [+EXISTENCE| (see Section 3.5.1 for an explanation of these verb
classes).

(3.39) a. Hanndound a picture of hetherself.
b. Hannalost a picture of heferself.
c. Hannatook a picture of heterself.
d. Hannadestroyed a picture of hénerself.

The second subexperiment was designed to test the influence of an intervening NP, as illustrated
by the minimal pair in (3.40). The intervention of a potential binder was identified by both
Asudeh (1998) and Pollard and Sag (1994) as a relevant factor in determining the exempt
status of an anaphor. According to Pollard and Sag (1994), the anaphor in (3.40a) is exempt
because it does not have a potential referential binder in its local domain (the picture NP),
whereas the anaphor in (3.40b) is not exempt since the picture NP contains a local referential
nominal. The second subexperiment also tested the influence of the referentiality of the binder,
as illustrated in (3.41). We also included a control condition where the intervening NP is the
binder, as shown by the minimal pairs in (3.42):

(3.40) a. Hanndound a picture of hefherself.
b. Hannafound Peter’s picture of hgherself.
(3.41) a. Hannaound Peter’s picture of hgherself.
b. The womanfound Peter’s picture of hgherself.
c. Each womarfound Peter’s picture of hgherself.
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(3.42) a. Hannaound Peter’s picture of hgtherself.
b. Hanna found Peter’'picture of *him/himsels.

In the present experiment, we elicited acceptability judgments for both the anaphor and the
pronoun in configurations like the ones in (3.38)—(3.42). Our aim is to test if the factors defi-
niteness, verb class, referentiality, and the intervention of a binder have a significant influence
on the binding theoretic status of a given configuration.

3.6.3. Predictions
3.6.3.1. Constraints

In line with the binding literature, we predict that an anaphor and a pronoun are equally ac-
ceptable in examples like (3.37a). This means that we should fail to find a main effect of
NP type (anaphor or pronoun). Furthermore, we expect that the intervention of a potential
binder (see (3.40)) influences the exempt status of an anaphor, in line with the theoretical claims
by Asudeh (1998) and Pollard and Sag (1994). Hence we should find a significant interaction
of intervention and NP type.

While previous experimental studies showed that referentiality can affect binding
(Gordon and Hendrick 1998b), there is no previous experimental work dealing specifically with
exempt anaphors or with factors such as definiteness and verb class. However, there is some
discussion of such effects in the theoretical literature (Chomsky 1986; Kuno 1987; Pollard and
Sag 1994; Reinhart and Reuland 1993), which would lead us to predict that referentiality, def-
initeness, and verb class to influence binding in picture NPs. This means that our experiment
should show interactions between NP type and these three factors.

Finally, Principle A predicts that anaphors lose their exempt status in the control con-
dition (see (3.42)), where there is a referential potential local binder inside the picture NP. For
the indicated coreference, binding theory predicts that (3.42a) should be unacceptable with the
anaphor and acceptable with the pronoun, while (3.42b) is acceptable with the anaphor and
unacceptable with the pronoun. This should manifest itself in the experiment as an interaction
of binder and NP type.

3.6.3.2. Constraint Ranking

Under the assumption that binding and extraction in picture NPs are governed by similar con-

straints, we expect the constraints on definiteness, referentiality, and verb class to be soft con-
straints. This means that they should induce only small changes in the acceptability of anaphors
or pronouns. On the other hand, the intervention of another potential binder should have a
stronger influence on the exempt status of an anaphor. It should trigger an effect characteristic
of a hard constraint violation. Planned comparisons will be used to compare the difference in

acceptability caused by violations of soft and hard constraints.
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3.6.3.3. Constraint Interaction

As in Experiment 4 we expect constraint violations to be cumulative. Also, we expect to find
evidence for the ganging up of lower ranked constraints against a higher ranked one. Again,
planned comparisons will be carried out to test these predictions.

3.6.4. Method
3.6.4.1. Subjects

Fifty-eight native Speakers of English from the same population as in Experiment 4 participated
in the experiment. None of the subjects had previously participated in either Experiment 4.

The data of one subject were excluded because she was a linguist (by self-assessment).
The data of five subjects were eliminated after an inspection of the responses showed that they
had not completed the task adequately.

This left 52 subjects for analysis. Of these, 24 subjects were male, 28 female; four
subjects were left-handed, 48 right-handed. The age of the subjects ranged from 17 to 57 years,
the mean was 28.7 years.

3.6.4.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials The experimental materials included two subdesigns. The first subdesign
used the factordDef, Verb and Ana The factor Def tested the effect of the constraint
DerINITENESS and had two levels (definite, indefinite, see (3.38)). The fadtab tested
the effect of VERBCLASS and had three levels (achievem&rEXISTENCE], accomplishment
[—~EXISTENCE|, accomplishment-EXISTENCH], see (3.39a), (3.39¢), (3.39d)). The factora
tested the effect of NP type and had two levels (anaphor or pronoun). This yielded a total of
Defx Verbx Ana=3x 2x 2=12 cells.

The second subdesign included the facRef Bind, andAna The factorRef tested
the constraint RFERENTIALITY and had three levels (proper name, definite NP, quantified NP,
see (3.41)). The factdBind tested the effect of type of binder and had two levels (remote or
local binder, see (3.42)). To test the effect of NP type, the faétma included two levels
(anaphor, pronoun). This yielded a totalRéfx Bind x Ana= 3 x 2 x 2 =12 cells. In both
subexperiments, four lexicalizations were used for each of the cells, which resulted in a total
of 96 stimuli.

A set of 24 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).
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The lexicalizations were matched for frequency using the same procedure as in Exper-
iment 4.

3.6.4.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used a modified English version of the instructions in Experiment 1. Subjects
were instructed to judge the acceptability of coreference. This was defined as follows: “Your
task is to judge how acceptable each sentence is by assigning a number to it. By acceptability
we mean the following: Every sentence will contain two expressionsLin CAPITALS. A
sentence is acceptable if these two expressions can refer to the same person.” The task was
illustrated by examples.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

Four test sets were used: each test set contained one lexicalization for each of the
12 cells in the first subdesign, and one lexicalization for each of the 12 cells in the second sub-
design, i.e., a total of 24 items. Lexicalizations were assigned to test sets using Latin squares.
A separate Latin square was applied for each subdesign.

Subjects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 48 test items: 24 experimental items and
24 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each subject was randomly assigned to one of the test sets.

3.6.5. Results

The data were normalized as in Experiment 1 and separad&As were conducted for each
subexperiment.

3.6.5.1. Constraints

Verb Class and DefinitenessThe ANOVA on the first subexperiment yielded a main effect of
Verb (verb class) F;(2,102) = 9.345, p < .0005;F,(2,6) = 4.839, p = .056): [-EXISTENCH|
accomplishment verbs likeake were significantly less acceptable (mean.3715) than
[++EXISTENCE| accomplishment verbs likeestroy(mean= .4653) or[—EXISTENCH achieve-
ment verbs likefind (mean= .4616). The main effect oDef (definiteness) was small and
only significant by subjectd(1,51) = 7.927,p=.007;F»(1,3) = 1.207, p = .352). Definite
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Figure 3.10: Interactions dferb and Ana and ofDef and Ana multiple violations (Experi-
ment 5)

picture NPs (mean- .4546) were more acceptable than indefinite ones (meatl10). We
also found a large and highly significant main effectfafa (NP type) F1(1,51) = 137.471,

p < .0005; F»(1,3) = 105005, p = .002). Anaphors (meas .6702) were more acceptable
than pronouns (meaa .1954).

The ANOVA also revealed a significant interaction \éérb and Ana (F1(2,102) =
11.275, p < .0005; F»(2,6) = 6.193, p = .035). This interaction is graphed in Figure 3.10a,
which shows that there is a decrease in the acceptability of pronours EanSTENCE| ac-
complishment verbs. An interaction Def andAnawas also found, which however was signif-
icant by subjects onlyH (1,51) = 11.849,p=.001;F,(1,3) = 2.168, p = .237). Figure 3.10b
shows that the acceptability for pronouns is increased for definite picture NPs. The interac-
tion of Verb and Def, as well as the three-way interaction \&rb, Def, and Anafailed to be
significant.

Binder and Referentiality The ANOVA on the second subexperiment revealed a main effect
of Bind (remote or local binder), which however was significant by subjects ¢al\L(51) =
7.851, p = .005; F,(1,3) = 4.284, p = .130). A remote binder (mean .4816) was more ac-
ceptable than a local binder (mean.4085). The factoRef (referentiality) was highly sig-
nificant (F1(2,102) = 68.244, p = .001; F,(2,6) = 12197, p = .008); quantified binders like
each womar{mean= .4008) were less acceptable than non-quantified binders sudhram
(mean= .4672) orthe woman(mean= .4670). Finally, we replicated the effect Ahafound
in the first subexperiment{(1,51) = 68.244,p < .0005;F,(1,3) = 45.725,p = .007). Again,
anaphors (mea# .5800) were more acceptable than pronouns (mea301).

TheANOVA also demonstrated a significant interactiorBaid andRef (F1(2,102) =
3.966,p=.022;F,(2,6) = 10.638, p=.011). The interaction d8ind andAnawas significant
by subjects and marginal by itentg; (1,51) = 35.051, p < .0005;F,(1,3) = 6.274, p = .087).
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Figure 3.11: Interaction dRef AnaandBind, multiple violations (Experiment 5)

Finally, a three-way interaction &ind, Ref andAnawas also obtained (significant by subjects

and marginal by items51(2,102) = 4.041, p = .020; F»(2,6) = 4.543, p = .063). This inter-

action is graphed in Figure 3.11. An inspection of Figure 3.11a shows that in the remote binder
condition, pronouns and anaphors are equally acceptable if the binder is a proper name or a
definite NP. However, if the binder is a quantified NP, the acceptability for pronouns decreases.
There is no such effect in the control condition (local binder, see Figure 3.11b). A post-hoc
Tukey test on theBind/Ref/Ana interaction confirms this observation: for the remote binder
condition, the difference between pronoun and anaphor is not significant for proper names and
definite NPs, but reaches significance for the quantified NPs (by subjectsionly)l). For

the local binder condition, on the other hand, the difference between pronoun and anaphor is
significant for all three bindersi(< .05).

A comparison of Figures 3.10 and 3.11 shows that picture NPs only have exempt
status if there is an intervening potential binder, i.e., in the remote binder condition. If there is
no intervening binder, pronouns are highly unacceptable with picture NPs—we get essentially
the same acceptability pattern as in the case of a local binder. To confirm this observation, we
conducted amNOVA on the data that overlapped from the two subexperiments (see (3.40) for
an example). The factors wefma (pronoun or anaphor) and the new factot, which had
two levels (intervening potential binder or not). The fadiutrtested the additional constraint
INTERVENE (INT), which penalizes the existence of an intervening potential binder. A main
effect ofInt was found, which however was significant by subjects oy, 51) = 5.142,p=
.028; F»(1,3) = 1.747, p = .278). We also found a main effect 8ha which was significant
by subjects and marginal by itenis; (1,51) = 33.181, p < .0005;F(1,3) = 6.987,p=.077).
Crucially, there was a significant interaction lot and Ana (F1(1,51) = 35.432, p < .0005;

F(1,3) = 15608, p = .029). This interaction is graphed in Figure 3.12.



104 Chapter 3. Gradient Grammaticality out of Context

Q
Re T

07- } 1
0.6

0.5- i
0.4+ B
0.3— B
L e pronou ]

]

ean acceptability (logs)

m
o
¥

0.1

| |
no intervening binder intervening binder

Figure 3.12: Interaction dht andAna single violations (Experiment 5)

-0.1- B
-0.2- B

-0.3- B

mean acceptability difference (logs)

-0.4- .

05 | 1 | | | |
0.5~ Tone  Der REF  VERB VERB+DEF INT
constraint violation

Figure 3.13: Constraint ranking, single violations (Experiment 5)

3.6.5.2. Constraint Ranking

As in Experiment 4, a series of planned comparisons was carried out to determine constraint
rankings. We compared the change in binding preference caused by single violations of the
soft constraints BF, REF, and VERB with the change in binding preference caused by a single
violation of the constraintNT. Figure 3.13 graphs the means that were tested in this set of com-
parisons. (No comparisons between individual soft constraints were carried out, as these failed
to be significant in Experiment 4.) This means that three planned comparisons were conducted,
i.e., a significance level gf = .0167 was usetf Note that the Latin square design means that
only by-subjects analyses can be carried out here: subjects saw two different lexicalizations for
Ana (anaphor or pronoun) in a given condition, hence no by-item binding preferences can be
computed.

We found a significant difference between the change in binding preference caused

16see Footnote 13 on how planned comparisons are handled in this thesis.
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Figure 3.14: Cumulativity of constraint violations (Experiment 5)

by a Der violation (mean=.0973) and anNT violation (mean= .4031) ¢;(1,51) = 10.486,

p = .002). The difference between &¥B violation (mean= .1585) and anNT violation was
also significant£;(1,51) = 6.902, p = .011), as was the difference between erRiolation
(mean=.1042) and anNT violation (F1(1,51) = 14.938, p < .0005). This means that all soft
constraints are ranked higher thaam| which seems to indicate thatt can be classified as a
hard constraint.

3.6.5.3. Constraint Interaction

Finally, we wanted to test the hypothesis that constraint interactions are cumulative, in line with
the results from Experiment 4. There was only one case of multiple violation in the present
experiment, viz., the combined violation ofeB and VERB in the first subexperiment. The
associated mean changes in binding preference are graphed in Figure 3.14.

We conducted two planned comparisons, comparing the change in binding preference
caused by zero, one, and two violations. The significance level was adjusted according to the
Bonferroni method, i.e., we usgm= .02517 As in the first series of planned comparisons, only
by-subjects analyses could be carried out. A significant difference was found both between zero
violations and one violation (meana —0.1249) ¢;(1,51) = 10.953, p = .002), and between
one and two violations (mean —0.3149) ¢1(1,51) = 12911, p = .001). This confirms the
finding that constraint violations are cumulative (see Experiment 4).

Furthermore, we wanted to test the hypothesis that constraints interact according to
the principle of strict domination (see Experiment 4). We conducted a post-hoc test to deter-
mine if the change in binding preference caused by the combined violatioemabd VERB
(mean= —.2964) was higher than that caused by a single violatiomnof(mean= —.4031),
see Figure 3.13. This difference failed to be significant. (As in Experiment 4, the post-hoc test

17See Footnote 13 on how planned comparisons are handled in this thesis.
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employed the same significance level as the planned comparisons used to determine constraint
ranks, i.e.p=.0167.)

This result provides further evidence against strict domination, and for the ganging
up of two lower ranked constraints against a higher ranked constraint, already observed in
Experiment 4.

3.6.6. Discussion
3.6.6.1. Constraints

This experiment demonstrated that binding in picture NPs is not equally acceptable for
anaphors and pronouns. For examples such as (3.37a), we found a main efiea(P type),
which shows that pronouns are consistently less acceptable than anaphors. Binding theory,
as commonly formalized in various frameworks, expects pronouns to be grammatical in pic-
ture NPs, but has to take some extra measures to account for the acceptability of anaphors in
the same configurations. For example, Chomsky (1986) introduces the notion of counterfac-
tual coindexation to extend the domain of anaphoric binding in such cases. Pollard and Sag
(1994) exempt anaphors in picture NPs from binding theory altogether (as long as there is no
referential possessor in the picture NP). They argue that the reference of such anaphors is gov-
erned by discourse and processing constraints, which they never explicitly spell out (although
they do give a sketch of certain relevant factors). Our results suggest that anaphors should ac-
tually be treated as the base case and that it is pronouns that are marginal and exceptional in
picture NPs'8

We also tested cases where another potential binder intervenes between the pronoun
or anaphor and its antecedent. In this case, the acceptability of pronouns and anaphors is not
significantly different. Again this contradicts claims in the theoretical literature. When there is
an intervening binder, as in (3.42) above, binding theory predicts that only a pronoun should
be able to have an antecedent outside the picture NP (as in (3.42b)). We found that the anaphor
decreases in acceptability and the pronoun increases in acceptability compared to the case with
no intervening binder (see (3.40)). The result is that both forms are equally acceptable, not that
the pronoun is acceptable and the anaphor unacceptable (as claimed in the literature). In the
control condition, where the binder was inside the NP (see (3.42b)), we found that anaphors
are highly acceptable, while pronouns are highly unacceptable, as predicted by binding theory.

We also investigated the factors that influence the exempt status of anaphors. An in-
teraction ofDef andAnaand an interaction offerband Anawas obtained. This demonstrated

180ne could ask whether our results could be an artifact of the fact that we used linguistically naive speak-
ers, who failed to apply the concept of coreference as intended. Note that the fillers we ran in our experiment were
a replication of Gordon and Hendrick’s (1997) Experiments 1-4, which tested very basic binding facts (such as the
ones in (3.36)). The results we obtained closely matched Gordon and Hendrick’s original results, which indicates
that our subjects did use the concept of coreference as intended. The replication study is presented in more detail in
Chapter 5, Experiment 14.
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that the acceptability of pronouns improves if the picture NP is definite or if the matrix verb is
a [-EXISTENCEH achievement verb or g-EXISTENCE accomplishment verb. However, this
improvement in acceptability does not compensate for the general unacceptability of pronoun
binding in picture NPs (see Figure 3.10). The verb class effect is line with the claims in theo-
retical literature (Chomsky 1986; Chomsky and Lasnik 1995; Reinhart and Reuland 1993).

Another finding concerns cases where another potential binder intervenes between the
pronoun or anaphor and its antecedent. Here, we observed a reduction in the acceptability of
the pronoun if the binder is a quantified NP. This was evidenced by the interactivef ahd
Anain our data. In the control condition, where the binder was inside the NP, we failed to find
an effect of referentiality, i.e., referential and quantified NPs were equally unacceptable.

These results demonstrate that the constraints that were observed to have an influence
on extraction from picture NPs in Experiment 4KE) REF, and VERB) also play a role in
binding in picture NPs. This suggests that both phenomena should receive a unified theoretical
treatment.

3.6.6.2. Constraint Ranking

The present experiment showed that the constraims, BREF, and VERB have a weak influ-

ence on the acceptability of binding in picture NPs. The constrain{that prevents binding to

an anaphor if there is an intervening potential binder), on the other hand, has a strong influence
on the acceptability of binding in picture NPs. Its ranking was shown to be significantly higher
than that of the other constraints (see also Figure 3.13).

This pattern of results is consistent with the findings obtained in Experiments 4, where
we concluded that Br, REF, and VERB are soft constraints whose violation triggers only small
changes in acceptability. The constraintr| on the other hand, seems to be a hard constraint
whose violation leads to a substantial change in acceptability. This claim is supported by the
fact that NT outranks all the soft constraints.

3.6.6.3. Constraint Interaction

As for constraint interaction, the present findings confirm the results of Experiment 4, where
we provided evidence that constraint violations are cumulative: the combined violaticerFof D
and VERB leads to an acceptability difference that is significantly higher than that brought
about by single violations of these constraints (see Figure 3.13).

Furthermore, we found additional evidence against the strict domination of constraints.
The constraintNT was ranked higher than botheb and VERB. However, a combined viola-
tion of DEF and VERB was not significantly different from a single violation aft. Such a
ganging up of constraint violations should be impossible under strict domination; the combi-
nation of two lower ranked violations should not compensate for a single violation of a higher
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ranked constraint (see again Figure 3.13).

Note this finding shows that two soft constraints (likefband VERB) can gang up
against a hard constraint (likeit). This allows us to exclude a scenario where hard constraints
strictly dominate soft ones, and ganging up effects are restricted to multiple hard violations.
Such a scenario could not be included based on the findings of Experiment 4, where ganging
up effects were only observed for hard constraints, and multiple soft violations were found to
be less serious than a single hard violation.

3.6.7. Conclusions

Following from Experiment 4, the present experiment extended the study of constraint rank-
ing and constraint interaction to a new phenomenon: binding of anaphors and pronouns in
picture NPs. The results confirm our classification of constraints: soft constraints cause mild
unacceptability when violated, while hard ones lead to serious unacceptability. For binding in
picture NPs, we identified definiteness, referentiality, and verb class as soft constraints, while
the presence of an intervening potential binder showed a violation pattern characteristic of a
hard constraint.

This observation was confirmed by the fact that the hard constraint was found to be
ranked significantly higher than all three soft constraints. As far as constraint interaction is
concerned, we found evidence for the claim that constraint violations are cumulative. Also, the
scope of ganging up effects could be extended to include soft constraints, which constitutes
further evidence against strict domination.

3.7. Experiment 6: Effect of Case and Pronominalization on Word
Order

Experiments 4 and 5 demonstrated that constraint violations are cumulative. However, this
finding was limited to cases of multiple violations differentconstraints in a given structure.
Intuitively, we would expect that this cumulativity effect extends to multiple violations of the
sameconstraint. Testing this intuition is the purpose of the present experiment. Note that our
results on multiple violations (both of the same constraint and of different constraints) will
become important for the theoretical argumentation in Chapter 6.

A second aim of the present experiment is to extend the results on constraint ranking
and constraint interaction obtained in Experiments 4 and 5 to a new linguistic phenomenon:
word order variation. (We will return to word order extensively in Experiments 10-12, where
we will deal with the interaction of word order and context.)
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3.7.1. Background

German has a fixed verb order. Subordinate clauses are verb final, while yes/no questions
require verb initial order, and declarative main clauses have the verb in second position. In
the generative literature, the subordinate clause order is generally considered the basic order
from which the main clause and question orders are derived by movement (e.g., Haider 1993).
The present experiment (and the follow-up study in Experiment 10) will focus on subordinate
clauses (which is also customary in the processing literature on German, e.g., Bader and Meng
1999). Using subordinate clauses avoids potential confounds from topicalization and other phe-
nomena that can occur in verb second clauses.

While verb order is fixed in German, the order of the complements of the verb is
variable, and a number of factors have been claimed to influence complement order. These fac-
tors include case marking, thematic roles, pronominalization, information structure, intonation,
definiteness, and animacy (Choi 1996; Jacobs 19&8le1999; Uszkoreit 1987).

Our approach to word order variation borrows from two existing accountgleM”
(1999) and Uszkoreit (1987). These approaches are interesting in the context of the present the-
sis because they explicit acknowledge the gradient nature of word order variation, and propose
linguistic frameworks that account for gradience. We will testligr’s (1999) and Uszkoreit's
(1987) accounts against experimentally collected acceptability judgments (both authors rely on
intuitive, informal judgments only).

Uszkoreit (1987) models word order preferences using weighted constraints. In such a
setting, linguistic constraints are annotated with a numeric weight that reflects their importance
in determining grammaticality (for a similar proposal, see Jacobs 1988). Uszkoreit assumes
constraint competition, i.e., not all constraints are necessarily satisfiable in a given linguistic
structure. This entails that grammaticality is a gradient notion; the degree of grammaticality of
a linguistic structure is computed as the sum of the of the weights of the constraint violations
the structure incurs.

Uszkoreit (1987) proposes the following constraints on word order in German (we
omit constraints that are not relevant to the present study):

(3.43) a. V+mc] <X
b. X< V[-McC]
[+NOM]| < [+DAT]
+NOM] < [+AcCC]
+DAT] < [+ACC]
—Focug < [+Focus
+PRQ < [-PRQ| (Uszkoreit 1987: 114)

@ o oo

[
[
[
[

These constraints are constituent order constraints, withdénoting linear precedence. The
constraint (3.43a) relies on the featune (main clause) to specify verb order; if this feature
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is positive (i.e., in a main clause), then the verb has to precede any other constituent, resulting
in verb initial word order. In a subordinate clause (markeshc]), on the other hand, all other
constituents have to precede the verb, as specified by constraint (3.43b), resulting in verb final
order. The constraints (3.43c) and (3.43d) require that nominative NPs precede dative and ac-
cusative NPs. The information structural requirement (3.43f) specifies that ground constituents
(marked [-Focud) precede focused constituents. Finally, the constraint (3.43g) requires pro-
nouns to precede full NPs.

Uszkoreit does not provide ranks or weights for the constraints in (3.43). Intuitively,
however, we expect a violation of verb order to lead to serious unacceptability, i.e., con-
straint (3.43b) should receive a higher weight than the other constraints. Also Pechmann,
Uszkoreit, Engelkamp, and Zerbst (1994), who use a slightly modified version of the con-
straint set in (3.43), assume thatNoM] < [+DAT] and[+NOM] < [+Acc] are stronger than
the constraints on verb order in (a) and (b).

An alternative to Uszkoreit's (1987) approach has been proposeduieri1999)
based on Optimality Theory. Standard Optimality Theory (Prince and Smolensky 1993, 1997)
assumes a binary notion of grammaticality; a linguistic structure is either optimal (and thus
grammatical) or suboptimal (and thus ungrammatical). However, OT can be extended to model
gradient grammaticality; Miler (1999) puts forward a modified version of OT based on the dis-
tinction between grammaticality (manifested in binary judgments) and markedness (associated
with word order preferences). Grammaticality is handled in terms of conventional OT-style con-
straint competition. This competition can yield several grammatical candidates, among which
further competition takes place based on markedness constraints. The markedness competition
then induces a preference order on the candidates that predicts their relative acceptability. (Note
that the grammaticality/markedness dichotomy is reminiscent of the distinction of hard and soft
constraints proposed in this thesis.)

In Muller's account, the constraints on pronoun order belong to the realm of grammat-
icality, while the constraints on case order and focus-ground order (among others) belong to
the realm of markedness. We omit technical details and only state constraints relevant to the
present data set:

(3.44) a. Nom: [+NOM]| < [—NOM]|
b. Foc: [-Focug < [+Focug
c. DAT: [+DAT] < [+AcCC] (Mtuller 1999: 795)

Note that the constraint & has the same effect as the constraints (3.43c) and (3.43d) postu-
lated by Uszkoreit. Also the constrainbE is the same as Uszkoreit's (3.43f).

In contrast to Uszkoreit, Miler postulates an explicit constraint rankings(" stands
for “is ranked higher than”):

(3.45) NoMm > Foc> DAT
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In addition to the markedness constraints in (3.44), a set of grammaticality constraints is pos-
tulated (omitted here). These constraints deal with pronoun order and ensure that pronouns
occur at the left periphery of the clause. All candidates that fail to meet this requirement are
predicted to be (categorically) ungrammatical. In contrast to UszkoraitleMdoes not in-
clude constraints on verb order; however it seems safe to assume that such constraints would
be grammaticality constraints inér's system.

For the purpose of this thesis, we will assume a set of constraints that is based on the
constraints assumed by Uszkoreit andIdr:

(3.46) Constraints on Word Order and Information Structure
a. VERBINITIAL : V[+McC] < X
VERBFINAL : X < V[—MC]
PROALIGN: [+PRQ < [-PRQ
NOMALIGN: [+NOM] < [-NOM]
DATALIGN: [+DAT] < [+AcCC]
GROUNDALIGN: [—FOCuU§ constituents have to be peripheral.

~0ooocm

The present experiment will test the validity of the constrainkoMRLIGN, NOMALIGN,
and DATALIGN, while the follow-up Experiment 10 will deal with the additional constraint
VERBFINAL and GROUNDALIGN.

Note that we have adopted a formulation cR@UINDALIGN that differs from the one
proposed by Uszkoreit andMér. This formulation requires that ground constituents (marked
[-Focud) are at the peripheral, i.e., occur sentence initially or sentence finally. This con-
straint makes the same predictions-asocug < [+Focug for verb final orders, but makes
different predictions for verb initial and verb medial orders. This will become important in
Experiments 11 and 12, where we will investigate word order preferences in Greek based on
the constraint ®OUNDALIGN. These experiments will also include new constraints on clitic
doubling and accent placement. The verb ordering restrictibRBYNITIAL will be used in the
modeling studies in Chapter 7 (but has not been investigated experimentally).

Previous judgment studies on word order in German were reported by Pechmann et al.
(1994) and Scheepers (1997). Pechmann et al. (1994) based their investigation on Uszkoreit's
(1987) set of constraints and were able to largely confirm his predictions, using both judgments
and a number of processing and production tasks. Scheepers (1997) focused on the interaction
of syntactic constraints (such as nominative precedes accusative) with thematic constraints
(such as agent precedes patient) and concluded that syntactic constraints are stronger than
thematic ones (again based on evidence from both judgments and processing tasks). Neither of
these two studies dealt with the effects of pronominalization on word order preferences (which
is the focus of the present experiment) or with context effects (which will be addressed in
Experiment 10; see also Meng, Bader, and Bayer 1999).
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3.7.2. Introduction

The aim of this experiment is to establish how multiple violations of the constrartg RGN,
NOMALIGN, and DATALIGN influence the acceptability of a given structure.

The experiment uses ditransitive verbs suchvaschlageri‘propose” that can take
three animate NPs as arguments. All possible permutations of these three NPs are tested, see
the example in (3.47° Our notation for word orders uses “V” for verb, “S” for subject, and
“O” and “I” for direct and indirect object, respectively. Subscript “pro” is used to indicate that
the NP is pronominalized.

(3.47) a. SIOV: Ich glaube,dassder Produzent dem Regisseur den Schauspieler

| believe that the producernom the directorDAT the actoracc
vorschhgt.
proposes
“I believe that the producer will propose the actor to the director.”

b. SOIV: Ich glaube, dass der Produzent den Schauspieler dem Regisseur
vorschhgt.

c. ISQV: Ich glaube, dass dem Regisseur der Produzent den Schauspieler
vorschhigt.

d. 10SV: Ich glaube, dass dem Regisseur den Schauspieler der Produzent
vorschhgt.

e. OSIV: Ich glaube, dass den Schauspieler der Produzent dem Regisseur
vorschlgt.

f. OISV: Ich glaube, dass den Schauspieler dem Regisseur der Produzent
vorschlgt.

These orders allow us to test the effect of violations oA LIGN and DATALIGN. The order
SIOV does not violate any constraints. SOIV violatesTBLIGN once, as the accusative NP
precedes the dative NP. ISOV violate®MALIGN once as there is one non-nominative NP
that precedes the nominative NP, while in IOSV, two non-nominative NPs precede the nomina-
tive NP, hence this structure incurs a double violation afMM\LIGN.

The examples in (3.47) also allow us to test combined violations OMALIGN
and DATALIGN. OSIV violates both MMALIGN and DATALIGN, as the accusative (non-
nominative) NP precedes the nominative NP, and the accusative NP also precedes the dative NP.
Finally, OISV violates dMALIGN twice, as both the accusative and the dative NP precede the
nominative NP, and also incurs a violation oATALIGN, as the accusative NP precedes the
dative NP

The second part of the experiment deals with the predictions of the constraint
PROALIGN. We use the same six orders as in (3.47), but now one of the NPs is realized as

9Note that only masculine NPs were used, as these are unambiguous in their case marking, both as full
NPs and as pronouns (while the case morphology of feminine and neuter NPs exhibits syncretism).
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a pronoun. The position of the pronominalized NP varies; either the first, second, or third NP
is realized as a pronoun. This is illustrated in the following example for the order SIOV.

(3.48) a. SylOV: Ich glaube, dass er dem Regisseur den Schauspieler
I believe that he~Nom the directorDAT the actorAcc
vorschigt.
proposes
“I believe that he will propose the actor to the director.”

b. SlpOV: Ich glaube, dass der Produzent ihm den Schauspieler
I believe that the producernoM him-DAT the actorAcc
vorschhgt.
proposes

“I believe that the producer will propose the actor to him.”
c. SlIOpV: Ich glaube, dass der Produzent dem Regisseur ihn
I believe that the producernom the directorDAT him-DAT
vorschigt.
proposes
“I believe that the producer will propose him to the director.”

These sentences incur zero to two violations RDRLIGN. (3.48a) violates ROALIGN zero

times, since there is no full NP that precedes the pronoun. (3.48b) incurs one violation, as one
full NP precedes the pronoun. In (3.48c), there are two full NPs preceding the pronoun, hence
this sentence incurs two violations ORBALIGN.

3.7.3. Predictions
3.7.3.1. Constraints

In line with the observations by Uszkoreit (1987)ul&r (1999) (among others), we expect
that a violation of the constraints WMALIGN, DATALIGN, and FRROALIGN will lead to a
significant reduction in the acceptability of a given word order. This means we predict main
effects of the corresponding experimental factdmn Dat, andPro.

3.7.3.2. Constraint Ranking

Recall that we adopted an operational definition of constraint ranking based on the degree of
unacceptability caused by a given constraint violation (see Section 3.1.2). This definition can
be used to assess the ranking of the constraints dealt with in this experiment: we will compare
the degree of unacceptability caused by single violations ofMRLIGN, DATALIGN, and
PROALIGN. Differences in unacceptability will indicate differences in constraints ranking, and
can be tested using planned comparisons.
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Predictions with respect to the ranking oOMALIGN, DATALIGN, and FRROALIGN
can be arrived at based onulEr's (1999) OT analysis. He assumes the rankingM\s>
DAT, where his constraints ®iv and Dat correspond to our constraintsdMALIGN and
DATALIGN. Furthermore, he stipulates that the order of pronouns is governed by grammatical-
ity constraints (hard constraints in our terminology). This means that his account predicts that
violations of FROALIGN are more serious than violations 0BNIALIGN, because NMALIGN
is a markedness constraint inullér's (1999) account (a soft constraint in our terminology).

3.7.3.3. Constraint Interaction

In Experiments 4 and 5, we established that multiple constraint violations have an cumula-
tive effect on acceptability. This effect was found for structures that incur multiple violations
of different constraints. The purpose of the present experiment is to determine how multiple
constraint violations of the same constraint influence acceptability.

This can be established with respect to the constraimisiALIGN and FROALIGN,
for which we include single and double violations in the stimulus set. If we assume that the
cumulativity of constraint violations generalizes to multiple violations of the same constraint,
then we predict that double violations ofdMALIGN and RROALIGN trigger a higher degree
of unacceptability than single violations.

If we find that multiple violations of the same constraint are cumulative, then we also
expect an overall cumulativity effect. To test this hypothesis, we can conduct an analysis based
on the overall number of violations in a given stimulus, irrespective of whether they are viola-
tions of the same constraint or of different constraint. This allows us to investigate structures
with up to three violations (for non-pronominalized stimuli), or with up to five violations (for
pronominalized stimuli). As in previous experiments, these predictions regarding cumulativity
will be tested using a series of planned comparisons.

3.7.4. Method
3.7.4.1. Subjects

Twenty-seven native Speakers of German from the same population as in Experiment 1 partic-
ipated in the experiment.

The data of two subjects were eliminated after an inspection of the responses showed
that they had not completed the task adequately.

This left 25 subjects for analysis. Of these, 17 subjects were male, eight female; 22 sub-
jects were right-handed, three left-handed. The age of the subjects ranged from 16 to 41 years,
the mean was 27.3 years.
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3.7.4.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials The experiment used two subdesigns. The first subdesign dealt with non-
pronominalized noun phrases and crossed the fabtonsandDat. The factorNomhad three
levels, specifying the number of violations of the constrai@MALIGN (once, twice, three
times). The factoDat had only two levels: either the constraDatAlign was violated or not.

By crossing the factorBlomandDat, we arrive at six cells, which correspond to the six word
orders given in (3.47). Eight lexicalizations were used for each of the cells, which resulted in a
total of 48 stimuli.

The second subdesign investigated the same word orders as the first subdesign, but this
time, one of the three NPs was pronominalized. This was realized by the additionalFextor
which had three levels, specifying the number of violations of the constraibfPIGN (once,
twice, three times). This yieldeNomx Dat x Pro = 3 x 2 x 3 = 18 cells in total. Example
stimuli are given in (3.48). Each cell was realized by the same eight lexicalizations as in the
first subdesign, resulting in 144 stimuli.

A set of 24 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).

To control for possible effects from lexical frequency, the lexicalizations for subject,
direct object, indirect object, and verb were matched for frequency. Frequency counts for the
verbs and the head nouns were obtained from a lemmatized version of the Frankfurter Rund-
schau corpus (40 million words of newspaper text) and the average frequencies were computed
for subject, direct object, indirect object, and verb lexicalizations.AAVvA confirmed that
these average frequencies were not significantly different from each other.

3.7.4.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions, Demographic Questionnaire, Training and Practice PhaseThese were de-
signed in the same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

Eight test sets were used: each test set contained one lexicalization for each of the
six cells in the first subdesign, and one lexicalization for each of the 18 cells in the second
subdesign, i.e., a total of 24 items. Lexicalizations were assigned to test sets using a Latin
square covering the full set of items.
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Figure 3.15: Mean judgments for each word order for (a) the non-pronominalized and (b) the
pronominalized condition (Experiment 6)

Subjects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 48 test items: 24 experimental items and
24 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each subject was randomly assigned to one of the test sets.

3.7.5. Results

The data were normalized as in Experiment 1 and separat&As were conducted for each
subexperiment.

3.7.5.1. Constraints

The mean acceptability ratings for each word order for the first subexperiment are displayed in
Figure 3.15a. AmNOVA revealed a main effect dlomthat was highly significant (2,48) =
30.197,p < .0005;F»(2,14) = 23125, p < .0005), while the main effect dat was significant

by subjects and marginal by itemB;(1,24) = 5.710, p = .025; F»(1,7) = 3.563, p = .101).

The interaction oNomandDat failed to be significant.

Figure 3.15b graphs mean acceptability for each word order for the second subexperi-
ment, which included pronominalized NPs. TAneovA again showed a highly significant main
effect of Nom(F(2,48) = 43410, p < .0005;F>(2,14) = 25.236, p < .0005). A highly signif-
icant main effect oPro was also obtained{(2,48) = 31.945, p < .0005;F,(2,14) = 24.058,

p < .0005), while the main effect dbat was not significant. Furthermore, an interaction of
Nomand Pro was presentH;(2,48) = 10.864, p < .0005; F»(2,14) = 24.058, p < .0005).

All other interactions were not significant, with the exception of the three-way interaction
of Nom Dat, andPro, which was significant by subjects onli#(4,96) = 2.668, p = .037;
F»(4,28) = 1.073,p = .388).
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3.7.5.2. Constraint Ranking

As in Experiments 4 and 5, a separate analysis was conducted to determine constraint rank-
ings. The first subexperiment allows us to compa@WLIGN and DATALIGN violations.

We carried out a planned comparison and found that the unacceptability caused by a sin-
gle NOMALIGN violation (order ISOV, mears= —.0779) was higher than the unacceptabil-

ity caused by a single AYALIGN violation (order SOIV, meags- .0963); this difference was
significant by subjects and marginal by itenfg(@, 24) = 5.300, p = .030; F»(1,7) = 3.809,
p=.092). (The mean acceptability of these orders is graphed in Figure 3.15a.)

The second subexperiment allowed us to compamvANLIGN and FROALIGN
violations using a planned comparison of the degree of unacceptability caused by sin-
gle constraint violation. No significant difference was found between the unacceptability
caused by a NMALIGN (order LSOV, mean= .1144) and a ROALIGN violation (or-
der ShoQV, mean= .1471). Note that no comparisons involvinghBALIGN were carried out,
as DATALIGN failed to have a significant effect on acceptability in the second subexperiment.
(The mean acceptability of these orders is graphed in Figure 3.15b.)

3.7.5.3. Constraint Interaction

Figure 3.16a graphs the mean acceptability for zero, one, and two violationeMANGN,
and for zero or one violation of ArALIGN for the non-pronominalized stimuli. To investigate
if multiple violations of NOMALIGN are cumulative, we conducted a post-hoc Tukey test on
the main effect oNomthat was found in the first subexperiment. Stimuli with one violation
of NOMALIGN (mean= —.1377) were less acceptable than stimuli with zero violations of
NOMALIGN (mean=.1538) @ < .01). Stimuli with two violations (meas —.2701) were in
turn less acceptable than stimuli with one violation (by subjects only,.05).

Figure 3.16b graphs the multiple constraint violations for the second subexperiment
(pronominalized stimuli) for the constraintsOMALIGN, DATALIGN, and RROALIGN. Again,
a post-hoc test was conducted based on the main effédédwfthat was found for the second
subexperiment. The results confirmed the findings from the first subexperiment: one violation
of NOMALIGN (mean= —.1111) was less acceptable than zero violations (meabb54)
(a < .01), while two violations (mear- —.2830) were less acceptable than one violation
(a < .01). A further post-hoc test on the main effectRyb demonstrated the cumulativity of
PROALIGN violations: one violation of ROALIGN (mean= —.0975) was less acceptable than
zero violations of ROALIGN (mean=.0071) @ < .01), while two violations (meaa: —.2384)
were less acceptable than one violation< .01).

Furthermore, a series of planned comparisons was carried out to establish the pres-
ence of a general cumulativity effect for multiple violations of either the same or different
constraints. In the second subexperiment, each stimulus incurred up to four violations of
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Figure 3.16: Cumulativity of violations for IMALIGN, DATALIGN, and FRROALIGN in (a) the
non-pronominalized and (b) the pronominalized condition (Experiment 6)
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Figure 3.17: Cumulativity of constraint violations for (a) the non-pronominalized and (b) the
pronominalized condition (Experiment 6)

NOMALIGN or PROALIGN. (Violations of DATALIGN were not taken into account since no
main effect ofDat was found in the pronominalized condition.) As in Experiments 4 and 5,
we computed the mean acceptability for the stimuli with zero violations (one sentence type),
one violation (two sentence types), two violations (three sentence types), three violations (two
sentence types), and four violations (one sentence type). The resulting acceptability scores are
graphed in Figure 3.17h.

Four planned comparisons were carried out, hence we set the significance level at
p = .0125. We failed to find a difference between zero violations (meatd53) and a sin-
gle violation (mean= .1447). However, the difference between a single violation and a double
violation (mean= —.1799) was significantq (1,24) = 51.745, p < .0005;F,(1,7) = 50.044,
p < .0005). Also, there was a difference between a double violation and a triple violation
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(mean= —.2804), significant by subjects onlf#(1,24) = 7.143,p = .013;F»(1,7) = 4.208,
p = .079). The difference between a triple violation and a quadruple violation (mean
—.3203), on the other hand, failed to reach significance.

A test for cumulativity effects was also carried out for the first subexperiment. Here we
included stimuli with zero violations, a single violation of eitheoMALIGN or DATALIGN,
and a double violation of both BMALIGN and DATALIGN. Note that stimuli with double
violations of NOMALIGN were not included as this would create an asymmetrical design,
given that NOMALIGN was ranked higher thanADALIGN (recall that no double violations of
DATALIGN were tested). Two planned comparisons were carried out, hence we set the signifi-
cance level ap = .025. We found that a single violation (mean0139) was significantly more
serious than zero violations (mean2083) ¢1(1,24) = 15.700,p = .001;F»(1,7) = 12672,
p = .009). Also, a double violation (mean —.2038) was more serious than a single violation
(significant by subjects and marginal by iterg(1,24) = 16.041, p = .001;F,(1,7) = 6.001,
p=.044).

3.7.6. Discussion
3.7.6.1. Constraints

We found significant main effects of the factdtdem Dat, andPro, which confirms our predic-
tion that a violation of either of the three constraintosMALIGN, DATALIGN, and FROALIGN
leads to a significant reduction in acceptability.

However, the effect oDat was only present in the first subexperiment; for pronomi-
nalized orders (subexperiment two), the relative order of dative and accusative NPs does not
seem to influence acceptability (see also Figure 3.15b). This is an interesting finding that is
not predicted by the theoretical approaches our constraints are baattdr(M99; Uszkoreit
1987).

Another finding concerns the interactionddmandPro that was present in the second
subexperiment. The meaning of this interaction becomes clear from Figure 3.15b: the impact of
NOMALIGN depends on the whether or not violations &JALIGN are also present. For or-
ders with a single ROALIGN violation, we find a pattern that corresponds to the one found for
non-pronominalized orders, modulo the effect @ffBLIGN, which was not present in the sec-
ond subexperiment (compare Figures 3.15a and 3.15b). For double violatioreAf BN,
we find essentially the same pattern as in the one violation condition (though overall acceptabil-
ity is low, which is of course due to the double violation a(f¢A LIGN). However, the pattern
for orders with zero ROALIGN violations deviates from that found in the non-pronominalized
condition. A single violation of MMALIGN does not seem to have an effect, while a double
violation of NOMALIGN causes a sharp drop in acceptability (compare the acceptability of
lproSOV or QyoSIV with that of k,,,OSV or Qy,oISV).
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The same phenomenon can also be observed for single violatiomsOgfLRGN ; these
did not cause a drop in acceptability, while double violations are severely unacceptable (com-
pare the acceptability of IOV or Sy, OIV with that of SL,OV or SQylV). Once another
violation of PROALIGN or a violation of NOMALIGN is present, an additional violation of
PROALIGN has the expected effect. We do not have an explanation for this finding, which is
not reported in the literature.

However, our findings on non-pronominalized word orders are consistent with those
reported in the experimental literature. Pechmann et al. (1994) found the following acceptabil-
ity ranking for non-pronominalized orders: SIQYSOIV > ISOV > OSIV > IOSV.2° This
ranking matches the one obtained in the first subexperiment (see Figure 3.15), even though
Pechmann et al.’s (1994) study differed from the present one in using inanimate accusative NPs.
We conclude that animacy fails to have an effect on the order preferences (or that its effect is
weak compared to the effects ofdMALIGN and DATALIGN).

3.7.6.2. Constraint Ranking

We established that the constrainoMALIGN is ranked higher than ArALIGN. This ranking
is compatible with Miller's (1999) account: he assumes a rankingM\i>> DAT, where his
constraints M and DaT correspond to our constraintSOMALIGN and DATALIGN.

On the other hand, we failed to find a difference in ranking between the constraints
NOMALIGN and RROALIGN. This conflicts with Miller's (1999) analysis, which assumes that
the position of pronouns is governed by hard constraints, while the position of nominative NPs
is governed by soft constraints. In contrast, our results indicate that the order of both pronouns
and nominative NPs is governed by soft constraints (of equal ranking). This finding will be
confirmed in Experiment 10, where will provide further evidence for the statusoof ALIGN
and RROALIGN as soft constraints by demonstrating that these constraints are subject to context
effects. We will also compare these constraints to a genuine hard constraint, viz., the constraint
that regulates verb order in German.

On a more general level, this result points to the importance of using experimental
methods to obtain gradient judgments datatHit’s (1999) analysis is based on informal,
intuitive judgments only.

3.7.6.3. Constraint Interaction

The experimental findings provided clear evidence for the generality of the cumulativity effect.
We demonstrated that two violations of a given constraint trigger a higher degree of unaccept-
ability than a single violation of the same constraint. This was demonstrated for the constraints

20we will use “>" to denote “is more acceptable than”.
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NOMALIGN and RROALIGN, for which we included single and double violations in the stim-
ulus set.

Given that multiple violations of the same constraint are cumulative, we also expected
an overall cumulativity effect. This was confirmed in a series of planned comparisons where
we counted the number of violation incurred by a stimulus, irrespective of whether they were
violations of the same constraint or of different constraints. We found evidence for the cumu-
lativity for up to four violations of OMALIGN, DATALIGN, and RROALIGN.

An unexpected effect occurred in the pronominalized condition, where we found that
stimuli with one constraint violation were as acceptable as stimuli with no violations (see
Figure 3.13). The reason for this was already discussed in Section 3.7.5.1: it seems that the
effect of NOMALIGN and RROALIGN only becomes visible once another violation of either
NOMALIGN or PROALIGN is present (see Figure 3.17b).

3.7.7. Conclusions

Investigating word order as a new phenomenon, the present experiment demonstrated that mul-
tiple violations of the same constraint are cumulative. This extends the results on the cumula-
tivity of violations of the different constraints obtained in Experiments 4 and 5.

Taken together, Experiments 4—6 suggest that cumulativity is a general property of
constraint violations. An cumulativity effect could be demonstrated for both soft and hard vi-
olations, and for multiple violations of the same constraint and of different constraints. These
findings are not readily compatible with an OT-style model of constraint interaction, where the
optimality of a structure is determined primarily based on the rank of the constraints it violates,
rather than based on the number of constraint violations. We will return to this in our theoretical
discussion in Chapter 6.

The present experiment also provided more evidence for the ranking of constraints;
we showed that the constraintdMALIGN is ranked higher than the constrainBALIGN,
based on the degree of unacceptability caused by violationsoof ANLIGN and DATALIGN,
respectively. dMALIGN and DATALIGN are soft constraints (this was not demonstrated in the
present experiment, but will become clear in Experiment 10 in the next chapter). Hence this
result about constraint ranking complements the finding of Experiment 4, where we only found
evidence for the ranking of hard constraints.

3.8. Conclusions

As detailed in Section 3.1, the present chapter had a double purpose. Firstly, it investigated
a set of linguistic constraints by presenting experimental results on four syntactic phenomena
(unaccusativity, extraction, binding, and word order). The results show that the use of gradient
acceptability judgments (collected experimentally) can contribute to clarifying the empirical
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status of these constraints, thus allowing us to settle data disputes in linguistic theory. The
underlying assumption is that such data disputes are the results of the informal data collec-
tion techniques employed in theoretical linguistics, which are not well-suited to investigate the

behavior of gradient linguistic data.

The second purpose of the experiments in the present chapter was to provide initial
evidence concerning a number of general properties of gradient linguistic data. These prop-
erties concern the classification of constraints into types, and the ranking and interaction of
constraints.

Experiments 1-3 focussed on constraint types. The results led to a distinction of hard
and soft constraints, based on the following set of properties:

e Gradience Soft constraint violations are associated with mild unacceptability, while
hard violations trigger serious unacceptability. This explains why hard constraints are
intuitively associated with binary acceptability judgments, while soft ones are associ-
ated with degrees of acceptability.

e Crosslinguistic Variation The effects of hard constraints are crosslinguistically sta-
ble (we take dialect variation as an instance of crosslinguistic variation). Soft con-
straints, on the other hand, may exhibit crosslinguistic effects.

Some of these results were preliminary, and require further experimental support. For example,
our study of crosslinguistic effects was limited to a comparison of two dialects of German. We
will return to this issue in Experiments 10-12, where we present the results of a crosslinguistic
study of gradience in word order phenomena.

Experiments 4-6 focussed on constraint ranking and constraint interaction. Our inves-
tigation of these concepts was guided by a set of operational definitions (see Sections 3.1.2
and 3.1.4); the ranking of a constraint was defined as the degree of unacceptability caused by
its violation. Our experimental results demonstrated the following properties:

e Ranking Both soft and hard constraints are ranked, i.e., individual constraints may
differ in the degree of unacceptability they incur when violated. Evidence for the rank-
ing of hard constraints was provided in Experiment 4, where we investigated extrac-
tion; the ranking of soft constraints was demonstrated in Experiment 6, where we dealt
with word order variation.

e Cumulativity Constraint violations are cumulative, i.e., the unacceptability of a
structure increases with the number of constraints it violates. It was shown that this is
an effect of considerable robustness and generality; it applies to both soft and hard vi-
olations, and to multiple violations of the same constraint and of different constraints.

e Strict Domination We found evidence for the ganging up of constraint violations,
both for hard and for soft constraints (in Experiments 4 and 5). Ganging up effects are
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not compatible with OT-style strict domination, but are expected under the assumption
that constraint violations are cumulative.

In the next chapter, we will present another set of experiments which is designed to broaden the
support for the hypotheses regarding gradient data that were formed in the present chapter. We
will provide more data on extraction and word order, and we will deal with a further linguistic
phenomenon, gapping.

The next chapter will provide additional support for the cumulativity effect and for
constraint ranking. It will also broaden our investigation of the relationship between crosslin-
guistic variation and gradience. However, the main purpose of the next chapter will be to in-
vestigate the relationship between gradience and linguistic context. We will put forward the
hypothesis that soft constraints are subject to context effects, while hard constraints are im-
mune to contextual variation. It will be argued that context effects can therefore serve as a
diagnostic for the soft/hard distinction. We will present data on context effects on linguistic
judgments for three phenomena: gapping (Experiments 7 and 8), extraction (Experiment 9),
and word order (Experiments 10-12).






Chapter 4

Gradient Grammaticality in Context

Chapter 3 presented a preliminary investigation into the nature of gradient linguistic judgments,
and identified a set of general properties shared by all the syntactic phenomena that were inves-
tigated. We found that constraints are ranked, that constraint violations are cumulative, and that
lower ranked constraint violations can gang up against higher ranked ones. In this chapter, we
report a series of experiments on gapping, extraction, and word order that confirm these basic
observations.

Another result of Chapter 3 was the hypothesis that there are two types of constraints
that exhibit distinct behavior with respect to gradient judgments. Soft constraints lead to mild
unacceptability when violated, while violations of hard constraints trigger serious unaccept-
ability. This chapter will supply additional evidence for the hard/soft dichotomy. We will show
that context effects are a powerful diagnostic of constraint type: the experimental findings sug-
gest that soft constraints are subject to context effects, while hard constraints are immune to
contextual variation.

In Chapter 3, we hypothesized that the effects of hard constraints are crosslinguisti-
cally stable, while soft constraint effects are subject to crosslinguistic variation. This chapter
provides further evidence for this hypothesis based on a crosslinguistic investigation of word
order preferences.

4.1. Introduction

In Chapter 3, the main focus of our investigation of gradience in grammar was on constraint
ranking, constraint types, and constraint interaction. This chapter continues to provide evidence
with regard to constraint ranking and constraint interaction; however, its main focus is the
hypothesis that two types of linguistics constraints can be distinguished, soft and hard, based
on their behavior with respect to gradient acceptability. The experiments reported in the present
chapter will explore his hypothesis by demonstrating that crosslinguistic variation and context
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effects can serve as diagnostics for the hard/soft dichotomy.

4.1.1. Context Effects

Throughout this thesis the term “context” will be used to refer to the linguistic context of a
sentence, i.e., to the type of context that is involved in intersentential grammatical phenomena
such as Information Structure (Experiments 7, 8, 10-12) or reference and presupposition (Ex-
periment 9). We will not deal with effects from the extra-linguistic context of a sentence, which
are well-attested for linguistic judgments (see Section 2.4 for an overview).

The linguistic context of a sentence can be manipulated by prefixing the target sentence
with another sentence, the context sentence. This context sentence can either be declarative or a
question (the latter is common for information structural phenomena). Using this approach, we
are able to test for context effects in the target sentence by manipulating the linguistic properties
of the context sentence. It is important to compare the results of such manipulations to a control
condition. This is standard practice in the sentence processing literature (see, e.g., Altmann
and Steedman 1988). All experiments reported in the present chapter use a double control
condition: a neutral context, i.e., a context that is maximally uninformative, and a null context
where the target sentence is presented in isolation.

The focus of this chapter is not on context effects as such, but rather on the interaction
of constraint violations with context. To conceptualize this interaction, we will distinguish
two kinds of constraints: context-independent constraints and context-dependent constraints.
A constraint iscontext-independeititit is immune to context effects, i.e., if its violation causes
the same degree of unacceptability in all contexts. A constrainbiigext-dependerit the
degree of unacceptability triggered by its violation varies from context to context. An extreme
example of a context-dependent constraint is one for which the effect of its violation disappears
completely in certain contexts, i.e., the violation triggers no increase in unacceptability. For
other constraints we might find that the effect of a violation is less serious in a certain context,
i.e., the violation leads to a lower degree of unacceptability compared to other contexts.

The hypothesis that will be advanced in the present chapter is that soft constraints are
context-dependent, while hard constraints are context-independent. If this hypothesis is correct,
then context effects can serve as a diagnostic for the type of a constraint, i.e., by checking for
context effects we can determine if a given constraint is hard or soft.

4.1.2. Crosslinguistic Effects

Experiments 1-3 presented an initial investigation of crosslinguistic variation in gradient data.
This investigation led to the conclusion that certain verb classes (peripheral verb classes) show
an auxiliary selection behavior that varies from language to language (or from dialect to di-
alect), while other classes (core verb classes) show the same auxiliary selection behavior in all
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languages (Sorace 2000).

This finding can be explained under the assumption that class membership is governed
by a set of constraints, some of which are hard constraints, while others are soft ones. The
hard constraints determine the membership in core verb classes, while the soft ones regulate
the membership in peripheral verb classes. In the preceding chapter, we demonstrated that
hard constraints lead to serious unacceptability when violated, while soft constraint violations
induce only mild deviance. This explains why core verbs show a strong preference for one
auxiliary, while the auxiliary selection preferences of peripheral verbs are gradient.

Under an optimality theoretic approach, crosslinguistic variation is accounted for by
the re-ranking of constraints (for an overview of Optimality Theory, see Section 2.6). In the case
of auxiliary selection, this means that the crosslinguistic differences in the auxiliary preference
of peripheral verbs are due to crosslinguistic differences in the ranking of the soft constraints
that govern class membership for peripheral verbs. For instance, the controlled motion class
is a peripheral class that seleasinin northern dialects, while southern dialects allow both
habenand sein (see Experiment 1). This means that in northern dialects, the constraint that
disallowshabenfor controlled motion verbs is ranked higher than the constraint that disallows
sein resulting in an overalseinpreference. In southern dialects, on the other hand, both con-
straints are ranked equally, resulting in equal acceptability for both auxiliaries. For core verb
classes, however, no such crosslinguistic variation in the constraint ranks is predicted. Change
of location verbs, for instance, selesginin both dialects, which means that the constraint that
disallowshabentfor this class has the same rank in both dialects.

In this setting, constraint re-ranking only affects soft constraints, while hard constraints
have the same rank across languages. While this might be the case for auxiliary selection, it
does not seems to generalize to other syntactic phenomena. In fact, most of the optimality
theoretic research on syntax (see the papers in Barbosa, Fox, Hagstrom, McGinnis, and Pe-
setsky 1998 as an example) accounts for crosslinguistic variation via the re-ranking of hard
constraints. (By hard constraints we mean constraints that induce clear-cut, binary acceptabil-
ity judgments. In the OT literature, however, the term hard constraint is sometimes used to refer
to inviolable constraints.)

We will therefore assume that the re-ranking of hard constraints is possible, and that
auxiliary selection (where the ranking of hard constraint seems to be fixed) is just a special
case. Under this view, crosslinguistic re-ranking is a general property of linguistic constraints,
both hard and soft. However, a crucial difference between soft and hard constraints remains,
even if we assume that the two constraint types both allow re-ranking. Recall that the results of
Experiments 1-3 showed that core verbs are core across languages, i.e., they exhibit a binary
auxiliary selection pattern in all languages (or dialects). On the other hand, peripheral verbs
are peripheral across languages, i.e., they show gradient auxiliary selection, and are subject to
telicity and animacy effects. There seems to be no cases of verb classes that are core in one
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language, but peripheral in another.

This observation leads to the hypothesis that constraint re-ranking can not cross type
boundaries. In other words, hard constraints will be hard in all languages (but may vary in
their ranking from language to language). Correspondingly, soft constraints are crosslinguisti-
cally soft (but the ranking can vary crosslinguistically). We will test this hypothesis in the our
crosslinguistic investigation of word order in Experiments 10-12. The crosslingusitic behavior
of constraints will also be the subject of our modeling studies in Chapter 7.

4.2. Experiment 7: Effect of Verb Frame, Remnant, and Context
on Gapping

We start our investigation of context effects on gradient grammaticality by providing experi-
mental data on gapping, a phenomenon which has long been recognized as context-dependent
in the theoretical literature, but which is under-researched from an experimental point of view.
The present experiment will present some initial evidence for the fact that some constraints on
gapping are context-dependent, i.e., that the effect of certain constraint violations disappears in
an appropriate context.

4.2.1. Background

Gapping is a grammatical operation that deletes certain subconstituents of a coordinate struc-
ture. As examples consider (4.1)—(4.3) below, in which the (a) examples constitute gapped
versions of the (b) examplés:

(4.1) a. |Iate fish, Bill rice, and Harry roast beef.

b. [ ate fish, Bill ate rice, and Harry ate roast beef. (Kuno 1976: (1))
(4.2) a. Tom has a pistol, and Dick a sword.

b. Tom has a pistol, and Dick has a sword. (Kuno 1976: (2))
(4.3) a. lwantto try to begin to write a novel, and Mary

to try to begin to writ
to begin to write

a play.
to write ey
0
b. | want to try to begin to write a novel, and Mary wants to try to begin to write a
play. (Kuno 1976: (3))

These examples indicate that gapping always deletes the matrix verb and leaves behind exactly
two constituents as remnants (Kuno 1976: 318). Surveying previous work by Hankamer (1973),

1Al examples in this section are taken from Kuno (1976).
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Jackendoff (1971), and Ross (1970), Kuno (1976) also observes that certain functional princi-
ples affect the acceptability of gapping, such as the following restriction on the interpretation
of the constituents left behind by gappifig:

(4.4) The Minimal Distance Principle [MINDIS]
The two constitutions left behind by Gapping can be most readily coupled with the
constituents (of the same structures) in the first conjunct that were processed last of
all. (Kuno 1976: (27))

The examples in (4.5) illustrate the Minimal Distance Principle: in (4.5a), the renToamhas
to be paired withMary, yielding the interpretation in (4.5b). It is not possible to peim with
the more distant subjedohn yielding the interpretation in (4.56).

(4.5) a. John believes Mary to be guilty, and Tom to be innocent.
b. John believes Mary to be guilty, and John believes Tom to be innocent.
c. *John believes Mary to be guilty, and Tom believes Mary to be innocent.
(Kuno 1976: (32))

A further generalization about gapping constructions is that the gap has to represent contex-
tually given information, while the remnant has to constitute new information. Kuno (1976)
captures this using the concept of Functional Sentence Perspective (FSP):

(4.6) The FSP Principle of Gapping[SENTP]
Constituents deleted by Gapping must be contextually known. On the other hand, the
two constituents left behind by Gapping necessarily represent new information and,
therefore, must be paired with constituents in the first conjunct that represent new
information. [..] (Kuno 1976: (43))

Kuno (1976) notes that the FSP Principle seems to be able to override the Minimal Distance
Principle. (4.7a) is acceptable as a gapped version of (4.7b), even though it violat€s M

(4.7) a. With what did John and Billy hit Mary? John hit Mary with a stick, and Bill with

a belt.
b. With what did John and Billy hit Mary? John hit Mary with a stick, and Bill hit
Mary with a belt. (Kuno 1976: (34a))

Kuno's (1976) also observes that the remnants in a gapped sentences tend to be interpreted as
a subject and its predicate:

2We supply constraint names for notational convenience.
SWe use “?” or “*" to indicate the unacceptability of a given reading. On the meaning of acceptability
marks in this thesis, see Section 3.1.6.
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(4.8) The Tendency for Subject-Predicate Interpretation[SUBJPRED]
When Gapping leaves an NP and a VP behind, the two constituents are readily inter-
preted as constituting a sentential pattern, with the NP representing the subject of the
VP. (Kuno 1976: (44))

This explains why (4.9a) can be interpreted as the gapped version of (4.9b) (dmeis the
subject ofdonatg, but not as the gapped version of (4.9c) (wh&oen is the subject of the
object control verlpersuade Example (4.10a), on the other hand, not only has (4.10b) as a
possible interpretation, but also (4.10c) (or at least (4.10c) is considerably better than (4.9c)).
In (4.10c), Tom is the subject oflonate because the matrix vegiromiseis a subject control

verb. Such a subject-predicate interpretation is preferred in gapping constructions. Note that
(4.10c) violates NND1s, thus indicating a competition betweenmD1s and SJBJPRED.

(4.9) a. John persuaded Bill to donate $200, and Tom to donate $400.
b. John persuaded Bill to donate $200, and John persuaded Tom to donate $400.
c. *John persuaded Bill to donate $200, and Tom persuaded Bill to donate $400.
(Kuno 1976: (47))
(4.10) a. John promised Bill to donate $200, and Tom to donate $400.
b. John promised Bill to donate $200, and John promised Tom to donate $400.
c. John promised Bill to donate $200, and Tom promised Bill to donate $400.
(Kuno 1976: (48))

Finally, Kuno (1976) also observes that gapping cannot leave behind remnants that are part of
a subordinate clause: (4.11a) cannot be understood as a gapped version of (4.11b).

(4.11) a. John persuaded Dr. Thomas to examine Jane and Bill Martha.
b. *John persuaded Dr. Thomas to examine Jane and Bill persuaded Dr. Thomas to
examine Martha. (Kuno 1976: (52b))

This can be formulated as the generalization that the remnants in a gapping construction must
be part of a simplex sentente:

(4.13) The Requirement for Simplex-Sentential Relationshipg{SIM S]
The two constituents left over by Gapping are most readily interpretable as enter-
ing into a simplex-sentential relationship. The intelligibility of the gapped sentence
declines drastically if there is no such relationship between the two constituents.
(Kuno 1976: (54))

4t is not clear, however, how general this requirement is, see for instance the following example where
gapping out of a PP complement seems to be possible:

(4.12) a. John gave Jane a picture of Elvis and Fred Bob Dylan.
b. John gave Jane a picture of Elvis and John gave Fred a picture of Bob Dylan.
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Table 4.1: Main effects used to test the constraint set (Experiment 7)

verb frame Frameg remnant Remn context Con)

trans. NP V NP — felicitous context
NPV PP null context (control)
NP V VP
NP V PP-adj

ditrans. NPV NP NP NP XP XP felicitous context
NPVNPPP _ _ XPXP null context (control)
NPVNPVP NP_ _ XP

NP_ XP _

According to Kuno (1976: 316), “the Requirement for Simplex-Sentential Relationship is a
very strong and nearly inviolable constraint”, and a violation of this constraint leads to serious
unacceptability. Kuno (1976) claims that the interaction of this constraint with weaker ones
such as MNDiIs, SENTP, and $BJPRED, determines the degree of acceptability of gapped
sentences. However, Kuno (1976) does not make this interaction explicit; he fails to give an ac-
count of how the degree of acceptability of a gapped sentence is computed from the constraint
violations it incurs. The present experiment aims to overcome this limitation. Using experi-
mental data we investigate how the interaction of constraints on gapping determines the degree
of acceptability of a gapped structure.

Gapping is an under-researched area in psycholinguistics; a small number of judg-
ment experiments on ellipsis in coordinated structures were reported by Greenbaum (1977),
Greenbaum and Meyer (1982), and Meyer (1979). More recently, Carlson (1999) presented
an experimental investigation of the effect of parallelism and prosody on the preferred inter-
pretation of a gapped sentence. None of these studies dealt with context effects, the focus of
Experiments 7 and 8.

4.2.2. Introduction

Experiment 7 was designed to investigate whether certain constraints on gapping that have
been proposed in the literature have a gradient effect on the acceptability of gapped sentences:
(a) the verb frame of the gapped verb (b) whether the remnant left behind by gapping is a
complement or an adjunct, (c) the structure of the remnant, and (d) the context preceding the
gapped sentence. Table 4.1 gives an overview of the factors included in this experiment and
their levels.

The factor verb frameHrame included both transitive and ditransitive verbs. The tran-
sitive case included verbs with NP, PP, and VP complements. PP adjuncts were also included
in order to test the claim that adjunct remnants are more acceptable than complement rem-
nants (Hankamer 1973). The following examples illustrate the levels of the factorefor
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transitive verbs:

(4.14) a. NPV NP: She repeated the question, and he the answer.
b. NPV PP: She negotiated with the manager, and he with the secretary.
c. NPV VP: She expected to win, and he to lose.
d. NPV PP-adj: She read in the bedroom, and he in the lounge.

For ditransitive verbs, the factérameincluded verbs that have an NP as their first comple-
ment, and another NP, a PP, or a VP as their second complement, such in (4.15).

(4.15) a. NP V NP NP: She charged the client 50 pounds, and he the manufacturer 100
pounds.
NP V NP PP: She accompanied the boy to school, and he the girl to university.
NP V NP VP: She authorized the manager to leave, and he the secretary to stay.

Transitive verbs allow only one type of remnant (where the subject and the object are left
behind, while the verb is gapped). Ditransitive verbs, on the other hand, allow more complicated
remnants, which we took into account by including the additional factor remnantRgrer(

for ditransitive verbs. The levels &emncan be exemplified by the following sentences:

(4.16) a. NP _ XP XP: She charged the client 50 pounds, and he the manufacturer 100
pounds.
_ _ XP XP: She charged the client 50 pounds, and the manufacturer 100 pounds.
NP _ _ XP: She charged the client 50 pounds, and he 100 pounds.
d. NP _ XP _: She charged the client 50 pounds, and he the manufacturer.

Note that we use pronouns in (4.16c) and (4.16d) to make sure that the remnant is interpreted
as the subject NP.

Context Con), the third factor in the experiment, was meant to test the influence of
context on the acceptability of gapping. A felicitous context for gapping (according to Kuno'’s
1976 ENTP constraint) is one in which the gapped constituent contains given information,
while the remnants constitute new information. Such a given-new patrtition can be realized
using a question context: new constituents in the answer are realizeti-phrases in the
question, while given constituents in the answer are realized as full NPs in the question. This is
illustrated by the questions in (B.38)con, which constitute felicitous contexts for the transitive
sentences in (4.14):

(4.17) a. Whatdid Hanna and Michael repeat?
b. Who did Emily and Matthew negotiate with?
c. What did Rachel and Andrew expect to do?
d. Where did Rebecca and Mark read?
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The factorConwas the same for the ditransitive condition. Here are the felicitous contexts for
the examples in (4.16):

(4.18) a. Who did Hanna and Michael charge what?
b. Who did Hanna charge what?
c. What did Hanna and Michael charge the client?
d. Who did Hanna and Michael charge 50 pounds?

A null context condition was included as a control condition, allowing us to determine how
subjects behave in the absence of contextual information. (The influence of non-felicitous and
neutral contexts on gapping was investigated in Experiment 8.)

4.2.3. Predictions

As far as the factoFrameis concerned, no clear predictions can be derived from the literature
as to the effect of complement type (NP, PP, or VP) or arity (transitive or ditransitive) of the
verb. As for the complement/adjunct status of the remnant, the experiment allows us to test
Hankamer’s (1973) claim that PPs adjuncts are more acceptable than PP comptements.

For the factorRemn the constraint NNDIs predicts that the remnant _ XP XP is
more acceptable than the remnants NP XP and NP_ XP _. Another relevant prediction is
that the remnant NP XP XP is unacceptable, based on Kuno’s (1976: 318) claim that gapping
has to leave behind exactly two constituents.

As for the effect ofCon Kuno's (1976) constraint &NTP predicts that the acceptabil-
ity of a gapped sentence should be increased in a felicitous context, compared to the control
condition (the null context).

Furthermore, we predict an interaction between the fadesmnand Con based on
Kuno's (1976) observation that the satisfaction @N$P seems to override a violation of the
MINDIs (see Section 4.2.1).

4.2.4. Method

4.2.4.1. Subjects

Fifty-five native Speakers of English from the same population as in Experiment 4 participated
in the experiment.

The data of two subjects were excluded because they were bilingual (by self-
assessment). The data of a further two subjects were excluded because they were linguists

5Consider the following examples from Hankamer (1973), which are analogous to our sentences (4.14b)
and (4.14d) (the acceptability judgments are his):

(4.19) a. *Max wanted to put the eggplant on the table, and Harvey in the sink.
b. ?Max writes plays in the bedroom, and Harvey in the basement.
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(by self-assessment). The data of another two subjects were eliminated after an inspection of
the responses showed that they had not completed the task adequately.

This left 49 subjects for analysis. Of these, 29 subjects were male, 20 female; eight
subjects were left-handed, 41 right-handed. The age of the subjects ranged from 14 to 52 years,
the mean was 30.6 years.

4.2.4.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials The experiment included two subdesigns, as illustrated in Table 4.1. For the
transitive items, a full factorial design was used with verb frafrarfie and contextCon) as

the two factors. (4.14) gives example stimuli for the transitive condition; (4.15) givens examples
for the ditransitive condition. Example contexts are given in (4.17). This yielded a total of
Framex Con= 4 x 2 = 8 cells. For the ditransitive items, the additional factor remnant type
(Remnwas included, yieldingrramex Remnx Con= 3 x 4 x 2 = 24 cells Four lexicalizations
were used for each of the cells, which resulted in a total of 128 stimuli.

A set of 32 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).

To control for possible effects from lexical frequency, the stimuli in both subdesigns
were matched for frequency. Verb and noun frequencies were obtained from a lemmatized ver-
sion of British National Corpus (100 million words) and average frequencies were computed
for the verb, the head noun of the subject, and the head noun of the object for each frame. An
ANOVA confirmed that the average verb, subject, and object frequencies did not differ signifi-
cantly between frames.

4.2.4.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used an English version of the instructions in Experiment 1. Where contex-
tualized stimuli were presented, subjects were told that each sentence would be presented in
context, defined as a single sentence preceding the target sentence. Subjects were instructed
to judge the acceptability of the target sentence, and to take the context into account in their
judgments. The task was illustrated by examples.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.



4.2. Experiment 7: Effect of Verb Frame, Remnant, and Context on Gapping 135

a b.
T T T T T T T
7 o1 13 ol {\{/\{ |
kel L 1L L J
2 2
= 0F 1= 0O -
Q Q
© L 1 @®© L
o o
& -0.1- ~8-01- -
Q Q
© L | ® L
b b
o -0.21 - o -0.2 -
1S | 1€ |
-0.3+ - -0.3- B
| | 1 1 | | 1 1
NP V NP NPV PP NP V VP NPV PP-adj NP V NP NP V PP NP V VP NPV PP-adj
verb frame -- null context verb frame -- felicitous context

Figure 4.1: Mean judgments for gapping by verb frame and context, transitive frames (Experi-
ment 7)

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

A between subjects design was used to administer the f@ctarsubjects in Group A
judged non-contextualized stimuli, while subjects in Group B judged contextualized stimuli.
The factord~rameandRemnwere administered within subjects.

For each group, four test sets were generated: each test set contained one lexicalization
for each of the 16 cells in the design. Lexicalizations were assigned to test sets using Latin
squares. Four separate Latin squares were applied: two for the transitive condition (null context
and context) and two for the ditransitive condition (null context and context).

Subijects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 32 test items: 16 experimental items and
16 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each subject was randomly assigned to a group and a test set; 26 subjects were
assigned to group A, and 23 to group B. Instructions, examples, training items, and fillers were
adapted for Group B to take context into account.

4.25. Results

The data were normalized as in Experiment 1. Separate analyses of varame §) were
performed for the transitive and ditransitive verb frames. The analysis for the transitive frames
failed to find a significant main effect of verb frame. The main effect of context was significant
only by items F1(1,47) = .326,p = .571;F»(1,6) = 29.720, p = .002), and the interaction of
frame and context was non-significant. The average judgments for the transitive condition are
graphed in Figure 4.1.

For the ditransitive frames, a marginal main effect of verb frame was found
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Figure 4.2: Mean judgments for gapping by verb frame, remnant type, and context, ditransitive
frames (Experiment 7)

(F1(2,94) = 2.727,p = .071; F»(2,12) = 6.037, p = .015). Furthermore, thenovA showed

a highly significant main effect of remnant typie (3,141 = 18.936, p < .0005;F»(3,18) =

6.564, p = .003), and an interaction of verb frame and cont&x{Z,94) = 5.661, p = .005;
F»2(2,12) = 5.096, p = .025). The interaction of remnant type and context was significant by
subjects 1(3,141) = 5.483, p = .001; F,(3,18) = 1.847, p = .175). Finally, there was an
interaction of remnant type and verb frame, significant by subjects and marginal by items
(F1(6,282) = 3.817, p = .001; F»(6,36) = 1.972, p = .096). No main effect of context was
found, and all the remaining interactions were non-significant.

The mean judgments for the null context conditions are graphed in Figure 4.2a. This
graph shows that the _ XP XP remnant is more acceptable than the other remnants. This
effect is consistent across all frame types. A comparison with Figure 4.2b (showing the mean
judgments for the context condition) demonstrates that the remnant effect disappears in a felic-
itous context: the. _ XP XP remnant is not more acceptable than the other remnants.

To verify this observation, we carried out a post-hoc Tukey test orRis@iCon
interaction. In the null context condition, we found that the. XP XP is significantly more
acceptable than all other remnants (by subjects @nky, .05 in all three cases). None of the
other remnants were significantly different from each other. In the context condition, on the
other hand, we found that all remnants were equally acceptable.

Another post-hoc Tukey test was carried out to investigaté-tamegConinteraction.

In the null context, none of the frames were significantly different from each other. In the
context condition, we found that the NP V NP NP frame was significantly less acceptable than
the NP V NP PP frame (by subjects only< .05). Furthermore, we found that the NP V NP

PP frame was significantly more acceptable in the context condition than in the null context
condition (by subjects onlyy < .05). The same effect was found for the NP V NP VP frame
(by subjects onlyn < .05).
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We did not investigate thEBram@Remninteraction any further, as it is simply a by-
product of theRemmrConand theFramé&Coninteractions, already discussed above.

4.2.6. Discussion

For transitive verbs, we found that gapping is equally acceptable for all types of verbal com-
plements tested (NP, PP, VP). We also failed to find a difference between PP complements and
PP adjuncts. This result settles the controversy on the status of complements and adjuncts in
gapping: Hankamer (1973) claims that PP adjuncts are more acceptable than PP complements,
a claim that is disputed by Jackendoff (1971) and Kuno (1976). These negative results are also
important the follow-up experiment on gapping (Experiment 8), as they make it possible to dis-
regard the distinction between different verb frames, and between adjuncts and complements,
thus enabling us to use a more compact experimental design.

In contrast to transitive verbs, ditransitive verbs showed an effdetaohe in a felici-
tous context, the NP V NP NP frame was less acceptable than the NP V NP PP frame. Also, the
acceptability of the NP V NP PP and NP V NP VP frames was found to be context-dependent.
Note however that these effects, for which the literature on gapping fails to offer an explanation,
are rather small (see Figure 4.2).

The main finding of Experiment 7 is the effect of remnant type and its interaction
with context. We showed that the _ XP XP remnant is more acceptable than all the other
remnants, an effect that is very strong in a null context, but disappears completely in a felicitous
context. This provides convincing evidence for Kuno’s (1976) Minimal Distance Principle, and
in particular for his observation that a violation ofiDIs can be overridden by satisfying the
context requirements on gapping (his constraiet &).

On the other hand, we found that the NPXP XP remnant is not significantly less
acceptable than NP _ XP and NP_ XP _, contrary to Kuno’s (1976) claim that gapping must
leave behind exactly two remnants. The finding is consistent with observations by Steedman
(1990), who argues against Kuno’s two-remnant restriction.

Now let us briefly consider an alternative explanation for the interaction of remnant
type and context. One could argue that this effect is actually due to the contexts used, rather
than to the stimulus sentences proper. Some initial plausibility for this view derives from the
fact that two of the remnants (NP XP XP and_ _ XP XP) used doublevh-question as
contexts (see (4.18a) and (4.18b)), while the other two remnants_(NPXP and NP_ XP
_) had singlewh-question as contexts (see (4.18c) and (4.18d)). It seems plausible to assume
that multiplewh-questions are less acceptable than single ones, and maybe subjects took the
acceptability of the context into account when they judged the acceptability of the stimulus
sentences.

To test this hypothesis, atnovA was conducted on the contextualized data with ques-
tion type as the only factor. This yielded an effect of question type which was significant by
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subjects I1(1,2) = 8.982, p = .007; F»(1,3) = 1.257, p = .344). However, this effect went
the other way than was expected: single questions (rrear0085) were less acceptable than
double questions (mean.0410). This result allows us to rule out the hypothesis that the effect
of Remnis due to the type of question used, rather than to the remnant itself.

Another alternative explanation for the remnant is that XP XP is more accept-
able because it does not contain a subject pronoun. This pronoun is present in the other three
remnants and might reduce acceptability in the null context condition, as it cannot be anchored
to an NP in the context. This would explain why the remnant effect disappears the in context,
where such an antecedent is provided (see (4.14) and (4.17)). This alternative explanation for
the remnant effect cannot be ruled out on the basis of Experiment 7. We will address this issue
in the next experiment, where we investigate the behavior of gapping in non-felicitous con-
texts. A non-felicitous context provides an antecedent for the subject pronoun, but differs from
a felicitous context in that it violatesesITP.

4.2.7. Conclusions

The results of Experiment 7 confirms the usefulness of an experimental approach to linguistic
data by applying magnitude estimation to gapping constructions. Experiment 7 showed that PP
adjuncts and PP complements are equally acceptable as remnants in gapping, a fact that was
surrounded by controversy in the theoretical literature. It also provided evidence against the
claim that gapping must leave behind exactly two remnants (Kuno 1976). Another theoretically
interesting result is that subject remnants are less acceptable than object remnants, an effect that
turned out to be context-dependent.

Context effects such as this one are the focus of the remainder of this chapter. In the
next experiment, we will extend our investigation of context effects in gapping and arrive at
the hypothesis that soft constraints are context-dependent, while hard constraints are context-
independent, i.e., immune to context effects (see Section 4.1.1). In Experiments 9-12 we will
then ask if this hypothesis is borne out with respect to two phenomena already investigated in
Chapter 3, viz., extraction and word order.

4.3. Experiment 8: Effect of Remnant, Subject-Predicate, Sim-
plex S, and Context on Gapping

Based on the findings of Experiment 7, the present experiment will provide a more systematic
investigation of context effects on gapping. We will report experimental data on the interaction
of three different constraints on gapping and determine the ranking of these three constraints.
Moreover, we investigate which of these constraints are subject to context effects, and which
ones are context-independent.
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Table 4.2: Main effects used to test the constraint set (Experiment 8)

MINDis (Dis) SUBJPRED (Pred) SIMS (Sim) SENTP (Con)
not violated ( _ XP XP) not violated not violated not violated (fel. context)
violated (NP_ _ XP) violated violated violated (non-fel. context)

neutral context (control)
null context (control)

4.3.1. Introduction

Table 4.2 gives an overview of the factors included in Experiment 8. The constraints we investi-
gate are the ones detailed in Section 4.2.1, either violated or not: Minimal Distane®(8§),
Functional Sentence Perspectivee(8P), Subject-Predicate Interpretationu@@PRED), and
Simplex-Sentential Relationship I§8S).

The constraint NNDIs (see (4.4)) is satisfied if the distance between the remnants and
their antecedents is minimal, as in (4.20a), whéethiefcan be paired witlthe criminaland
for robbing the banican be paired wittior burgling the housg4.20b), on the other hand, is
in violation of MINDIS, asshecannot be paired witlthe neighbarbut has to be paired with
the subjecthe

(4.20) a. He punished the criminal for robbing the bank and the thief for burgling the house.
b. He helped the neighbor by doing the shopping and she by washing the dishes.
c. He punished the criminal for robbing the bank and the thief the house.
d. He helped the neighbor by doing the shopping and the friend by washing the
dishes.

Another constraint on gapping postulated by Kuno (1976) s PRED (see (4.8)), which
requires that the remnants left behind by gapping are interpreted as a subject and its predicate.
This constraint is met in (4.20a), whetfee thiefis the subject ofor burgling the housebut
it is violated in (4.20d), where the subjectwashing the disheis not the remnanthe friend
but the main clause subjebe

The constraint 84S (see (4.13)) requires that the constituents left behind by gapping
have to be part of a simplex sentence, i.e., gapping out of subordinate clauses is disallowed.
This constraint is met in (4.20a), where the gapped clause is interpretedoasished the thief
for burgling the housewhile it is violated in (4.20c), where the interpretation of the gapped
clause ishe punished the thief for robbing the house

Finally, the experiment included the constrair#gNSP (see (4.6)), which governs the
context required for gapping. Extending the results of Experiment 7, we included not only a
felicitous context condition, where the remnants are new, while the gap is given éngPSs
satisfied), but also a non-felicitous context, where the remnants are given, while the gap is new
(i.e., ENTP is violated). The contexts were formulated as questions, on par with Experiment 7.



140 Chapter 4. Gradient Grammaticality in Context

In addition to the felicitous and non-felicitous contexts, we included two control conditions: a
null context condition and a neutral context condition. In the null context condition, the stimuli
were presented in isolation. In the neutral context condition, the stimuli were prefixed by the
questionWhat happenedWhich indicates an all focus Information Structure.

The examples in (4.21) show the felicitous contexts that belong to the stimuli in (4.20),
while (4.22) gives the corresponding non-felicitous contexts.

(4.21) a. Who did Michael punish, and why?

b. How did David and Hanna help the neighbor?

c. Who did Michael punish, and why?
Who did David help, and how?
Why did Michael punish the criminal and the thief?
Who did David and Hanna help, and how?
Why did Michael punish the criminal and the thief?
How did David help the neighbor and the friend?

(4.22)

o 0 T g o

4.3.2. Predictions
4.3.2.1. Constraints

The results of Experiment 7 and the claims in the theoretical literature on gapping provide a
set of predictions regarding the constraints investigated in the present experiment.

We expect strong unacceptability for a violation ofsS, i.e., for sentences where
the remnants are not in a simplex-sentential relationship. Intuitively, a violationno® $s
S0 serious that it cannot be remedied by the satisfaction of other constraints suchsM
SUBJPRED, or SENTP.

An effect of MINDIS is also predicted, i.e., structures with subjects remnants
(see (4.20b)) are expected to be reduced in acceptability. In line with the findings of Exper-
iment 7 this effect should disappear in a felicitous context (see (4.21b)).

We also expect a significant effect 0l SIPRED; gapped sentences that do not allow a
subject-predicate interpretation of the remnants (see (4.20d)) are predicted to be dispreferred.
In line with Kuno's (1976) observations, we expect this effect to interact witk DAs, and
possibly with &NTP, i.e., with context (even though Kuno (1976) does not explicitly mention
this possibility).

Finally, Kuno’s (1976) account also predicts an effect e3P, i.e., a felicitous con-
text should improve the overall acceptability of a gapped sentence.

4.3.2.2. Constraint Ranking

Chapter 3 provided evidence for a classification of constraints into soft and hard constraints.
Soft constraints cause gradient acceptability effects, while hard constraints induce binary ac-
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ceptability judgments.

This leads to the prediction that the constraints tested in this experiment cluster into
hard and soft constraints. Hard constraints are expected to receive a high ranking, i.e., trigger
a high degree of unacceptability; while soft constraints will receive a low ranking, i.e., cause
only mild unacceptability when violated.

Intuitively, SIMS is a good candidate for a hard constraint, whiles$°RED and
MINDIs are probably soft constraints. A particularly interesting question is how context in-
teracts with soft and hard constraints. It seems plausible to expect soft constraints to be more
susceptible to context effects than hard ones.

These predictions will be tested using a series of planned comparisons to determine if
the constraint violations differ in the relative degree of ungrammaticality that they cause.

4.3.2.3. Constraint Interaction

Another important finding in Chapter 3 was that constraint violations are cumulative, i.e., that
the degree of unacceptability of a sentence increases with the number of constraint violations
it incurs. We expect the cumulativity of violations to be in evidence in the present experiment.
Again a set of planned comparisons will be used to test this prediction.

4.3.3. Method
4.3.3.1. Subjects

Sixty native speakers of English from the same population as in Experiment 4 participated in
the experiment. None of them had previously participated in Experiment 7.

The data of two subjects were excluded because they were linguists (by self-
assessment). The data of another three subjects were eliminated after an inspection of the
responses showed that they had not completed the task adequately.

This left 55 subjects for analysis. Of these, 32 subjects were male, 23 female; eight
subjects were left-handed, 47 right-handed. The age of the subjects ranged from 17 to 72 years,
the mean was 31.6 years.

4.3.3.2. Materials

Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials A full factorial design was used which included the factbis, Sim Pred
and Con, representing the constraintsiNDIs, SIMS, SUBJPRED, and SENTP, respectively
(see Table 4.2 for an overview of the experimental design). The fabisy&im andPred had
two levels (constraint violated or not violated), while the fadBmmhad four levels: constraint
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violated (non-felicitous context), not violated (felicitous context), plus the two control condi-
tions (null context and neutral context). (4.20) lists example stimuli; example contexts are given
in (4.21) and (4.22). This yielded a total bfs x Simx Predx Con=2x 2 x 2x 4= 32 cells.

Eight lexicalizations were used for each of the cells, which resulted in a total of 256 stimuli.

A set of 24 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).

The materials were matched for frequency using the same procedure as in Experi-
ment 7.

4.3.3.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used an English version of the instructions in Experiment 1. Where contex-
tualized stimuli were presented, subjects were told that each sentence would be presented in
context, defined as a single sentence preceding the target sentence. Subjects were instructed
to judge the acceptability of the target sentence, and to take the context into account in their
judgments. The task was illustrated by examples.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

A between subjects design was used to administer the f@ctarsubjects in Group A
judged non-contextualized stimuli, while subjects in Group B judged contextualized stimuli.

For Group A, four test sets were used: each set contained two lexicalizations for each
of the cells in the desigbis x Simx Pred i.e., a total of 16 items. For Group B, eight test sets
were used, each set containing one lexicalization and three contextualizations for each cell, i.e.,
a total of 24 items. Lexicalizations were assigned to test sets using Latin squares. Two separate
Latin squares were applied: one for the null context condition and one for the context condition.

Subjects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. In Group A, each subject saw 32 items: 16 experimen-
tal items and 16 fillers. In Group B, each subject saw 40 items: 24 experimental items and
16 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each subject was randomly assigned to a group and a test set; 25 subjects were
assigned to Group A, 30 to Group B. Instructions, examples, training items, and fillers were
adapted for Group B to take context into account.
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Figure 4.3: Context effects forl8S (Experiment 8)

4.3.4. Results

The data were normalized as in Experiment 1 and separad&As were conducted for each
subexperiment.

4.3.4.1. Constraints

Simplex Sentenceln the null context condition, a highly significant main effectRifmwas
found F1(1,24) =23.415,p < .0005;F(1,7) = 18918, p=.003). The same effect &imwas
present in the context conditiofy(1,29) = 97.310, p < .0005;F;(1,7) = 15548, p = .006).
The interaction betweeBimand context was non-significant.

Figure 4.3 depicts the mean judgments for a violation iof S in all contexts. It indi-
cates that 81 S violations have a strong effect on acceptability and illustrates the absence of a
context effect: a violation of & S results in the same decrease of acceptability in all contexts
(including the null context and the neutral context).

Minimal Distance In the null context condition, a highly significant main effectit was
found F1(1,24) = 25.997, p < .0005;F»(1,7) = 14.612, p = .007). Dis was also significant
in the context conditionR; (1,29) = 23.315, p < .0005;F,(1,7) = 11421, p = .012), where
an interaction oDis andSimwas also present, significant by subjects ofy({,29) = 4.568,
p=.001;F(1,7) =2.111,p = .190).

The ANOVA also revealed a significant interaction Bfs and context 1(2,58) =
4.568, p = .014; F»(2,14) = 6.553, p = .010), which is depicted in Figure 4.4. A post-hoc
Tukey test was carried out to determine the locus of this interaction. The eff&isafas
significant in the neutral context and in the non-felicitous context (by subjects wrty,05
in both cases). However, no significant effectit was found in the felicitous context. This
demonstrates that the effectdfs disappears in the felicitous context, in line with our predic-
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Figure 4.4: Context effects for MDIs (Experiment 8)

tions.

Subject-Predicate Interpretation The main effect oPredfailed to reach significance in the
null context condition. In the context condition, a main effecPoéd was found F;(1,29) =
19.377,p < .0005;F,(1,7) = 9.891,p = .016). The interaction dPredand context failed to be
significant. There was, however, an interactiofPofd andSimthat was significant by subjects
only (F1(1,29) = 11453, p=.002; F,(1,7) = 2.524, p = .156). Figure 4.5 depicts the effect
of Predfor each context.

The presence of BredSiminteraction might indicate that the effect 8imblocks the
context effect oPred Recall that a violation of ™ S leads to a high degree of unacceptability,
while SUBJPRED only has a small effect on acceptability. It is therefore appropriate to factor
out violations of 3 S (and other constraints), and to look at the effect of context on single
violations of SJBJPRED. The mean judgments for single violations afESPRED are depicted
in Figure 4.6, which indicates that the effectiried in the neutral context is stronger than in
the other contexts.

To confirm this observation, we conducted a series of planned comparisons on the
single violations of $BJPRED for the four context conditions. The significance level was ad-
justed using the Bonferroni procedure, i.e., weset.0125. In the null context, the felicitous
context, and the non-felicitous context, no significant effect of a singiBJBRED violations
was found. In the neutral context, however, a single violation w8 fPRED lead to a signifi-
cant reduction in acceptability (by subjects orfiy1,29) = 8.327,p=.007;F,(1,7) = 5.610,

p = .050).

Functional Sentence PerspectiveThe ANOVA on the context condition showed a significant
main effectCon (F1(1,29) = 10.209, p < .0005; F»(1,7) = 13.082, p = .001). A post-hoc
Tukey test was conducted to investigate the locus ofGbae effect. It was found that the
neutral context was significantly less acceptable than both the felicitous and the non-felicitous
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Figure 4.6: Context effects ford8JPRED, single violations (Experiment 8)

context @ < .01 in both cases). However, there was no difference between the felicitous and
the non-felicitous context.

4.3.4.2. Constraint Ranking

To establish constraint ranking, we carried out further tests on single violationsv@,S
MINDIs, and SBJPRED. Due to the context effects for MDis and SUBJPRED reported
above, such tests are not meaningful for all contexts. Recall that we found that a violation of
MINDIs disappears in the felicitous context; a violation afEBPRED failed to be significant
in the felicitous and the non-felicitous context. This means that an analysis by constraint type
should only be conducted in the neutral context and in the null context.

Figure 4.7 compares the degree of unacceptability caused by single violations of the
constraints 84S, MINDIs, and SYBJPRED. The graph indicates that a violation o SIPRED
only has a small effect on acceptability. A violation oS leads to serious unacceptability,
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Figure 4.7: Constraint ranking, single violations (Experiment 8)

while a violation of MNDIs is somewhere in between.

To test if these differences in unacceptability were significant, we conducted a series
of planned comparisons on the subset of the data that only contained single violations. Three
planned comparisons were carried out for the null context, and three for the neutral context.
Again, a Bonferroni adjustment was uses, i.e., the significance level wasset &167.

In the null context, we found a significant difference between a single violation of
SUBJPRED (mean= .0099) and a single violation of MDIs (mean= —.1226) (by subjects
only, F1(1,24) = 8.533, p = .007; F»(1,7) = 6.113, p = .043). Also the difference between a
SUBJPRED violation and a 8v S violation (mean= —.1757) was significant (by subjects only,
F1(1,24) = 10.338,p = .004;F,(1,7) = 5.594, p = .050). There was no significant difference,
however, between a MDis violation and a 84S violation.

In the neutral context we failed to find a significant difference between a single viola-
tion of SUBJPRED (mean= .0096) and a single violation of MDIs (mean= —.0609). The
difference between alBJPRED violation and a 81 S (mean= —.1137) violation was signif-
icant (by subjects onlyF;(1,29) = 11.824, p=.002;F,(1,7) = 2.814, p = .137). There was
no significant difference between aivDis violation and a 81 S violation.

The results of these planned comparisons are compatible with overall constraint rank-
ing of {SIMS,MINDIS} > SUBJPRED (recall that “>" means “is ranked higher than”).

4.3.4.3. Constraint Interaction

To test the hypothesis that constraint violations are cumulative, we carried out a set of planned
comparisons on the null context and the neutral context (recall that all three constraint vio-
lations were observed only in these contexts, allowing for a full evaluation of cumulativity
effects). As in Experiments 4-6, we computed the mean acceptability for stimuli incurring
zero violations (one sentence type), one violation (three sentence types), two violations (three



4.3. Experiment 8: Effect of Remnant, Subject-Predicate, Simplex S, and Context on Gapping 147

a b.

@ 0.1- 1% 0.1- -
o | £ 1
2 )
= 0Or —-= O0F *
Q Q
s | i
o o
& -0.1- ~8-01- -
o Q
@ L ]l ® L
3 3
o -0.2- - o-0.2 -
g | e 7

0.3~ 4 -03- -

| | 1 | | 1 |

0 1 2 3 0 1 2 3
number of violations -- null context number of violations -- neutral context

Figure 4.8: Cumulativity of constraint violations (Experiment 8)

sentence types), and three violations (one sentence types). The resulting means are graphed
in Figure 4.8. Three planned comparisons were carried on each data set, hence a Bonferroni
adjustment yieldegh = .0167 as the significance level.

In the null context a planned comparison of zero violations (meaf682) and a
single violation (mean= —.0961) yielded a significant effecF{(1,24) = 13511, p = .001;

F(1,7) = 14.273, p = .007). We also discovered a difference between a single and a dou-
ble violation (mean= —.1723) (significant by subjects and marginal by itefRg1,24) =
17.982, p < .0005; F»(1,7) = 9.364, p = .018), and between a double and a triple violation
(mean= —.2808) (significant by subjects and marginal by item$1,24) = 10.128, p=.004;
F(1,7) = 5.887, p = .046).

This pattern was replicated in the neutral context condition, where we found a sig-
nificant difference between a zero violations (mearil058) and a single violation (mean
—.0550) F1(1,29) =29.779,p < .0005;F(1,7) = 26.240, p = .001). The difference between
a single and a double (mean—.1728) violation was significant by subjects and marginal
by items €1(1,29) = 11.059, p = .002; F»(1,7) = 8.657, p = .022). However, there was no
significant difference between a double violation and a triple violation (reeanl684).

4.3.5. Discussion
4.3.5.1. Constraints

Experiment 8 found main effects d@fis, Pred Sim This demonstrated that violations of the
constraints MNDIs, SUBJPRED, and SMS significantly reduce the acceptability of gapped
sentences, as predicted by Kuno's (1976) account of gapping. A main eff€cnafias also
present, but contrary to predictions, no difference between the acceptability of gapping in a
felicitous and a non-felicitous context was found. However, the acceptability of gapping in the
felicitous and the non-felicitous context was significantly higher than in the neutral context.
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This seems to indicate that even a non-felicitous context provides an Information Structure that
is partially compatible with the requirements of the constramti&°.

We also found that &NTP interacts with other constraints on gapping. A significant
interaction ofConandDis was obtained: a violation of M DIs leads to reduced acceptability
in the null context, the neutral context, and the non-felicitous context. In the felicitous con-
text (that satisfies the information structure constraint &), the effect oDis disappeared.

Note that the null context and the neutral context behaved in the same fashion with respect to
MINDIs violations; this is expected based on the hypothesis that even a null context carries
implicit information structural assumptions, and is interpreted by subjects on par with a neutral
(all focus) context.

Like theDis effect, the effect oPredwas also found to be context-dependent. Consid-
ering stimuli that incur a single violation ofU®JPRED, we found a significant effect dfred
only in the neutral context; in the felicitous and non-felicitous context, the effeleted was
too small to be significant. Also, in the null context, no effecPoéd was found, even though
this would be expected under the assumption that the null context behaves like an neutral (all
focus) context.

In contrast to MNDIs and SUBJPRED, the Simplex S constraint (8S) was found
to be immune to context effects: it caused consistently strong unacceptability, independent of
which context was presented. This is in line with our predictions regarding the behavior of
SIMS.

Another one of Kuno’s (1976) observations can be tested against the data from Exper-
iment 8. Examples like (4.9) and (4.10) seem to indicate that a satisfactionBaPS8ED can
override a violation of MNDIs. However, we failed to find an interaction Bis andPredin
either the null context condition or the context condition. This might indicate that the interac-
tion of SUBJPRED and MINDIs that Kuno (1976) observes is limited to examples like the ones
in (4.9) and (4.10), and does not generalize to our experimental stimuli.

Finally, the results of the present experiment allow us to evaluate the alternative ex-
planation for theDis effect we discussed in Section 4.2.6: the. XP XP remnant is more
acceptable than the XP _ XP remnant because the latter contains a subject pronoun, which
reduces acceptability if it is not contextually anchored (in a null or neutral context). This ex-
planation can be ruled out on the basis of Experiment 8, which demonstratsce#ect for
the non-felicitous context condition, i.e., even if the subject pronoun can be anchored to a
contextually given NP.

4.3.5.2. Constraint Ranking

A second set of predictions for Experiment 8 was based on Chapter 3, where we arrived at
the hypothesis that there are two types of constraints: hard constraint that lead to serious un-
acceptability and soft constraints that cause only mild unacceptability. Consider Figure 4.7,
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which graphs the unacceptability incurred by single violations of the three constraing, S
MINDIs, and SBJPRED. We found that a 84S and MNDIs violations were significantly
more serious than a violation ofUBJPRED, while SMS and MNDIs violations were not dif-
ferent from each other. This leads to the overall ranking®M S, MINDIS} > SUBJPRED.

We conclude that & S qualifies as a hard constraint, as it leads to strong unacceptability, while
SUBJPRED induces only mild unacceptability and thus should be classified as soft. The status
of MINDIs is less clear, it seems to fall in between these two extremes (see Figure 4.7).

We also observed that the soft constraintB3PRED was subject to context effects
(consider the increased effect of @EPRED violation in the neutral context). On the other
hand, $v S, a hard constraint, was immune to context effects. This leads to the more general
hypothesis that soft are constraints context-dependent, i.e., constraint violations are subject to
context effects, while hard constraints are context-independent, i.e., immune to context effects
(see Section 4.1.1). If correct, this hypothesis would provide us with an new diagnostic for the
hard/soft distinction, in addition to constraint strength. Thus we can classifyDh as a soft
constraint, as it is clearly subject to context effects, even though its constraint strength is in
between that of the hard constrainty$ and that of the soft constrainu8JPRED.

This leads to the conclusion that the ranking of soft and hard constraints can be fairly
similar, as for MNDIs and SwMs. In such a case, we cannot determine the type of a constraint
solely based on the degree of unacceptability caused by its violation. Rather, other criteria such
as context effects (or crosslinguistic effects, see Experiments 1-3) have to be taken into account
to classify the constraint.

4.3.5.3. Constraint Interaction

The findings of Experiment 8 confirm another result from Chapter 3. constraint violations

are cumulative, i.e., the degree of unacceptability increases with the number of violations. A
cumulativity effect was obtained for both the null context condition and the neutral context

condition (see Figure 4.8).

4.3.6. Conclusions

Experiment 8 extended the results from Experiment 7 by providing evidence for three con-
straints on gapping: MiDIs, SUBJPRED, and SMS. It allowed us to classify MiDIs and
SUBJPRED as soft constraints andiS as a hard constraint.

We also determined the interaction of gapping with context, investigating for four types
of contexts: null context, neutral context, felicitous and infelicitous context. It was demon-
strated that MNDis and SUBJPRED are subject to context effects, whilenss failed to show
context effects. This led to the more general hypothesis that soft constraints are context-
dependent, while hard constraints are context-independent. In the remainder of this chapter we
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will investigate this hypothesis in more detail; Experiment 9 will deal with context effects on
extraction, while Experiments 10-12 will investigate the interaction of word order and context.

Note that the present experiment led to the conclusion that soft and hard constraints can
receive similar rankings (as was the case fonBis and SmM S. This indicates that a constraint
cannot be classified as hard or soft based solely on its constraint rank. Rather, context effect
and crosslinguistic effects have to be taken into account.

Finally, present experiment provided support for the cumulativity of constraint viola-
tions, thus extending the results on cumulativity already obtained in Experiments 4—6.

4.4. Experiment 9: Effect of Context on Extraction from Pic-
ture NPs

In Experiments 1-8 we provided evidence for the distinction between soft and hard constraint
violations. We showed that soft violations cause only mild unacceptability, while hard vio-
lations lead to a high degree of unacceptability. Experiments 7 and 8 generated a new hy-
pothesis regarding the soft/hard dichotomy: soft constraints are context-dependent, while hard
constraints are context-independent.

The present experiment was designed to test this hypothesis with respect to the con-
straints investigated in Experiment 4. Recall that Experiment 4 dealt with extraction from pic-
ture NPs and showed that the constraineEFBRENTIALITY (referentiality of thewh-phrase),
DEFINITENESS(definiteness of the picture NP), andRBCLASS (semantic class of the main
verb) all have a weak, but significant influence on the acceptability of extraction. We therefore
classified these constraints as soft. A set of hard constraints on extraction was also identified:
INVERSION (inversion), RESUMPTIVE (resumptive pronouns), and#REEMENT (subject-verb
agreement). It was demonstrated that these constraints have a strong effect on acceptability.

4.4.1. Introduction

Definite noun phrases are context-dependent elements; they presuppose the existence of the
object they refer to. One way of satisfying this presupposition is by providing a context that es-
tablishes the existence of the referent, e.g., using a deictic or an indefinite NP. In Experiment 4,
we demonstrated that extraction from definite picture NPs is less acceptable than extraction
from indefinite ones. It can be hypothesized that this definiteness effect is due to the context
dependence of definites: a null context fails to provide an antecedent for the definite picture NP,
which causes the reduced acceptability for extraction. Our prediction is that this effect should
disappear in a context that is felicitous for definites, i.e., that establishes a referent which the
definite NP can be bound to.

An example for such a context is given in (4.23c,d). The tNiB photographestab-
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lishes a referent for the definite picture NP. In examples (4.23a,b), we give a neutral context
that fails to provide such a referent, and thus should preserve the definiteness effect. The neutral
context will function as a control condition in our experiment.

(4.23) a. Thomas seems to be very talented. Which friend has he taken a photograph of?
b. Thomas seems to be very talented. Which friend has he taken the photograph of?
c. Thomas has taken this photograph of a friend. Which friend has he taken a photo-
graph of?
d. Thomas has taken this photograph of a friend. Which friend has he taken the pho-
tograph of?

Pesetsky (1987) deals witlth-extraction by making use of the notion of discourse linking:

a wh-phrase is discourse linked if it refers to an object previously established in the dis-
course. Such an approach is useful in accounting for the referentiality effect on extraction
of picture NPs demonstrated in Experiment 4: extraction is more acceptable if the extracted
wh-phrase is referential (e.gwhich friend), and less acceptable if it is non-referential like
(e.g.,how many friends Pesetsky’s (1987) account predicts that discourse linking is responsi-
ble for the referentiality effect; only referential NPs are inherently discourse linked. Hence the
unacceptability of extracting a non-referentigh-phrase should disappear in a context where
the wh-phrase is discourse linked. An example for such a context is given in (4.24d), where
the non-referential phrageow many friendxan be discourse linked to the phraszene of his
friends A similar context is provided for the referential N#hich friendin (4.24c), so as to

make the two cases comparable. The prediction is that there should be no difference in accept-
ability between (4.24c¢) and (4.24d), whereas the referentiality effect should be preserved in a
neutral context such as the on in (4.24a,b).

(4.24) a. Thomas seems to be very talented. Which friend has he taken a photograph of?
b. Thomas seems to be very talented. How many friends has he taken a photograph
of?
c. Thomas has taken a photograph of one of his friends. Which friend has he taken a
photograph of?
d. Thomas has taken a photograph of some of his friends. How many friends has he
taken a photograph of?

Finally, Experiment 4 demonstrated an effect of verb class on picture NP extraction. This effect
is discussed by Diesing (1992), who claims that extraction from picture NPs is blocked if the
matrix verb presupposes the existence of the picture NP. This is the calsesfaISTENCE]
verbs such agear up On the other hand—EXISTENCE verbs such apaint or take do not
carry this presupposition, and thus allow extraction.

Diesing (1992) assumes that picture NP extraction is possible even for a
[++EXISTENCE| verb if the verb has a habitual reading, in which case no existential presup-
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position is available. She gives examples like the one in (4.25d), where the context induces a
habitual reading otlestroy The prediction is that there is no difference in acceptability be-
tween (4.25c) and (4.25d), while the effect of verb class is preserved in a neutral context like
the one in (4.25a,b).

(4.25) a. Thomas seems to be very talented. Which friend has he taken a photograph of?
b. Thomas seems to be very angry. Which friend has he destroyed a photograph of?
¢c. Thomas takes a photograph of one of his friends every week. Which friend has he

taken a photograph of this week?
d. Thomas destroys a photograph of one of his friends every week. Which friend has
he destroyed a photograph of this week?

While context effects are predicted for soft constraints, hard constraints should be context-
independent. To test this hypothesis, the present experiment included the hard constraints on
inversion, resumptive pronouns, and agreement that were shown to have an effect on extraction
in Experiment 4. It is not clear what felicitous contexts for these constraints could look like—
which is of course why we hypothesize that hard constraints are context-independent. It makes
sense, however, to include contexts like the ones used for the soft constraints as a control
condition. This allows us to show that it is not the context as such that improves acceptability,
but the interaction between the context and a specific constraint violation. The contexts used
for hard violations were ones employed for therRviolation. As an example, consider theu
constraint, presented in a neutral context in (4.26a,b) and in a felicitous context in (4.26c¢,d).
The same contexts were used for theRRand Res violation.

(4.26) a. Thomas seems to be very talented. Which friend has he taken a photograph of?
b. Thomas seems to be very talented. Which friend he has taken a photograph of?
c. Thomas has taken a photograph of one of his friends. Which friend has he taken a
photograph of?
d. Thomas has taken a photograph of one of his friends. Which friend he has taken a
photograph of?

4.4.2. Predictions

The present experiment used the same constraints that were already shown to have an effect
on extraction from picture NPs in Experiment 4. Thus we expect that the effects of constraint
violations found in the earlier experiment will be replicated.

Our hypothesis is that soft constraints are context-dependent, while hard constraints
are context-independent. Hence we predict that a violation of a soft constrainteikeRBF,
and VERB should disappear in a felicitous context, but should be preserved in a neutral context,
i.e., there should be an interaction of constraint violation and context.
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For the hard constraintsnl/, AGR, and Res, no such interaction is predicted. Hard
constraint violations should be equally unacceptable both in a neutral and in a felicitous context.

4.4.3. Method
4.4.3.1. Subjects

Thirty-one native speakers of English from the same population as in Experiment 4 participated
in the experiment. None of the subjects had previously participated in Experiment 4.

The data of a one subject were eliminated after an inspection of the responses showed
that he had not completed the task adequately.

This left 30 subjects for analysis. Of these, 15 subjects were male, 15 female; four
subjects were left-handed, 26 right-handed. The age of the subjects ranged from 17 to 67 years,
the mean was 28.8 years.

4.4.3.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials The experiment included a total of six subdesigns, three for soft constraints
and three for hard constraints. Each of the subdesigns crossed the factors constraint violation
(Viol) and contextCon).

The soft constraints were the ones already investigated in Experiment 4: definiteness
(DEF), referentiality (ReF), and verb class (¥RB). The factorViol had two levels (constraint
violation or no violation, see (a) and (b) examples in (4.23)—(4.25)). Two contexts were used
(neutral context and felicitous context, see (a) and (c) examples in (4.23)—(4.25)). This yielded
three subdesigns witlfiol x Con= 2 x 2 = 4 cells. Duplicate cells were presented only once
(the neutral context was the same for all constraints), which reduced the number of cells to ten.

The hard constraint were the same as in Experiment 4: inversion),(resumptive
pronouns (Rs), and agreement (&R). Again, the factoviol had two levels (constraint vio-
lation or no violation, as illustrated in examples (3.33)—(3.35)). The two levels for the factor
context were the same ones as for tlerRonstraint (neutral and felicitous, see (a) and (c) ex-
amples in (4.26)). This yielded three subdesigns With x Con= 2 x 2 = 4 cells. Duplicate
cells were presented only once (the no violation condition was the same as in the first subex-
periment), which reduced the number of cells to six. Four lexicalizations were used for each
cell in each subexperiment, which resulted in a total of 64 stimuli.

A set of 16 fillers was used, designed to cover the whole acceptability range. As in the
practice phase, a modulus item in the middle of the range was provided (see Appendix B for a
list of all experimental materials).

The lexicalizations were matched for frequency using the same procedure as in Exper-
iment 4.
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4.4.3.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used an English version of the instructions in Experiment 1. Where contex-
tualized stimuli were presented, subjects were told that each sentence would be presented in
context, defined as a single sentence preceding the target sentence. Subjects were instructed
to judge the acceptability of the target sentence, and to take the context into account in their
judgments. The task was illustrated by examples.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

Four test sets were used: each test set contained one lexicalization for each of the
16 cells in the design. Lexicalizations were assigned to test sets using a Latin square covering
the full set of items.

Subjects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 32 test items: 16 experimental items and
16 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each experimental subject was randomly assigned to one of the test sets.

4.4.4. Results

The data were normalized as in Experiment 1. Due to the design of the present experiment, we
could not carry out an omnibusNovA: the data for the six constraint violations overlapped
(both for soft and hard violations), as we presented the null violation condition only once.
Hence we carried out a series of planned comparisons and adjusted the significance level using
the Bonferroni method. As six comparisons were carried out in total, so we=sed083.

Soft Constraints Figure 4.9 graphs the interaction between violation and context for the three
soft constraints. We conducted a planned comparison for each of the constraints, using an
ANOVA with the factors constraint violation and context.

For definiteness and referentiality, no significant main effects or interactions were
found. Note however, that there was a tendency in the predicted direction for both constraints:
a violation of DeF or ReF is less acceptable than no violation, and this difference disappears
in a felicitous context (see Figure 4.9a,b). For verb class, we found a main effect of violation
(significant by subjects only;;(1,29) = 9.015, p=.005;F(1,3) = 1.040, p = .383). A main
effect of context was also found (significant by subjects ofly1,29) = 11.559, p = .002;

F»(1,3) = 1.232, p = .348). There was no interaction of violation and context, i.e., context did
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Figure 4.9: Context effects for £F, REF, and VERB, single violations (Experiment 9)

not reduce the seriousness of ara violation, even though it increased acceptability overall,
as illustrated by Figure 4.9c.

Hard Constraints Figure 4.10 graphs the interaction between violation and context for the
tree hard constraints. Again, we conducted a planned comparison for each of the constraints,
using anaANOVA with the factors constraint violation and context.

For inversion, the main effect of violation was marginal by subje€t&l( 29) = 6.751,
p=.015;F(1,3) = 1.700, p = .283). Main effects of violation were found for agreement (sig-
nificant by subjects and marginal by itenfg(1,29) = 39.459, p < .0005;F,(1,3) = 28.210,

p = .013) and for resumptive pronounB;(1,29) = 46.612, p < .0005; F,(1,3) = 67.772,
p =.004). None of the constraints exhibited a main effect of context or an interaction of context
and violation, which confirms our hypothesis that context fails to influence on hard violations.

4.4.5. Discussion

We predicted that the constraint violations investigated in Experiment 4 would also have an
effect on extraction from picture NPs in the present experiment. This was the case for the hard



156 Chapter 4. Gradient Grammaticality in Context

o
il
|
o
il
|

— AGRnot violated |
—= AGR violated 1

o
T T
|
o
T T

k

o
2
>
|

*— [NV not violated
== [NV violated B

o.
b

mean acceptability (logs)

o

£
L L L L L
mean acceptability (logs)

o

£

o
w
—%
|
o
w
—%
|

o
0
|
'
o
0
|

)
61
,

o
61

1 1 1 1
neutral felicitous neutral felicitous
context context

o
=
|

s RESNOt violated |
= RESviolated 1

—q

1 1
neutral felicitous
context

o
—T

o
I\‘)
|

mean acceptability (logs)
: S
ke

o
w
2
|

S
0

o
[6)]

Figure 4.10: Context effects fonV, AGR, and ReS, single violations (Experiment 9)

violations (INv, AGR, and Res), which triggered a significant decrease in acceptability.

For soft constraints, we replicated the effect &R& on extraction from picture NPs.
However, no effects of BF and ReEswere obtained. This might mean that these effects are too
small to be detected in the present experiment, where only single constraint violations were
tested. Note that also in Experiment 4, the effects aF@nd ReF were (non-significantly)
smaller than the effect of KRB (see Figure 3.7).

The present experiment was designed to investigate contextual effects on hard and
soft constraint violations. The prediction was that soft violations will disappear in a felicitous
context, but will be preserved in a neutral context. However, we failed to find an effect of
constraint violation for BF and ReF. This could mean that these violations disappear in both
contexts, i.e., even in a neutral context. On the other hand, a tendency in the predicted direction
was observed (see Figure 4.9a,b): the difference between violation and non-violation seems
to disappear in the felicitous context. The fact that this difference failed to reach significance
might be due to the small size of the effect.

For VERB (see Figure 4.9c¢), we also failed to find the predicted interaction of con-
straint violation and context, though there was a main effect of violation. However, a main
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effect of context was obtained: a habitual context like in (4.25c,d) is more acceptable than a
neutral context like in (4.25a,b). The claim in the theoretical literature (see Diesing 1992) is
that extraction from picture NPs is acceptable fos-axiSTENCE verb like destroyif the verb
has a habitual reading. The experimental results confirm that a habitual context improves the
acceptability of extraction for-EXISTENCE| verbs (as claimed in the literature), but also show
that the same improvement occurs fetEXISTENCE verbs.

For the hard constraintsil/, AGR, and REswe expected the absence of an interaction
between violation and context. This prediction was borne out—there was no difference between
the acceptability of hard constraint violations in a neutral and in a felicitous context.

4.4.6. Conclusions

This experiment focused on the hypothesis that context effects can serve as a diagnostic for the
soft/hard distinction of constraint violations. As predicted, context effects were absent for hard
constraints. The evidence regarding context effects for soft constraints was less clear. Instead
of obtaining the predicted interaction between violation and context, we found that certain
soft violations (DeF and ReF) disappear completely in context (even in a neutral context). For
VERB violations, on the other hand, main effects of violation and context were observed, but
no interaction.

While this evidence is compatible with our general hypothesis that soft constraints, but
not hard constraints, are context-dependent, further evidence from other phenomena is required
to support this hypothesis. In Experiments 10-12 we will therefore return to a phenomenon
that was already investigated in Experiment 6: word order. We will first extend our results
on word order preferences in German, and then provide data on word order in Greek, thus
adding a crosslinguistic dimension to our results. We will also conduct an experiment using
spoken stimuli, which allows us to test the interaction of syntactic and phonological constraints,
broadening the range of evidence considered.

4.5. Experiment 10: Effect of Case, Pronominalization, Verb Posi-
tion, and Context on Word Order

In Experiment 6 we investigated gradient acceptability for complement ordering in the
subordinate clause in German. We found evidence for three linear precedence constraints:
NOMALIGN, which states that nominative NPs have to precede non-nominative NPs,
DATALIGN, which requires that dative NPs precede accusative NPs, ROAIRGN, specify-

ing that pronouns have to precede full NPs. Experiment 6 also demonstratedomatiNN

and FROALIGN outrank DATALIGN; NOMALIGN and FROALIGN, on the other hand, were
found to be ranked equally. The present experiment extends the results of Experiment 6. It is
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designed to further investigateRBALIGN and NOMALIGN, but also includes the additional
constraints \ERBFINAL (the verb has to succeed any other constituent) aRAUBIDALIGN
(ground constituents have to be sentence peripheral).

The main aim of this experiment is to supply further evidence for the hypothesis that
soft constraints are context-dependent, while hard constraints are context-independent (see the
discussion in Section 4.1.1). This hypothesis is based on the results on gapping and extraction
obtained in Experiments 7-9. The present experiment extends the investigation of context ef-
fect to word order preferences. It will also supply additional data on constraint ranking and
constraint interaction.

4.5.1. Introduction

For its investigation of complement order in German, the present experiment used subordi-
nate clause stimuli (see Section 3.7.1 for a brief motivation). While Experiment 6 dealt with
ditransitive verbs, the present experiment investigated transitive verbs, limiting the range of
complement orders to subject before object and object before subject (only accusative objects
were included). To complement the results of Experiment 6, the present study also manipulated
verb order by investigating verb final and verb initial stimuli. Pronominalization was again in-
cluded as a factd.

The combination of two complement orders and two verb orders yields a total of four
word orders, illustrated by the examples in (4.27). As was discusses already in Section 3.7.1,
subordinate clauses in German require verb final order (see (4.27a,b)). Verb initial orders
(see (4.27c,d)) are expected to give rise to strong unacceptability.

(4.27) a. SOQV: Maria glaubt, dassderVater denWagen kauft.

Maria-NoMm believesthat the fathernowm the caracc buys
“Maria believes that the father will buy the car.”

b. OSV: Maria glaubt, dass den Wagen der Vater kauft.
¢. *VSO: Maria glaubt, dass kauft der Vater den Wagen.
d. *VOS: Maria glaubt, dass kauft den Wagen der Vater.

To examine the influence of pronominalization on word order, the experiment included sen-
tences where none of the NPs was pronominalized (see (4.27)), but also sentences where the
subject, object, or both the subject and the object were pronominalized (see (4.28)).

(4.28) a. Maria  glaubt, dasser denWagen kaulft.

Maria-NOM believeshat he-Nom the caracc buys
“Maria believes that he will buy the car.”

6In contrast to Experiment 6, the present study used inanimate accusative NPs. This move can be justified
by the fact that Experiment 6 (using animate accusative NPs) yielded the same acceptability ranking as Pechmann
et al.’s (1994) study (using inanimate accusative NPs), indicating the weak influence of animacy on word order
preferences in German.
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b. Maria glaubt, dassder Vater ihn  kauft.

Maria-NOM believeshat the fatherNowm it-Acc buys
“Maria believes that the father will buy it.”

c. Maria glaubt, dasser ihn  kauft.

Maria-NOM believeshat he-Nowm it-Acc buys
“Maria believes that he will buy it.”

Information Structure figures as a determinant of complement order in the accounts of Choi
(1996), Jacobs (1988), Mer (1999), and Uszkoreit (1987). Information structural effects can
be studied by embedding the sentence in a question contexthpdrase marks the focussed
constituent, while the other constituents are non-focussed, or ground (Mallé@g). (The
information structural constraint ROUNDALIGN is discussed in Section 3.7.1; for details on
the information structural framework we assume see Section 4.6.1.)

The following contexts were used in the experiment:

(4.29) a. Null
b. All Focus: Was gibt's neues?
“What's new?”

c. S Focus:Wer kauft den Wagen?
“Who will buy the car?”

d. O Focus:Was kauft der Vater?
“What will the father buy?”

A null context condition was included as a control, allowing us to study how subjects react in
the absence of any contextual information.

4.5.2. Predictions
4.5.2.1. Constraints out of Context

In Experiment 6 we demonstrated that violations of the constraintesvALIGN and
PROALIGN lead to a significant reduction in acceptability in non-contextualized stimuli. In
the present experiment, we expect to replicate these effectstNlIGN predicts that orders
where the subject precedes the object are more acceptable than orders where the object pre-
cedes the subject, whileRRALIGN predicts that orders where a pronoun precedes a full NP
are more acceptable than orders were a full NP precedes a pronoun. (Note that the present
experiment only deals with single violations obNIALIGN and FROALIGN, as the materials
use transitive verbs. Experiment 6 used ditransitive verbs, and thus could investigate multiple
violations of these constraints.)

In addition to the effects of NMALIGN and RROALIGN, we expect to find an effect of
VERBFINAL, which predicts that verb final orders are more acceptable than verb initial orders.
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4.5.2.2. Constraints in Context

NOMALIGN is classified as a soft constraint byuNEr (1999) (a markedness constraint in his
terminology). The results of Experiment 6 were consistent with this; we found thstANLIGN
violations lead to only mild unacceptability. Wér (1999) classifies ROALIGN as a hard
constraint; a hypothesis that could not be confirmed by Experiment 6, wirei& -GN and
NoMALIGN were found to have the same rank. We concluded that both are soft constraints.

Hence we now predict that bottrRBALIGN and NOMALIGN will be subject to context
effects, i.e., the effects of these constraints will be weaker in certain contexts, or disappear
completely. (Recall that Experiments 7 and 8 lead to the hypothesis that soft constraints are
context-dependent, while hard constraints are immune to context effects.)

The constraint ®OUNDALIGN requires that ground (non-focussed) constituents are
peripheral, i.e., occur sentence initially or sentence finally. This means that the acceptability
of SOV should be reduced in the S focus context, where this order violates/EDALIGN
(as the ground object is non-peripheral). In the O focus context, on the other hand, we expect
OSV to be less acceptable, as the ground subject is non-peripheral in this order, thus violating
GROUNDALIGN. If GROUNDALIGN turns out to be a soft constraints, we expect it to be subject
to context effects.

Intuitively, the constraint ¥RBFINAL that regulates the order of the verb in the sub-
ordinate clause is very strong; we expe®@RBFINAL to be a hard constraint, i.e., it should be
context-independent.

4.5.2.3. Constraint Ranking

In Experiment 6 we found that &MALIGN and RROALIGN were ranked equally. We
predict that this ranking will be replicated in the present experiment. As for the con-
straint GROUNDALIGN, Miller (1999) assumes the rankingDMALIGN > GROUNDALIGN,
which predicts that a NMALIGN violation should lead to greater unacceptability than a
GROUNDALIGN violation (under the operational definition of constraint ranking adopted in
Section 3.1.2). The constrainte®BFINAL (not explicit dealt with by Miller) is expected to
be a hard constraint, i.e., it should outrank all the other constraints.

As in previous experiments, we will test predictions on constraint rankings by carrying
out planned comparisons involving single constraint violations.

4.5.2.4. Constraint Interaction

In Experiment 6, we found evidence for the fact that constraint violations are cumulative, i.e.,
that the degree of unacceptability of a stimulus increases with the number of violations in-
curred. This effect occurred both for multiple violations of the same constraint and for multiple
violation of different constraints.
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The present experiment contains sentences that incur between zero and three violations
of the constraints NMALIGN, PROALIGN, and VERBFINAL . We expect these violations to be
cumulative, a prediction that can be put to the test by carrying out a set of planned comparisons
involving multiple constraint violations. (Note, however, that the cumulativity of violations
of GROUNDALIGN cannot be tested directly, as this constraint is expected to interact with
NOMALIGN and FROALIGN.)

4.5.3. Method
4.5.3.1. Subjects

Fifty-eight native speakers of German from the same population as in Experiment 1 participated
in the experiment. None of the subjects had previously participated in Experiment 6.

The data of three subjects were excluded because they were bilingual (by self-
assessment). The data of another two subjects were excluded because they were linguists (by
self-assessment). The data of a two subjects were eliminated after an inspection of the responses
showed that they had not completed the task adequately.

This left 51 subjects for analysis. Of these, 37 subjects were male, 14 female; three
subjects were left-handed, 48 right-handed. The age of the subjects ranged from 19 to 45 years,
the mean was 28.7 years.

4.5.3.2. Materials

Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials A factorial design was used that crossed the factors verb ovded)( comple-
ment order Cord), pronominalization®ro), and contextCon). The factorConhad four levels:
null context, all focus, S focus, and O focus, as illustrated in (4.29). The faordrhad two
levels: verb final (see (4.27a,b)) and verb initial (see (4.27c,d)). The two lev€lsrdfwere
subject before object and object before subject, as in (4.27a,c) and (4.27b,d). In the null context
condition, the factoPro had four levels, viz., both S and O full NPs, S pronoun and O full NP,
S full NP and O pronoun, and both S and O pronouns (see (4.28)). In the context condition,
Pro only had two levels, viz., no pronoun and pronoun. In the all focus and S focus contexts,
the object was pronominalized, while in the O focus context, the subject was pronominalized.
This design ensures that the pronoun is interpreted as ground and hence is unstressed (as the
sentential stress has to fall on the focussed constituent). We are only interested in the syntac-
tic behavior of weak (i.e., unstressed) pronouns; strong (i.e., stressed) pronouns are subject to
different syntactic constraints (Miér 1999).

This yielded a total of/ord x Cord x Pro = 2 x 2 x 4 = 16 cells for the null context
condition, andvord x Cord x Prox Con= 2 x 2 x 2 x 3 = 24 cells for the context condition.
Eight lexicalizations per cell were used, which resulted in a total of 320 stimuli.
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A set of 24 fillers was used in the null context condition; 16 fillers were employed in
the context condition. The fillers were designed to cover the whole acceptability range. As in
the practice phase, a modulus item in the middle of the range was provided (see Appendix B
for a list of all experimental materials).

To control for possible effects from lexical frequency, the lexicalizations for subject,
object, and verb were matched for frequency. Frequency counts for the verbs and the head
nouns were obtained from a lemmatized version of the Frankfurter Rundschau corpus (40 mil-
lion words of newspaper text) and the average frequencies were computed for subject, object,
and verb lexicalizations. AANOVA confirmed that these average frequencies were not signifi-
cantly different from each other.

4.5.3.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used the same instructions as in Experiment 1. Where contextualized stimuli
were presented, subjects were told that each sentence would be presented in context, defined as
a single sentence preceding the target sentence. Subjects were instructed to judge the accept-
ability of the target sentence, and to take the context into account in their judgments. The task
was illustrated by examples.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

A between subjects design was used to administer the f@ctarsubjects in Group A
judged non-contextualized stimuli, while subjects in Group B judged contextualized stimuli.
The factorsvord, Cord, andPro were administered within subjects.

For both groups, eight test sets were generated: for Group A, each test set contained
one lexicalization for each of the 16 cells in the first subdesign. For Group B, each test set
contained one lexicalization for each of the 24 cells in the second subdesign. Lexicalizations
were assigned to test sets using Latin squares. Two separate Latin squares were applied: one
for the null context condition and one for the context condition.

Subjects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 40 test items: 16 experimental items and
24 fillers in Group A, and 24 experimental items and 16 fillers in Group B. Items were pre-
sented in random order, with a new randomization being generated for each subject. Each
subject was randomly assigned to a group and a test set; 20 subjects were assigned to group A,
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Figure 4.11: Interaction for word order and pronominalization, null context condition (Experi-
ment 10)

and 23 to group B. Instructions, examples, training items, and fillers were adapted for Group B
to take context into account.

45.4. Results

The data were normalized as in Experiment 1 and separ&As were conducted for each
subexperiment.

In discussing the results, we make use of the following abbreviations: SO for subject
before object, OS for object before subject, XV for verb final, VX for verb initial. The indices
“pro” and “full” indicate pronouns and full NPs, respectively. For instancey M3y Stands
for a VSO order where the subject is a full NP and the object is a pronoun. We leave out the
subscript when we disregard the distinction between full and pronominalized NPs.

4.5.4.1. Constraints out of Context

Figure 4.11 graphs the average judgments for each word order in the null context condi-
tion. An ANovA for the null context condition revealed a highly significant main effect of
Vord (verb order) F1(1,19) = 56.911, p < .0005;F,(1,7) = 621924, p < .0005): XV orders
(mean= .1879) were more acceptable than VX orders (mean.2129). A highly significant
main effect ofCord (complement order) was also obtaind¢((,19) = 26.966, p < .0005;
F(1,7) = 72610, p < .0005): SO orders (mean .0659) were more acceptable than OS or-
ders (mean= —.0909). The main effect d?ro (pronominalization) was significant by subjects
only (F1(3,57) =5.150, p=.003; F,(3,21) = .647, p = .593).

The ANOVA also revealed a significant interaction @brd and Pro (Fy(3,57) =
13.026, p < .0005; F»(3,21) = 4.663, p = .012). This indicates that pronominalization has
an influence on complement order preference. We also found interactidberadiand Vord
(F1(1,19) = 47.437, p < .0005; F»(1,7) = 17.148, p = .004) and ofVord and Pro (signifi-
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cant by subjects only(3,57) = 4.223,p = .009; F»(3,21) = 1.107, p = .368). A three-way
interactionVord/Cord/Prowas also present (significant by subjects ofly3,57) = 7.415,

p = .009; F»(3,21) = 1.900, p = .161). The meaning of the interactions involviNgrd be-
comes clear from Figure 4.11: the effect oOMALIGN and RROALIGN is limited to verb

final orders; all verb initial orders are highly unacceptable, and only a very small influence of
complement order and pronominalization is observed.

A post-hoc Tukey test was carried out to further investigate the interactid@@ouf
andPro. For stimuli with two full NPs, it was found that; Os,1 was more acceptable than
Orun Srun (by subjects onlypt < .01), in line with the predictions of NMALIGN. For the stimuli
with one pronominalized NP,&Oxy (Which satisfies MMALIGN and FROALIGN) was more
acceptable than @Sq (which violates NOMALIGN but satisfies ROALIGN) (by subjects
only, a < .05). We also found that 2Oy was more acceptable thag,8pr, (Which vio-
lates FROALIGN but satisfies MMALIGN) (by subjects onlypt < .05). SuiOpro @and QyroStui »
on the other hand, were not significantly different. Furthermorg, S, (which violates both
PROALIGN and NOMALIGN) was less acceptable thags®r (o < .01), SuiOpro (by sub-
jects only,a < .01), and Qu Spro (by subjects only < .01). For the stimuli with two pronom-
inalized NPs, it was found that,30p, Was more acceptable than,ghy, (0 < .01), in line
with the predictions of MMALIGN.

4.5.4.2. Constraints in Context

Figure 4.12 graphs the average judgments for each contexaN&vA for the context condi-
tion confirmed the main effect of verb order found in the null context conditiaf1(30) =
121507, p < .0005; F»(1,7) = 225903, p < .0005): XV orders (mear- .2519) were more
acceptable than VX orders (mean-.1973). The main effect of complement order could also
be replicatedR; (1,30) = 40.275, p < .0005;F,(1,7) = 15.359, p= .006): SO orders (mean
.0785) were more acceptable than OS orders (reean0239). A highly significant main ef-
fect of Con (context) was also presenf;(2,60) = 28.953, p < .0005; F»(2,14) = 54.056,
p < .0005), as well as a weak effect Bfo (F1(2,60) = 5.564, p = .025; F»(2,14) = 1.511,
p=.259).

The ANOVA uncovered an interaction @ford and context, significant by subjects and
marginal by items K;(2,60) = 6.016, p = .004; F»(2,14) = 3.076, p = .078), which con-
firms that Information Structure (manipulated by context) has an influence on complement
order preferences. We also found a marginal interactioBarti and Pro (F1(1,30) = 4.025,
p=.054;F»(1,7) = 3.634, p=.098) and a highly significant interaction Bfo and context
(F1(2,60) = 11.864, p < .0005;F(2,14) = 16.07, p < .0005). Recall that our materials were
designed such that in all focus and S focus contexts, the object was pronominalized, while in an
O focus context, the subject was pronominalized. This means th&dtt#Pro and Pro/Con
interactions are only meaningful with respect to the three-way interacioml/Pro/Con
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Figure 4.12: Interaction for word order and pronominalization, context condition (Experi-
ment 10)

which was also significant{(2,60) = 19.718, p < .0005; F,(2,14) = 7.73, p = .005). This
interaction demonstrates that the ordering of pronouns is subject to contextual effects (see
results of the post-hoc test below). Thaiova also showed an interaction &ford and

Cord (F1(1,30) = 50.960, p < .0005; F,(1,7) = 7.221, p = .031) and ofVord and context
(F1(2,60) = 10.589, p < .0005;F,(2,14) = 11.945, p= .001). The meaning of theéord/Cord
interaction (see Figure 4.12) is the same as in the null context: the effecofANIGN is

limited to verb final orders; only a small effect of complement order seems to occur in verb
initial orders.

To determine the effect of the constrainRGUNDALIGN, a Tukey test was con-
ducted on the interaction @ord and context. The Tukey results show that SO (which satisfies
NOMALIGN) is more acceptable than OS (which violatesMWALIGN) in the all focus context
(by subjects onlyn < .05), in the S focus context (by subjects omly: .01), and in the O focus
context @ < .01). We also found that OS was more acceptable in the S focus context than in
the O focus context( < .01). This is because OS incurs a violation GR@GINDALIGN in the
O focus context, but not in the S focus context (recall thROGNDALIGN requires that ground
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constituents have to be peripheral). The acceptability of SO, on the other hand, was the same
in the S focus context and the O focus context, contrary to the predictione@0&DALIGN,
which favors OS in S focus and SO in O focus. (In our discussion, we will disregard verb initial
orders due to their general low acceptability.)

Another Tukey test was carried out to investigate @wd/Pro/Con interaction (see
also Figure 4.12). This test allows us to establish context effect for the constraiofs. 5N
and NoMALIGN. In the all focus context, we found thaf,80q, was more acceptable than
OrnSun (by subjects,a < .01, and by itemsp < .05), SuiOpro (a0 < .01), and QroStun
(a < .01). This can be explained by the fact thatiGrui, SuiOpro, @and QyoStun all incur
a violation of either ROALIGN or NOMALIGN, while S O does not incur any violations.
In the S focus context, 15 Oy Was more acceptable than 5 (by subjects,a < .01,
and by itemsa < .05), in line with the predictions of NMALIGN. Furthermore, &iOpro
and QoS Were more acceptable than 5w (by subjects onlya < .01 in both cases).
However, 1O, Stull Opro, @and QoSrun failed to differ in acceptability, althoughsgOpro
violates RROALIGN, and QyoSwui Violates NOMALIGN, while Sy Or does not incur any vi-
olations. In the O focus context, we found tha}®s, was more acceptable than S
(by subjects onlypt < .01) and Qi Spro (0 < .01). Furthermore, Oy Was more accept-
able than @y Srui and Qui Spro (0 < .01 in both cases). £ Sun and Qui Spro did not differ in
acceptability, even though{dSyro violates FRROALIGN, while Gy Squi does not.

4.5.4.3. Constraint Ranking

A separate analysis was conducted to determine constraint rankings. As in our previous experi-
ment on word order (Experiment 6), we carried out a series of planned comparisons to compare
the degree of unacceptability caused by single constraint violations. This analysis could only be
applied to the null context condition; in the context condition an unexpected interaction of the
constraints ROALIGN and context was found, which makes it impossible to directly compare
the effect of single constraint violations.

Two sets of comparisons were carried out: one for stimuli involving two full NPs
or two pronouns, and one for stimuli involving one full NP and one pronoun. The first data
set allows to compare single violations 0bMALIGN with single violations of \ERBALIGN,
while the second data sets allows comparisons of single violation®®fAN.IGN, PROALIGN,
and VERBALIGN. Single violations for both data sets are graphed in Figure 4.13. Three planned
comparisons were carried out on the second data set, hence Wwe=sd1167 (Bonferroni
adjustment).

For the stimuli with two full NPs or two pronouns, we found that a violation of
VERBFINAL (mean= —.2110) was significantly more serious than a violation afNNALIGN
(mean=.0004) F1(1,19) = 11.960, p = .003;F»(1,7) =21.234,p = .002).

For the data set with one full NP and one pronoun, we found that a violation of
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Figure 4.13: Constraint ranking, single violations (Experiment 10)

VERBFINAL (mean= —.1861) was more serious than a violations adMALIGN (mean=
.2412) F1(1,19) = 29.076, p < .0005; F»(1,7) = 33871, p = .001). Also, a violation of
VERBFINAL was more serious than a violation oRBALIGN (mean= .2482) (1(1,19) =
39.445, p < .0005; F,(1,7) = 46.865, p < .0005), while NoMALIGN and RROALIGN viola-
tions were not significantly different.

4.5.4.4. Constraint Interaction

A further set of planned comparisons on the data from the null context condition was conducted
to determine if constraint violations were cumulative (in line with the cumulativity effect found
in Experiments 4—6 and 8). For the subset of the data that contained two full NPs or two pro-
nouns, we compared multiple violations obMALIGN and VERBALIGN by computing mean
acceptability scores for stimuli with zero violations (two sentence types), one violation (four
sentence types), and two violations (two sentence type). For the data set with one full NP and
one pronoun, we compared multiple violations adMALIGN, PROALIGN, and VERBALIGN
by computing mean acceptability scores for stimuli with zero violations (one sentence type),
one violation (three sentence types), two violations (three sentence types), and three violations
(one sentence type). The average judgments for both subsets are graphed in Figure 4.14. A
Bonferroni adjustment was carried out in each case, leading to a significance Igvel 625
andp = .0167, respectively.

For the first data set, we found that zero constraint violations (me&@#21) were
more acceptable than a single violation (meanr-.1053) ¢1(1,19) = 67.368, p < .0005;
F(1,7) = 62927, p < .0005), which in turn was more acceptable than a double violation
(mean= —.2250) F1(1,19) = 10.595,p = .004;F»(1,7) =9.692, p = .017).

For the second data set, we found that zero violations (meafil80) were better
than a single violation (meaa .1011) (3 (1,19) = 45.739, p < .0005;F»(1,7) = 13.633,p=
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.008). Also a single violation was better than a double violation (mean1718) ¢;(1,19) =
57.841, p < .0005;F,(1,7) = 57.898, p < .0005). The difference between a double violation
and a triple violation (meas —.2188), however, failed to reach significance.

Overall, these results confirm the cumulativity effect that was already established in
Experiments 4-6 and 8.

Furthermore, we tested for ganging up effects in the second data set, i.e., the one
involving one full NP and one pronoun. (Recall that ganging up effects were already found
in Experiments 4 and 5.) We conducted a post-hoc test to determine if a combined vio-
lation of NOMALIGN and RROALIGN is as serious as a single violation ofERBALIGN
(see Figure 10). As in Experiments 4 and 5, the post-hoc test employed the same signifi-
cance level as the planned comparisons used to determine constraint ranks=i.8167.

It was found that the difference between a combined violation oA LIGN and FROALIGN
(mean= —.0887) and a single violation of SRBALIGN (mean= —.1861) was only marginal
by subjectsF;(1,19) = 6.559, p = .019;F,(1,7) = 6.351, p = .040).

4.5.5. Discussion
4.5.5.1. Constraints out of Context

The experimental findings for the null context provided clear support for the ordering constraint
NOMALIGN, which requires nominative to precede accusative, in line with the results of Ex-
periment 6. In addition, we showed that the constraiEHRBFINAL correctly describes the
verb position in subordinate clauses: there was a clear preference for XV over VX orders. Fi-
nally, the constraint ROALIGN, which requires that pronouns precede full NPs, explains why
Stul Opro is less acceptable tham,§Ory, while Oy Soro is less acceptable than both S

and QyoSrun (see Figure 4.11).
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4.5.5.2. Constraints in Context

The behavior of \eRBFINAL was replicated in the context condition. We found that a vio-
lation of VERBFINAL leads to serious unacceptability; no context effects were attested for
VERBFINAL, which indicates that we are dealing with a hard constraint.

On the other hand, we found an interaction &R LIGN and context. The prediction
that pronouns have to precede full NPs is born out in the all focus context, but in the S focus
and O focus contexts, the effect cRBALIGN disappears. This might indicate tha# A LIGN
is only valid if the context fails to provide an antecedent for the pronoun. According to the
context hypothesis developed in Experiment 8 (see also Section 4.1.1), this context effect is
an indication that ROALIGN is a soft constraint. Note that the interaction ®dALIGN with
context does not readily follow from existing accounts of word order variation in German
(Muller 1999; Uszkoreit 1987).

We also provided evidence for the constraimt@NDALIGN that requires ground
NPs to be peripheral. In the S focus context, we found an overall preference for SO, even
though SO violates BOUNDALIGN, while OS satisfies it. In the O focus context, however,
we found that the SO preference is increased, which can be explained by the fact that SO
satisfies ®OUNDALIGN in the O focus context, while OS violates it. While this observation
provides support for the validity of @OUNDALIGN, the overall SO preference (even if it is
disfavored by the context) seems to indicate that the effectRIFBIDALIGN is weak com-
pared to the influence of DMALIGN, i.e., NOMALIGN should receive a higher ranking than
GROUNDALIGN.

4.5.5.3. Constraint Ranking

In the null context condition, we investigated constraint ranking by conducting a series of
planned comparisons for single violations cbMALIGN, VERBFINAL , and FRROALIGN in the

null context condition. We found thatBRBFINAL was ranked higher than bothdWALIGN

and RROALIGN. These two constraints, however, did not differ in their ranking. Furthermore,
we can assume thatdWALIGN is ranked higher than OUNDALIGN, based on the fact
GROUNDALIGN effects are weak compared toOMALIGN effects (see above). Hence we
arrive at the following overall constraint hierarchy:

(4.30) VERBFINAL > {PROALIGN,NOMALIGN} > GROUNDALIGN

Recall that hard constraints are expected to lead to serious unacceptability, while soft con-
straints cause only mild unacceptability. This is compatible with the hierarchy in (4.30)
if we assume that ¥RBFINAL is a hard constraint, while BDALIGN, NOMALIGN, and
GROUNDALIGN are soft constraints. Also, the context effects support this classification: we
found clear evidence that BRBFINAL is context-independent (and thus hard), while the
PROALIGN was clearly context-dependent (and thus soft). No context effects were found for
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NOMALIGN, while the contextual status offE® UNDALIGN remained unclear. Note however,
that context effects are notreecessarproperty of soft constraints.

The ranking in (4.30) is partly compatible with the one proposed lydv1{1999),
who stipulates M > Foc, where his Ndom and Foc correspond to our NMALIGN and (ap-
proximately) GROUNDALIGN (see the discussion in Section 3.7.1). Howeveulltbt'(1999)
classifies his equivalent ofROALIGN as a hard constraint (a grammatical constraint in his
terminology). This is not supported by our data, which showed tRattR1GN does not cause
categorical unacceptability; we found thak®ALIGN is ranked equal to NMALIGN, which
Mtller considers a soft constraint (a markedness constraint in his terminology). Another point
in case are the context effects that emerged ®RoALIGN. According to Miller, context ef-
fects are characteristic of markedness (soft) constraints, but not of grammaticality (hard) con-
straints.

On the other hand, ¥RBFINAL (not explicitly dealt with by Miller) seems to be a
genuine hard constraint. Its violation leads to strong unacceptability in all contexts, indepen-
dently of which other constraints are violated.

4.5.5.4. Constraint Interaction

In Experiments 4—6 and 8, we found evidence for the fact that constraint violations are cumula-
tive, i.e., that the degree of unacceptability of a stimulus increases with the number of violations
incurred. In the present experiment, this finding was confirmed based on a series of planned
comparisons on multiple constraint violations in the null context condition. We found clear
evidence for the cumulativity of the constrainteGALIGN, NOMALIGN, and VERBFINAL.
This is in line with the results from Experiment 6, where the cumulativity BORLIGN,
NOMALIGN, and DATALIGN was demonstrated.

Furthermore, it was shown that lower ranked constraints such@asM\lIGN and
PROALIGN can gang up against higher ranked ones suchesB¥LIGN: a post-hoc test found
that a combined violation of IMALIGN and RROALIGN is only marginally different from a
single violation MERBALIGN. This is consistent with the ganging up effects already demon-
strated in Experiments 4 and 5 and constitutes evidence against OT-style strict domination
of constraints in a new syntactic domain (word order). It also confirms that soft constraints
(NOMALIGN and FROALIGN) can gang up against hard onessfRBALIGN), in line with the
findings of Experiment 5.

4.5.6. Conclusions

The results of the present experiment were fully consistent with the results obtained in Ex-
periment 6. We provided evidence for the word order constraiatsiALIGN and FROALIGN
and confirmed that they have the same rank. We also showed that the two additional word or-
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der constraints ¥RBFINAL and GROUNDALIGN have a significant effect on acceptability and
established a ranking for these two constraints.

The main aim of the present experiment was to supply evidence for the fact that soft
constraints are context-dependent, while hard constraints context-independent, i.e., immune
to context effects (see Experiments 7-9). Based on the constraint ranking, we hypothesized
that NOMALIGN, PROALIGN, and GROUNDALIGN are soft constraints, while BRBFINAL
is a hard constraint. We demonstrated that context effects occurRl@A RGN, but not for
VERBFINAL and NOMALIGN. The contextual status of ROUNDALIGN remained unclear.

This result is compatible with the hypothesis that only soft constraints are context-dependent.
Note however, that it also means that context effects are a sufficient, but not necessary, feature
of soft constraints.

In the following two experiments, we will continue our investigation of context effects
on word order, providing additional evidence for the hypothesis that context effects are a diag-
nostic of the soft/hard dichotomy. We will add a crosslinguistic dimension to this investigation
by presenting data from Greek, a language that exhibits considerably more word order freedom
than German. Furthermore, Experiment 12 is designed to extend the range of data that we con-
sider by dealing with spoken instead of written stimuli, thus allowing us to investigate of the
interaction of word order and phonology.

4.6. Experiment 11: Effect of Clitic Doubling, Verb Position, and
Context on Word Order

In Experiments 1-3 we observed that the distinction between soft and hard constraint violations
manifests itself in crosslinguistic (crossdialectal) effects. These effects were further discussed
in Section 4.1.2, where we arrived at the hypothesis that crosslinguistic variation cannot affect
the type of a constraint (soft or hard). However, the results of Experiments 1-3 were restricted
to a single linguistic phenomenon (unaccusativity and unergativity as manifested in auxiliary
selection and impersonal passive formation) and the scope of crosslinguistic variation we con-
sidered was limited (two dialects of German).

Experiments 11 and 12 were designed to extend the investigation of crosslinguistic
variation and gradience to word order preferences. Word order was already the subject of Ex-
periments 6 and 10, were we dealt with ordering preferences in German, a language with semi-
free word order. Experiments 11 and 12 will extend these by investigating an extended set of
word order constraints and providing data from Greek, a free word order language. In addition,
Experiment 12 will employ spoken stimuli, which will enable us to investigate the effects of
accent placement on word order, thus extending the range of data considered.

Apart from providing more evidence for the crosslinguistic behavior of soft and hard
constraints, Experiments 11 and 12 will also investigate context effects on word order prefer-
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ences, thus accumulating additional evidence for the hypothesis (arrived at in Experiments 7—
10) that soft constraint violations are context-dependent, while hard violations are context-
independent.

4.6.1. Background

We will require a considerable amount of linguistic background to be able to discuss the results
of Experiments 11 and 12. A general overview of Information Packaging will be provided in
Section 4.6.1.1. Information Packaging is the framework in which we will attempt to explain
the interaction of syntactic and phonological constraints with contextual factors. Following up
on this, Section 4.6.1.2 will then present the basic facts about Information Packaging in Greek.
In Section 4.6.1.3 will define the set of constraints on which our discussion of Experiments 11
and 12 is based.

We will not attempt to provide a full overview of previous experimental research on
Information Structure. Note, however, that previous work as has either focussed on the infor-
mation structural role of intonation (e.g., Birch and Clifton 1995) or on syntactic markers of
Information Structure (such as clefting, e.g., Vion and Colas 1995). Experiments 11 and 12 try
to integrate these two strands of research. They constitute the first experimental attempt to clar-
ify the interaction of phonology and syntax in marking Information Structure in a free-word
order language such as Greek.

4.6.1.1. Information Structure in English

This section gives an overview of the primitives of the framework of Information Structure in-
troduced by Vallduv(1992). Building on previous work of, among others, Chafe (1976, 1983),
and Prince (1986), Vallduy1992) views a sentence as conveying information that updates the
hearer's knowledge-base mformation state Each sentence constitutes iastruction indi-
cating to the hearewvhatinformation to addwhereto add it, anchow. These instructions are
encoded in thénformation Structureof a sentence, which consists of the following primitives:

(4.31) Sentence :$Focus, Grounl
Ground :={Link, Tail}

Focusconveys the new information of the sentence, whegeasndanchors the new informa-

tion to the hearer’s current information state. Ground is further subdividedink@ndtail:

link points to the locus of update in the hearer’s information state, i.e., to where the new infor-
mation should be added. Tail indicateswinformation should be add€dThe three primitives
focus, link, and tail combine to yield four instruction typedl focus link-focus focus-tail

"Vallduvi’s tripartite organization of Information Structure combines previous distinctions sublems-
rheme topic-commentand ground-focus(Halliday 1967; Reinhart 1982). In particular, his link corresponds to
traditional notions of topic or theme.
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andlink-focus-tail Below we explicate briefly the function of each of these instruction types.
Possible realizations of the four instruction in English are exemplified in (4s32ALL CAPI-
TALS indicate main sentential stre¢mldface marks secondary stress. Focus is indicated using
square brackets and subscript F.

(4.32) a. AllFocus

The president has a weakness.
[r He hatescHOCOLATH].

b. Link-Focus
Tell me about the people in the White House. Anything | should know?
Thepresident [ hateSCHOCOLATH.

c. Focus-Tail
You shouldn’t have brought chocolates for the president.
[F He HATES] chocolate.

d. Link-Focus-Tall
And what about the president? How daeesfeel about chocolate?
The presidentd HATES] chocolate.

(Vallduvi and Engdahl 1996)

All instruction types contain a focus part, since every sentence has an update potential. The
presence of ground segments depends on the knowledge shared between the interlocutors in
the previous discourse, i.e., on the context in which the sentence is uttered. Let us consider
the above examples in more detail. Sentence (4.32a) involves an all focus instruction which
updates the information abotkte presidentNote thatthe presidenhas already been activated
as a locus of update by the context in which (4.32a) appears. Hence (4.32a) does not contain a
link.2 Similarly, the locus of update is inherited from the previous context in (4.32c), which also
conveys a “link-less” instruction. On the other hand, example (4.32b) spetiiggesidenas
its link, i.e., the locus of update. (4.32b) instructs the hearer to add the new confuties
chocolateto this locus. Finally, example (4.32d) also specifies presidents the locus of
update, but conveys a different update instruction (tail). It instructs the hearer to search for a
condition of the formlikes chocolateand replace the predicalikes with hates Note that the
same instruction is also encoded by the tail in (4.32c).

Let us turn to the linguistic means by which English marks the different components
of Information Structure. All of the examples in (4.32) involve the same word order. However,
they differ in their intonational pattern: English relies on prosodic means for encoding Infor-
mation Structure. Focused segments are associated with the main sentential stress (A accent).
This is true ofmarrow focusas in (4.32d), but alsbroad focusas in (4.32b). (Narrow and broad
focus are descriptive terms: narrow focus denotes NP or verb focus, while broad focus refers to

8Pronouns do not contribute to the Information Structure of a sentence. They are just syntactic placeholders
(Vallduvi 1995).
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VP or S focus). Any accented constituent can be interpreted as narrow focus, while only accent
on the rightmost complement can give rise to a broad focus interpretation (Ladd 1996; Vall-
duvi 1992)° English provides intonational marking not only for foci, but also for links. Links

like the presidenin (4.32b) receive secondary stress. (This accent is referred to as B accent in
the theoretical literature, see Ladd 1996; Pierrehumbert and Hirschberg 1990; Steedman 1991.
For further discussion on the realization of Information Structure in English see also Bolinger
1978, 1989; Rochemont 1986; Selkirk 1984.)

Note that our choice of the framework of Information Structure does not bear directly
on the claims we make in subsequent sections. It mainly serves as a theoretical background
against which we discuss the phenomena at hand. However, \igldisgumption that Infor-
mation Structure forms an independent grammatical level, interacting with both syntax and
phonology, is compatible with the model of constraint interaction we will advocate in the re-
mainder of this chapter. Note further that the experiments we will report only investigate the
ground-focus distinction and do not explore the distinction between link and tail. This restric-
tion was necessary to keep the experimental design to a manageable size. For completeness,
the present section introduced all three Information Structure primitives.

4.6.1.2. Information Structure in Greek

As in English, accent placement plays a central role in the realization of Information Structure
in Greek. However, in addition to phonological resources, Greek also employs syntactic re-
sources such as word order and clitic doubling to realize Information Structure. In this section,
we briefly present how phonological and syntactic devices combine to yield various Informa-
tion Structure instructions in Greek.

We will employ a notation that uses capitalization to indicate accent, e.g., svO indicates
the order subject-verb-object with accent on the object. The same order with clitic doubling is
denoted as sclvO. We use an all capital notation where we disregard accent, such as in SVO.

Let us first consider cases of narrow focus as in (4.33) where the subjeztrifisis
focused. Focused NPs are accented, as in English, but, unlike English, their order is not fixed,;
they may appear either preverbally (see (4.33b)) or postverbally (see (4.33a)). (According to
the literature, preverbal focus is more likely to be associated with a contrastive reading and
therefore might be considered slightly more marked than postverbal focus, see Alexopoulou
1998; Tsimpli 1995.) It is not only focused NPs that are free to appear either preverbally or
postverbally; so do ground NP8 Maria in (4.33)). The standard literature assumes that pre-
verbal ground NPs realize Valldwan links (or topics in the traditional sense), while postverbal
ones are interpreted as tails (Alexopoulou 1998; Anagnostopoulou 1994; Philippaki-Warburton
1985; Schneider-Zioga 1994; Tsimpli 1995; Valiouli 1994). Hence example (4.33a) realizes a

9Technically, it is the most oblique rather than the rightmost NP in English (Vallala'Engdahl 1996).
However, the most oblique NPs in English are typically the rightmost ones.
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link-focusinstruction in Vallduv's terms, while (4.33b) realizesfacus-tailinstruction.

(4.33) Subject Focus
Pios apelise ti Maria?
“Who fired Maria?”

a. Ti Maria tin apelise [0 YANIS].

the Maria-Acc herCL fired-3sG [ the YanisNoMm]
“Yanis fired Maria.”

b. [FO YaNIS] (tin) apelise ti Maria.
[ the YanisNoM] her-cL fired-3sG the Maria-Aacc

Both ground and focused NPs can alternate between preverbal and postverbal positions.
Ground NPs, however, tend to appear in peripheral positions while focused ones are preferred
adjacent to the verb (Alexopoulou 1998; Schneider-Zioga 1994; Tsimpli 1995). Thus, the clvSo
order in (4.34b), where the focused subject NP is adjacent to the verb, is a felicitous answer
to (4.33); in contrast, the clvoS sentence in (4.34a), where the focused NP is dislocated to the
right periphery of the clause, is infelicitous.

(4.34) Subject Focus
Pios apelise ti Maria?
“Who fired Maria?”
a. ?Tin apelise ti Maria [Fo YANIS].

her<L fired-3sG the Maria-Acc [ the YanisNOM]
“Yanis fired Maria.”

b. Tin apelise [FO YANIS] ti Maria.
her<L fired-3sG [f the YanistNoM] the Maria-acc

Similarly, preverbal ground NPs typically precede preverbal focus (see (4.35a)). (In fact, var-
ious authors consider examples like (4.35b), where the link follows the focused NP, ungram-
matical, see Tsimpli 1995; Tsiplakou 1998.)

(4.35) a. TiMaria [Fo YANIS] tin  apelise horis kamiaproidopiisi.
theMaria-Acc [ the YanisNowMm] hercL fired-3sG withoutany  warning
“Yanis fired Maria without any warning.”

b. ?[F O YANIS] ti Maria tin  apelise horis kamiaproidopiisi.
[ the YanisNoM] the Maria-acc her<L fired-3sGwithoutany  warning
Note finally, that the ground object NP in (4.33) is marked by an additional clitic pronoun,
attached to the verb. We will use the tedfitic doublingto refer to a configuration where the

object NP is co-indexed with such a clitic, irrespective of the position of the objeé¢? WPen
the NP is postverbal, doubling is optional (as indicated by the brackets around theirlitic

100ur term subsumes clitic doubling and clitic left dislocation which are used for postverbal and left dislo-
cated clitic doubled NPs, respectively.
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in (4.33b)); but doubling tends to be obligatory when the NP is dislocated to the left (we return
to this issue later in this section).

The ground-focus partition is thus realized in Greek through the exploitation of diverse
structural resources: accent placement (on the focused constituent), word order (focused NPs
are adjacent to the verb, ground ones are dislocated to peripheral positions), and clitic doubling
(object ground NPs are preferred doubled). The interaction between these structural devices
follows a consistent pattern, independent of the grammatical function of the focused or ground
NP (modulo the fact that clitic doubling is only available for objects in Greek). Consider the
examples in (4.36) which demonstrate a narrow focus reading for the object NP:

(4.36) Object Focus
Pion apelise i Maria?
“Who did Maria fire?”

a. | Maria apelise [Fto YANI].

the Maria-NoM fired-3sG [ the Yanis-AcC]
“Maria fired Yanis.”

b. [r To YANI] apelise i Maria.
[F the Yanis-Acc] fired-3sG the Maria-NOM

c. *[r To YANI] ton apelise i Maria.
[F the Yanis-Acc] him-cL fired-3sG the Maria-NOM

Again, the accent falls on the focused N® Yani which can appear either preverbally

(see (4.36b)) or postverbally (see (4.36a)), while the ground subjeéiMidifia is unaccented.
Again, the focused object NP is preferred adjacent to the verb, as indicated by the felicity of the
vOs order in (4.37a) compared to the vsO order in (4.37b), as answers to the question in (4.37).

(4.37) Object Focus
Pion apelise i Maria?
“Who did Maria fire?”

a. Apelise [Fto YANI] i Maria.

fired-3sG [ the Yanis-Acc] the Maria-NOM
“Maria fired Yanis.”

b. ?Apelisei Maria [Fto YANI].
fired-3sG the Maria-NOM [ the Yanis-AcC]

Focused objects cannot be doubled, as the unacceptability of (4.36¢) indicates. In fact, sen-
tences with accent on a clitic doubled object are unacceptable, irrespective of the context they
appear in (Agouraki 1993; Alexopoulou 1998), as illustrated by (4.38):

(4.38) a. *TOYANI ton ida.

the Yani-Acc him-cL saw-1sG
“l saw Yanis.”
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b. *Ton ida to YANI.
him-cL saw-1sG the Yani-Acc

The general unacceptability of accented doubled objects is due to the conflicting information
structural requirements imposed on these objects. Accent marks the object as focus, while
doubling marks it as ground.

Verb focus is marked with accent on the verb as in (4.39). Again, the ground NPs can
appear either preverbally (see (4.39a)) or postverbally (see (4.39b)), while the object NP is
preferred doubled:

(4.39) Verb Focus
Ti ekane o Yanis me to aftokinito?
“What did Yanis do with the car?”

a. O Yanis [Fto PuLISE to aftokinito.

theYanisNOM [ it-cL sold-3sG] thecarAcc
“Yanis sold the car.”

b. Toaftokinito[rto PULISE] o Yanis.
thecaracc [ it-CcL sold-35g] the YanisNoM

Let us now turn to all focus instructions. VSO is standardly considered the most natural re-
sponse to an all focus question (see (4.40)). In fact, the naturalness of VSO in this context
has been part of the argument for the standard analysis of VSO as the basic order of Greek
(Agouraki 1993; Alexopoulou 1998; Philippaki-Warburton 1985; Tsimpli 1995). In such con-
texts, accent falls on the rightmost constituent. In this respect, Greek seems to pattern with
English; in both languages an all focus interpretation arises from accent on the rightmost NP.

(4.40) All Focus
Kana neo?
“Any news?”
[F pulise o Yanis to AFTOKINITO].

[ sold-3Gthe YanisNoOM the car-Acc]
“Yanis sold the car.”

It is worth mentioning here that, as Valldusnd Engdahl (1996) note, questions introducing an

all focus context What happened/Any newsean also give rise to VP focus, with the subject

or object dislocated to the left periphery of the clause. Indeed, svO (see (4.41a)) and oclvS
(see (4.41b)), instantiating a link/topic-focus Information Structure, are also felicitous answers
to an all focus question.

(4.41) All Focus
Kana neo?
“Any news?”
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a. O Yanis pulise to AFTOKINITO.

the YanisNoMm sold-3sG thecarAcc
“Yanis sold the car.”

b. Tisfises tha tis stilume AVRIO.

the postersacc FUT them-<cL send-PL tomorrow
“We will send the posters tomorrow.”

Broad and narrow focus contexts differ significantly in the range of utterances they can accom-
modate. A broad focus context allows the accommodation of a wider range of ground-focus
partitions, while a narrow focus context only accepts sentences with a ground-focus patrtition
strictly corresponding to the expectations it imposes. For instance, example (4.42) can be a
felicitous answer to a question like (4.40), even though it does not directly correspond to an
all focus instruction; rather than the rightmost constituent, the accent falls on the verb, while
the object NP is doubled. This sentence is acceptable in a context where the two interlocutors
share the knowledge that Yanis was expected to sell his car. However, even if such knowledge is
shared by the two speakers, such a sentence would not be acceptable as an answer to an object
focus question likéVhat did Yanis sell?only a ground (object) focus instruction constitutes a
felicitous answer for this question.

(4.42) To PULISE to aftokinitoo Yanis.

it-cL sold-3sGthecarAacc theYanisNom
“Yanis sold the car.”

It is worth mentioning here that the wider range of answers satisfying an all focus question
yields higher freedom in the linguistic realization of these answers. Thus, most orders (SVO,
QVS, and the verb initial orders) are acceptable, while the accent may shift from the rightmost
clause boundary to the left.

To summarize, Information Structure in Greek is realized through a combination of
phonological and syntactic means, captured by the following descriptive generalizations:

(4.43) Descriptive Generalizations on Information Structure
a. Phonology: (i) Accented constituents are (part of) focus; ground elements bear no
accent; (ii) accent on the rightmost NP gives rise to a broad focus interpretation.
b. Word Order: ground constituents are peripheral.
c. Clitic Doubling: doubled objects are ground.

Note that, while it is true that ground NPs are peripheral, it is not always the case that focused
NPs are adjacent to the verb. Adjacency is observed in cases of narrow focus but not always in
all focus instructions. In these instructions accent falls on the rightmost NP which, very often,
is not adjacent to the verb (e.g., vsO or voS).

In the following, we will briefly comment on two more restrictions on word order in
Greek. First, as mentioned earlier, preverbal ground objects (see (4.33a)) should be doubled,
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while doubling is optional with postverbal ground NPs. The obligatoriness of the clitic in ex-
amples like (4.44) has been a matter of controversy in the literature. Examples like these are
often judged less acceptable when they lack doubling, with some authors judging them unac-
ceptable (Tsiplakou 1998). One goal of our experimental study is to settle the data disputes that
surround these examples.

(4.44) a. Toaftokinito ?(to)pulise 0 YANIS.

thecarAcc it-cL sold-35Gthe YanisNom
“Yanis sold the car.”

b. TinMaria ?(tin) apelise 0 YANIS.

the Maria-Acc her<L fired-3sG the YanisNom
“Yanis fired Maria.”

In Section 4.6.1.3 we will postulate a constraint requiring preverbal objects to be doubled and
we will provide evidence supporting this constraint in Section 12.

The second issue concerns verb final word orders. So far we have only considered
orders in which the verb appears in either initial or medial position. Verb final orders (SOV and
0OSV), while grammatical, are generally perceived as less acceptable:

(4.45) a. ?TiMarias 0 Yanis /o Yanis tis Marias tis  milise.

the Maria-GEN the YanisNoM / the YanisNoM the Maria-GEN hercL talked-3G
“Yanis talked to Maria.”

b. ?Tapedia 0 Yanis /0 Yanis ta pedia ta ide.

thekids-Acc the YanisNoM / the YanisNoM thekids-acc them<€L saw-3G
“Yanis saw the kids.”

However, SOV and OSV improve to full acceptability if more material is added after the verb:

(4.46) a. TisMarias o0 Yanis /o Yanis tis Marias tis  ipe oti de
the Maria-GEN the Yanis-NoM / the YanisNoM the Maria-GEN herL said-3Gthatnot
thelina paistin  Ameriki.

wantsusJgo to-theAmerica
“Yanis told Maria that he doesn’'t want to go to America.”

b. Tapedia o Yanis / 0 Yanis ta pedia ta vlepi mono
the kids-Acc the YanisNoM / the YanisNoMm the kids-Acc them<cL see-3G only

otan denehi duliato Savatokiriako.

whennot havework theweekend
“Yanis sees the kids only when he doesn’t have work during the weekend.”

To account for the reduced acceptability of (4.45) compared with (4.46), we will assume a
constraint that penalizes verbs that occur at clause final positions (see Section 4.6.1.3).

To summarize: all of the factors discussed in this section are expected to have a signif-
icant effect on the acceptability of a given word order. This includes the information structural
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factors listed in (4.43), as well as the restrictions on preverbal objects and on verb final sen-
tences stated above. However, it quickly becomes evident that not all of these factors play an
equally important role. One of the main goals of Experiments 11 and 12 is to identify the nature

of the interaction between these factors and to quantify the effect of each of them. Before we
present the experimental results, some preliminary observations are in order.

Accent placement appears as the most important factor in the realization of the ground-
focus partition as it is both obligatorily and unambiguously associated with (at least part of)
focus. Word order, on the other hand, appears as a comparatively weak factor. In the absence
of accent and clitic doubling, a given order may give little or no indication of the ground-
focus partition; for example, SVO and OVS can realize a link-focus or focus-ground partition,
depending on accent placement and doubling (svO/oclvS and Svclo/Ovs). Similarly, VSO can
realize an all focus sentence or allow a narrow focus interpretation for the subject NP (vsO
and vSclo respectively). Unlike word order, clitic doubling is unambiguously associated with
a ground interpretation of objects. However, unlike accent, doubling is not necessary for the
realization of ground NPs, and its effect is restricted to objects.

In Section 4.6.1.3, we will introduce a set of grammatical constraints based on the
generalizations presented above. We expect that the experimental results will show that all
these factors play a role in the realization of Information Structure, while the magnitude of
the effect on acceptability judgments caused by each of these factors will reflect its relative
importance. More precisely, we expect violations of accent placement to induce the strongest
effect. Given its unambiguous association with focus, accent placement provides hearers with
a strong cue for the Information Structure of a sentence. The restriction that doubled NPs
cannot function as foci is also expected to produce strong effects. Just as accent placement,
clitic doubling is an unambiguous marker of Information Structure. Violations of word order
preferences, on the other hand, are expected to trigger weak effects; given its ambiguity, word
order is an additional, but rather unreliable cue for detecting the ground-focus partition of a
sentence. Note as well that, due to the ambiguity of word order, some word orders will satisfy
the information structural requirements of several contexts.

4.6.1.3. Constraints on Information Structure

Based on the observations outlined in Section 4.6.1.2, we propose a set of linguistic constraints
that govern the realization of Information Structure in Greek. The purpose of these constraints
is to facilitate a systematic discussion of the data and to exemplify how a constraint-based
approach can capture basic aspects of the experimental results. We will restrict ourselves to a
fairly descriptive formulation of the constraints (for more linguistically sophisticated accounts
of Information Structure and word order in an optimality theoretic setting, see Choi 1996;
Miuller 1999; Samek-Lodovici 1996).

The constraints in (4.47) are based on our generalizations on Information Structure



4.6. Experiment 11: Effect of Clitic Doubling, Verb Position, and Context on Word Order 181

summarized in (4.43), and on the observations regarding clitic doubling and verb final orders
discussed at the end of Section 4.6.1.2.

(4.47) Constraints on Word Order and Information Structure
a. GROUNDALIGN (GAGN): ground constituents have to be peripheral.
b. DouBLEGROUND (DouG): clitic doubled objects have to be interpreted as
ground.
Cc. ACCENTALIGN (ACCAGN): accent has to fall on the rightmost constituent.
d. AcceNTFocus(AccF): accented constituents have to be interpreted as focus.
e. DouBLEALIGN (DOUAGN): preverbal objects have to be clitic doubled.
f. VERBALIGN (VAGN): the verb must not be right peripheral.

The first two constraints impose restrictions on the syntactic/morphological realization of In-
formation Structure. @OUNDALIGN encodes the restriction that ground NPs should appear
either to the left or right periphery of the clause. We use the term “periphery” descriptively,

to refer to clause initial and clause final NPs. Note that this restriction is not biconditional;
peripheral NPs do not necessarily belong to the ground part of the sentence. Furthermore, the
association of doubled NPs with a ground interpretation is captureddyBDEGROUND.

While GROUNDALIGN and DouBLEGROUND encode syntactic/morphological re-
strictions on ground elements,CBRENTFOCUS and ACCENTALIGN are phonological con-
straints on the realization of focused NP @ENTFOCUS associates an accented constituent
with a focus interpretation. It applies to all Information Structures, i.e., both in narrow and
broad focus contexts. MoreoverCAENTFOCUSIS insensitive to other structural properties of
the relevant constituent (e.g., whether the constituent is an NP or not, whether it appears pre-
verbally or postverbally). ACENTALIGN, on the other hand associates accent placement with
clause structure (the right clause boundary).

The first four constraints restrict the realization of Information Structure (see (4.43)),
while the last two constraints impose restrictions on word order, independent of infor-
mation structural factors. @QUBLEALIGN requires preverbal objects to be doubled, while
VERBALIGN penalizes verb final orders. (For a more detailed motivation of these two con-
straints, see Section 4.6.1.2.)

4.6.2. Introduction

Experiment 11 has a double purpose. Firstly, it investigates the basic claim that word order
plays an information structural role in a free word order language like Greek. We elicit ac-
ceptability judgments for a variety of word orders and contexts, which allows us to examine
the interaction of word order and context. Secondly, the experiment is designed to assess the
effect of three constraints: the word order constraisR¥ALIGN, the constraint on clitic dou-

bling DOUBLEALIGN, and the constraint ROUNDALIGN regulating the interaction of word
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order and Information Structure (see (4.47) for details). The experiment includes sentences
that violate one or more of these constraints, and the prediction is that such violations lead to a
reduction in acceptability.

The experimental design includes two factors: word or@ed) and contextCon). Six
word orders were tested: SVO, OVS, VSO, VOS, SOV, and OSV, as illustrated by the following
examples:

(4.48) a. SVO: O Tasos thadiavasi tin efimerida.
the TasosnoM will read-3Gthe newspapercc
“Tasos will read the newspaper.”

OVS: Tin efimerida tha diavasi o Tasos.

VSO: Tha diavasi o Tasos tin efimerida.

VOS: Tha diavasi tin efimerida o Tasos.

SOV: O Tasos tin efimerida tha diavasi.

OSV: Tin efimerida o Tasos tha diavasi.

~o oo o

Clitic doubled sentences were not included in this experiment, in order to keep the design at a
manageable size. Note thabDBLEALIGN can be tested on structures that do not contain dou-
bling: for instance, OVS (that violatesdWBLEALIGN) can be compared with SVO (that does

not violate DOUBLEALIGN). (Clitic doubled stimuli were included Experiment 12, allowing a
direct comparison of OVS with OclVS.)

For the context factor we employed a question context to establish a pattern of ground
and focus information, a technique that is widely used in the theoretical literature (e.g., Yallduv’
1992). A total of five contexts were used: null, all focus, subject focus, object focus, and verb
focus. As an example, consider the contexts for the sentences in (4.48):

(4.49) a. Null

b. All Focus: Tithagini?
“What will happen?

c. SFocus: Piostha diavasi tin efimerida?
“Who will read the newspaper?”

d. OFocus: Titha diavasi o Tasos?
“What will Tasos read?”

e. VFocus: Titha kani o Tasos me tin efimerida?
“What will Tasos do with the newspaper?”

The null context was included as a control condition, allowing us to study how subjects react
in the absence of any contextual information.
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4.6.3. Predictions
4.6.3.1. Constraints out of Context

The general prediction is that some word orders are more acceptable than others. Hence we
expect to find a main effect @drd (word order).

Furthermore, the constraints in (4.47) allow us to make detailed predictions about the
acceptability of individual orders. If a given structure violates one of the constraints in (4.47),
then we predict its acceptability to be reduced compared a structure that does not incur this
constraint violation. Only the constraintE¥BALIGN, DOUBLEALIGN, and GROUNDALIGN
are relevant for the present experiment. The other three constraisB([EGROUND,
ACCENTALIGN, and ACCENTFOcCUS) deal with clitic doubling and accent placement, and
will be investigated in Experiment 12.

VERBALIGN requires that verbs must not occur at the right periphery of a sentence
(i.e., sentence initially or sentence finally). This constraint is violated by verb final sentences,
where the verb appears clause finally (SOV and OSV sentences in our stimulus set). Hence
we expect these orders to be reduced in acceptability. The constraslUEALIGN requires
preverbal objects to be clitic doubled. This constraint is violated by OVS, SOV, and OSV. These
orders contain preverbal objects that are not doubled and hence are predicted to be reduced
in acceptability. The constraint RBUNDALIGN requires ground constituents to be sentence
peripheral. This constraint does not apply in the null context condition, where no information
about ground and focus is available.

4.6.3.2. Constraints in Context

The general prediction in the context condition is that context has an influence on word order
preferences. Hence we expect an interactio@mf (word order) andCon (context).

Again, the constraints in (4.47) make predictions based on individual constraint viola-
tions. On the one hand, we expect effects fromREALIGN and DOUBLEALIGN. These are
syntactic constraints that are not subject to information structural effects. Hence their effects
in the context condition should be the same as in the null context condition, ERBALIGN
should disfavor verb final orders (SOV and OSV), whileBLEALIGN should disfavor OVS,

SOV, and OSV, as these orders include preverbal non-doubled objects.

As for the interaction of word order and context, we expect that the order preferences
for each context will reflect the optimal realization of the Information Structure required for
this context. More specifically, the constrainRGUNDALIGN predicts that orders with non-
peripheral ground constituents will be reduced in acceptability. In the following, we will discuss
the predictions for each context.
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All Focus Context There are no ground constituents in the all focus context, hence
GROUNDALIGN is vacuously satisfied. The order preferences only depend BERBALIGN

and DouBLEALIGN. The all focus context is therefore predicted to exhibit the same pattern of
word order preferences as the null context.

S Focus Context In the S focus context, the subject is in focus, while the object is part of
ground. VOS violates BOUNDALIGN, as the object is non-peripheral, and is thus predicted to
be less acceptable than SVO, OVS, and VSO, which satiglg DALIGN. GROUNDALIGN

is also violated in SOV, which is therefore predicted to be less acceptable than OSV (both
orders also violate ¥RBALIGN, and hence should be generally low in acceptability).

O Focus Context In the O focus context, the object is in focus, while the subject is part
of ground. This means thatK&UNDALIGN is violated in VSO, where the subject is non-
peripheral. Hence VSO should be dispreferred compared to SVO, OVS, and VOS, which sat-
isfy GROUNDALIGN. SOV also incurs a @0UNDALIGN violation, and hence should be less
acceptable than OSV (both orders also violaER¥ALIGN).

V Focus Context In the V focus context, the verb is in focus, while both the subject and
the object are ground constituents. According ®OGNDALIGN, both NPs have to appear in
peripheral positions, i.e., clause final or clause initial. It follows that all orders except SVO and
OVS violate ROUNDALIGN. Thus, VSO, VOS, SOV and OSV are predicted to be reduced in
acceptability compared with SVO and OVS. However, as OVS violatesHDEALIGN, SVO

is expected to be the best order. The two final orders, SOV and OSV should be least acceptable:
unlike VSO, VOS, and OVS, they violate three constraintEK¥ALIGN, DOUBLEALIGN

and GROUNDALIGN).

4.6.3.3. Constraint Types

The present experiment also allows us to determine the type of the three constraints under
investigation. We can diagnose whether a constraint is hard or soft based on three criteria:
constraint strength, context effects, and crosslinguistic effects.

Experiment 10 dealt with the effects of the constraiR@&NDALIGN in German and
demonstrated that OUNDALIGN is a soft constraint. Under the hypothesis that crosslin-
guistic variation cannot affect the type of a constraint (see Section 4.1.2), this means that
GROUNDALIGN is expected to be a soft constraint also in Greek. We therefore expect
GROUNDALIGN to be context-dependent and induce only weak acceptability differences. The
status of DUBLEALIGN and VERBALIGN remains to be determined; depending on constraint
strength and contextual behavior, these constraints will be classified as either a soft or hard.

In previous experiments, we determined constraint ranking by comparing structures
that incur only single constraint violations. Due to the design of the present experiment, this
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approach is not possible here; for some constraints, no single violations were included in the
stimulus set (an example is the constraiREALIGN). The general problem is that the set of
constraints we investigate cannot be mapped straightforwardly onto the set of factors used in the
experimental design (as was the case in previous experiments). To establish constraint rankings,
we will therefore rely on optimality-theoreti@nking argumentsA ranking procedure based

on ranking arguments will be defined in Chapter 6 and applied to the data from the present
experiment in Chapter 7.

4.6.4. Method
4.6.4.1. Subjects

Forty native speakers of Greek participated in the experiment. The subjects were recruited over
the Internet by postings to relevant newsgroups and mailing lists. Participation was voluntary
and unpaid. Subjects had to be linguistically naive, i.e., neither linguists nor students of lin-
guistics were allowed to participate.

The data of three subjects were excluded because they were bilingual (by self-
assessment). The data of one further subject were excluded as she was a speaker of Cypriot
Greek!! The data of two subjects were eliminated after an inspection of the responses showed
that they had not completed the task adequately.

This left 34 subjects for analysis. Of these, 19 subjects were male, 15 female; five
subjects were left-handed, 29 right-handed. The age of the subjects ranged from 21 to 42 years,
the mean was 26.7 years.

4.6.4.2. Materials
Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials For the experimental items, a full factorial design was used with word order
(Ord) and context Con) as the two factors (see (4.48) and (4.49) for example stimuli). This
yielded a total oford x Con= 6 x 5 = 30 cells. Eight lexicalizations per cell were used, which
resulted in a total of 240 stimuli.

A set of 24 fillers was used, designed to cover the whole acceptability range. Six items
of each of the following four groups were used: no violation, case violation, phrase structure
violation, and agreement violation. The fillers covered a range of word orders, including ones
that were not used in the experimental items (e.g., by using null subjects). The contexts for the
fillers includedwh-questions (both adjunct and complement guestions)yasehequestions.

Cypriot Greek is a dialect that differs considerably from standard Greek. It is not clear whether the
differences between Cypriot and standard Greek would affect the current study, but for methodological reasons, it
was decided to exclude speakers of Cypriot Greek.
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As in the practice phase, a modulus item in the middle of the range was provided (see Ap-
pendix B for a list of all experimental materials).

No frequency matching was conducted for the materials in this experiment, as no ade-
guate corpus was available for Greek.

4.6.4.3. Procedure

The method used was magnitude estimation of linguistic acceptability, with the same experi-
mental protocol as in Experiment 1.

Instructions We used a Greek version of the instructions in Experiment 1. Where contex-
tualized stimuli were presented, subjects were told that each sentence would be presented in
context, defined as a single sentence preceding the target sentence. Subjects were instructed
to judge the acceptability of the target sentence, and to take the context into account in their
judgments. The task was illustrated by examples.

Demographic Questionnaire, Training and Practice PhaseThese were designed in the
same way as in Experiment 1.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

A between-subjects design was used to administer the experimental stimuli: subjects in
Group A judged non-contextualized stimuli, while subjects in Group B judged contextualized
stimuli.

For Group A, two test sets were used: each set contained four lexicalizations for each
of the six levels of factoOrd, i.e., a total of 24 items. For Group B, eight test sets were used:
each set contained one lexicalization for each of the six orders in each of the four contexts,
i.e., a total of 24 items. Lexicalizations were assigned to test sets using Latin squares. Two
separate Latin squares were applied: one for the null context condition and one for the context
condition.

Subijects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 48 test items: 24 experimental items and
24 fillers. Items were presented in random order, with a new randomization being generated
for each subject. Each subject was randomly assigned to a group and a test set; 17 subjects
were assigned to each group. Instructions, examples, training items, and fillers were adapted
for Group B to take context into account.

4.6.5. Results

The data were normalized as in Experiment 1 and separat&as were conducted for each
subexperiment.



4.6. Experiment 11: Effect of Clitic Doubling, Verb Position, and Context on Word Order 187

mean acceptability (logs)
© o o o o
N G o
1 1 1 1 1

o
i
|

1 1 1 1 1 1
SVO ovs VSO VOS SoVv osVv
word order

Figure 4.15: Mean judgments for each word order in the null context (Experiment 11)

4.6.5.1. Constraints out of Context

The mean judgments for the null context condition are graphed in Figure 4.13NARA
revealed a significant main effect of word ord&j (6,80) = 20.005, p < .0005; F»(5,35) =

3.181, p=.018). This confirms our general prediction that some word orders are more accept-
able than others, even in absence of context.

A post-hoc Tukey test was carried out for the main effedddd. This test determines
which word orders differ in acceptability and thus allows us to assess the influence of the
constraints \ERBALIGN and DOUBLEALIGN.

VERBALIGN requires that verbs must not occur clause finally, thus predicting reduced
acceptability for the verb final orders SOV and OSV. This was confirmed by the Tukey test,
which showed that SOV was significantly less acceptable than SVO (by sulbject€)1, and
by items,a < .05), VSO (by subjects onlyg < .01), and VOS (by subjects onlg, < .01).

OSV was significantly less acceptable than SVO (by subjects,01, and by itemsy < .05),
VSO (by subjects onlyy < .01), and VOS (by subjects onlg, < .01).

The constraint DUBLEALIGN requires preverbal objects to be clitic doubled, which
means that OVS should be reduced in acceptability compared to SVO. This prediction was
confirmed by the Tukey test, which showed that OVS was less acceptable than SVO (by subjects
only, a < .01). Furthermore, we found that OSV was less acceptable than OVS (by subjects
only, a < .05). Both orders violate DUBLEALIGN, but OSV is verb final and hence also
violates VERBALIGN, which explains the difference in acceptability.

In addition, we found that SVO was more acceptable than the verb initial orders VSO
(by subjects onlyp < .01) and VOS (by subjects onlg, < .01). This is unexpected, as nei-
ther of these three orders violates any constraints, and we would expect them to be equally
acceptable. All other differences failed to reach significance.
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Figure 4.16: Mean judgments for each word order in the all focus context (Experiment 11)
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Figure 4.17: Mean judgments for each word order in the S focus context (Experiment 11)

4.6.5.2. Constraints in Context

The mean judgments for the context condition are graphed in Figures 4.16—4.19. As in the
null context condition, amNOVA revealed a significant main effect of word ordet (5, 80) =
24.970, p < .0005; F»(5,35) = 11148, p < .0005). A marginally significant main effect of
context was also found((3,48) = 2.579, p = .064; F,(3,21) = 3.275, p = .041). The in-
teraction of word order and context was also significat(15,240) = 2.465, p = .002;
F»(15,105 = 1.969, p = .024), which confirms our general prediction that context has an
influence on word order preferences.

A post-hoc Tukey test was carried out on Ded effect to determine the effects of
the context independent constraintsREALIGN and DOUBLEALIGN. The resulting pattern
closely matched the one found in the null context condition. Verb final orders were reduced in
acceptability, in line with the predictions ofBRBALIGN. SOV was significantly less accept-
able than SVO(q < .01), VSO (by subjects onlg < .05), and VOS (by subjects only,< .01).
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Figure 4.18: Mean judgments for each word order in the O focus context (Experiment 11)
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Figure 4.19: Mean judgments for each word order in the V focus context (Experiment 11)

Furthermore, OSV was significantly less acceptable than S¥Q (01), VSO (by subjects
only, a < .01), and VOS (by subjects, < .01, and by itemsy < .05). We also found that OVS
was less acceptable than SV« .01), in line with the predictions of DUBLEALIGN.

As in the null context condition, SVO was more acceptable than \8Q (01) and
VOS (by subjectsa < .01, and by itemsx < .05). There were no other significant differences.

A further Tukey test was carried for tiigrd/Coninteraction to assess the effect of the
constraint ROUNDALIGN, which predicts that orders with non-peripheral ground constituents
will be reduced in acceptability. We will discuss each context separately.

All Focus Context GROUNDALIGN is vacuously satisfied in an all focus context. Hence we
predicted that the all focus context will show the same pattern of order preferences as the
null context. This prediction was borne out, as a comparison of Figure 4.15 (null context) and
Figure 4.16 (all context) shows.
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S Focus Context Here we predicted that VOS, which violate RGUNDALIGN, should be
reduced in acceptability compared to SVO, OVS, and VSO, which all satigiyBIDALIGN.
The Tukey test (see Figure 4.17) provided a partial confirmation: VOS was significantly less
acceptable than SVO (by subjects onty< .05). However, the differences between VOS and
OVS and between VOS and VSO failed to reach significance.

We also predicted OSV to be preferred over SOV, which violate® BIDALIGN.
Again, this preferences was to small to reach significance. On the other hand, SOV was sig-
nificantly less acceptable than SV@ € .01), OVS (by subjects onlg < .05), and VSO (by
subjects onlyp < .05). OSV was less acceptable than S\MO< .01). These differences are
readily explained by the constrainE®BALIGN, which is violated in verb final orders, but not
in verb initial and verb medial ones. All other differences were not significant.

O Focus Context Here we predicted VSO (violating ROUNDALIGN) to be less acceptable
than SVO, OVS, and VOS (all satisfyingR®UNDALIGN). This was partially borne out by the
Tukey test (see Figure 4.18) which demonstrated that VSO was significantly less acceptable
than SVO (by subjectsr < .01, and by itemsy < .05). However, we failed to find significant
differences between VSO and OVS and between VSO and VOS.

We also predicted SOV to be preferred over OSV, which violate® BIDALIGN.
Again, this preference was too small to reach significance. On the other hand, we found that
the preference SVG SOV was significant (by subjecta, < .01, and by itemsg < .05), as
well as the preference SVO OSV (o < .01). This is explained by the fact that the verb final
orders violate \ERBALIGN. There were no other significant differences.

V Focus Context In the V focus context, VSO and VOS violateRGUNDALIGN and hence

are predicted to be reduced in acceptability compared to SVO, which satisf@sNBALIGN.

The Tukey test (see Figure 4.19) confirmed this by showing that SVO was significantly more
acceptable than SVQu(< .05). The difference between SVO and VOS, however, failed to
reach significance. On the other hand, OVS was less acceptable than SVO, readily explained
by the fact that OVS violates ®UBLEALIGN. Also, the preference SV SOV was signif-

icant (by subjectsp < .01, and by itemsg < .05), as well as the preference SVOOSV

(a < .01). The low acceptability of the two final orders was expected, as they violate three con-
straints (MERBALIGN, DOUBLEALIGN, and GROUNDALIGN). There were no other significant
differences.

4.6.5.3. Constraint Types

GROUNDALIGN violations caused only mild unacceptability, which is characteristic of soft
constraints. Furthermore, K& UNDALIGN seem to be a context-dependent constraint (as de-
fined in Section 4.1.1). The effect ofRBUNDALIGN is stronger in the V focus context than in

the S focus and O focus context, see Figures 4.17-4.19. (Recall that the constraints is vacuously
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satisfied in broad contexts, i.e., in the all focus and null context.) This context effect confirms
the status of @OUNDALIGN as a soft constraint.

Like GROUNDALIGN, VERBALIGN seems to induce only mild unacceptability,
and might qualify as a soft constraint. However, no clear context effects were found for
VERBALIGN; the same relative unacceptability for verb final orders was observed in all con-
texts (see Figures 4.15-4.19).

DoOUBLEALIGN can be classified as a soft constraint, based on the fact that its overall
effect on acceptability was weak. AlsoODBLEALIGN was found to be context-dependent; it
caused relatively strong acceptability effects in the all focus context and the V focus context,
but led to only small acceptability differences in the null context, S focus context, and O focus
context.

4.6.6. Discussion
4.6.6.1. Constraints out of Context

The experimental data provide evidence for the constraim8BALIGN and DOUBLEALIGN,

which are part of our account of the interaction of syntax, phonology, and Information Structure
(see (4.47) for the full constraint set) EXBALIGN predicts that verb final orders are reduced

in acceptability. This was confirmed by the fact that SOV and OSV found to be consistently
dispreferred. @UBLEALIGN penalizes non-clitic doubled preverbal objects, and is violated
by OVS, SOV, and OSV. These orders were less acceptable than SVO, VSO, and VOS, which
satisfy DOUBLEALIGN.

4.6.6.2. Constraints in Context

The acceptability patterns found in the context condition were in line with the predictions of
the constraint ¥RBALIGN: the acceptability of verb final orders was reduced. Furthermore,
the context condition replicated the results regardimpBLEALIGN that were obtained in the
null context.

The predictions of the constraintR®UNDALIGN were also born out. SOUNDALIGN
requires ground constituents to be sentence peripheral. The effect of this constraint is ev-
ident in the S focus context, where VSO was more acceptable than VOS, which violates
GROUNDALIGN. In the O focus and V focus context, VSO violateR@NDALIGN and was
less acceptable than VOS (see Figures 4.16—4.19 for details).

We found an unexpected effect involving the verb initial orders VSO and VOS. The
experimental data show that the acceptability of these orders is generally reduced compared
to SVO. This holds even when the verb initial orders incur no constraint violations and thus
are predicted to be as acceptable as SVO. This is an unexpected result in view of the set of
constraints in (4.47), and it is unclear how this finding can be explained. However, it seems
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unlikely that an explanation in terms of Information Structure is possible. As will be shown
below, the effect disappears in Experiment 12. This might be due to the fact that Experiment 12
used speech stimuli, while Experiment 11 was based on written stimuli. As the written language
is typically associated with a more formal register, it seems plausible to assume that written
stimuli trigger a more normative behavior in the subjects. This would explain the preference
for SVO over verb initial orders, as SVO is typically assumed to be the “correct” word order in
prescriptive grammars of Greek.

Another result of Experiment 11 concerns the null context condition: here, we found
the same pattern as in the all focus context (see Figures 4.15 and 4.16). This is an important
methodological finding, as it indicates that even when faced with isolated sentences (which
have traditionally been the focus of syntactic research), native speakers make implicit assump-
tions about Information Structure—they assume an all focus context. We will include the same
null context condition in Experiment 12 to test the generality of this result.

4.6.6.3. Constraint Types

We predicted that BOUNDALIGN is a soft constraint, based on the previous results on German
obtained in Experiment 10 and on the hypothesis that crosslinguistic variation cannot affect the
type of a constraint (see Section 4.1.2). This prediction was confirmed in the present experi-
ment, where the effect of @UNDALIGN was found to be weak and context-dependent.

The constraint type of ¥RBALIGN is less clear. On the one hand, &RBALIGN
violation triggers only mild unacceptability, which is typical of soft constraints. On the other
hand, no clear context effects could be established foxBALIGN. We will return to this issue
in the modeling study based on the present experiment in Chapter 6, Section 7.6.

For the constraint DUBLEALIGN clear context effects were found, and we classified
DOUBLEALIGN as a soft constraint. Note, however, that no clitic doubled stimuli were included
in the present experiment, preventing a full assessment of the effecto W UEALIGN: we
cannot check if the clitic doubled version of OVS is really as acceptable as SVO (which is what
DoOUBLEALIGN predicts). Perhaps OVS is inherently less acceptable than SVO, even under
clitic doubling. We will return to this point in Experiment 12, which includes clitic doubled
stimuli.

4.6.7. Conclusions

The present experiment provided additional evidence for two important aspects of the distinc-
tion between soft and hard constraints proposed in this thesis. Firstly, the experimental findings
are consistent with the hypothesis that soft constraint violations are context-dependent, while
hard constraints are context-independent. We showed that this hypothesis explains the behavior
of GROUNDALIGN and DoUBLEALIGN, which both triggered mild unacceptability and were
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subject to context effects, and hence can be regarded as soft constraints.

The experimental results were also compatible with our second hypothesis about the
soft/hard dichotomy (see Section 4.1.2): crosslinguistic variation cannot affect the type of a
constraint, i.e., no constraints can be soft in one language, but hard in another language. This
is in line with the finding that ROUNDALIGN is soft in both German and Greek.

4.7. Experiment 12: Effect of Clitic Doubling, Accent, and Context
on Word Order

Experiment 12 is designed to provide further support for the hypothesis that context effects can
serve as a diagnostic for constraint types; soft constraints are context-dependent, while hard
constraints are context-independent. Furthermore, the results of this experiment will contribute
to the understanding of crosslinguistic variation in word order preferences, building on the
results on German and Greek in Experiments 6, 10, and 11. These crosslinguistic data will
provide the basis for a set of modeling studies in Chapter 6. Note that the present experiment
will use spoken instead of written stimuli; we will therefore be able to investigate phonological
constraints on word order.

4.7.1. Introduction

Experiment 12 is designed to answer two main questions. Firstly, it investigates the basic claim
that clitic doubling and accent placement play an information structural role in a free word order
language like Greek. Secondly, the experiment extends the results of Experiment 11 by investi-
gating the validity of a total of five constraints: the word order constraimb GNDALIGN, the
clitic doubling constraints DUBLEALIGN and DouBLEGROUND, and the accent constraints
ACCENTALIGN and ACCENTFocus(see (4.47) for details).

Experiment 12 employs a full factorial design involving the following factors: word
order QOrd), clitic doubling (Dou), accent placemenf€d), and contextCon). In order to keep
the design at a manageable size, only three word orders were included: SVO, OVS, VSO. The
order VOS behaved essentially symmetric to VSO in Experiment 11, and was therefore ex-
cluded from the present design. The verb final orders were also excluded, as they were mainly
used to establish the validity of BRBALIGN, and hence are not essential for the present exper-
iment.

The factorDou had two levels: clitic doubled object and non-doubled object. The
following examples represent the clitic doubled versions of the example stimuli in (4.48):
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(4.50) a. SclvO: O Tasos tha tin diavasi tin efimerida.
the TasosNoOM will it-CL read-3G the newspapercc
“Tasos will read the newspaper.”
b. OclVS: Tin efimerida tha tin diavasi o Tasos.
c. clVSO: Thatin diavasi o Tasos tin efimerida.

The accent factoAcc also had two levels: accent on the subject, and accent on the object;
consider the following examples:

(4.51) a. Svo: O TAsostha diavasi tin efimerida.
b. svO: O Tasos tha diavasi tiBFIMERIDA.

We used the same four contexts for fadimnas in Experiment 11, illustrated in (4.49). Again a
null context was included as a control condition, enabling us to test the hypothesis that isolated
sentences are judged like sentences in an all focus context.

To limit the complexity of the experimental design, we did not include a V accent con-
dition. This means that there is no appropriate intonational realization for the V focus context,
where accent is preferred on V. However, we still expect the preference profile for V focus
to be informative, as it allows us to investigate the behavior of suboptimal accent realizations
(S accent and O accent). Furthermore, the V focus condition is necessary for a full comparison
of the results of Experiment 12 with the context effects found in Experiment 11.

4.7.2. Predictions
4.7.2.1. Constraints out of Context

A general prediction is that the acceptability of certain orders (such as OVS) will be affected
by clitic doubling. Hence an interaction @rd andDou (clitic doubling) should be present.
An interaction ofOrd and Acc (accent placement) is also expected: sentence final accent is
preferred by ACENTALIGN, hence some orders will prefer subject accent, while others will
prefer object accent. Finally, we predict an interactiomofi andAcc This follows from the
unacceptability of accented clitic doubled objects (see Section 4.6.1.2 for details).
Furthermore, the constraints in (4.47) allow us to make detailed predictions about the
acceptability of individual orders. If a given structure violates one of the constraints in (4.47),
then we predict its acceptability to be reduced compared a structure that does not incur this
constraint violation. These predictions can be tested by further investigating the main effect of
Ord and the pairwise interactions @frd, Dou, andAcc Table 4.3 details which effects will
be used to test which constraints. Note that thHERBALIGN, requiring verbs not to be right
peripheral, is not relevant, as no verb final orders were included in the present experiment.
DoOUBLEALIGN, which states that preverbal objects have to be clitic doubled, is violated by
OVS. OVS is therefore predicted to be dispreferred compared to SVO and VSO. However,
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Table 4.3: Main effects and interactions used to test the constraint set, null context condition
(Experiment 12)

interaction constraints

Ord GROUNDALIGN

Ord/Dou DOUBLEALIGN

DowAcc  AccCENTFocus, DOUBLEGROUND
Ord/Acc ACCENTALIGN

the difference between OVS and SVO/VSO should disappear in clitic doubled orders, where
OclVS satisfies DUBLEALIGN.

Experiment 11 provided evidence for the hypothesis that a null context behaves like
an all focus context. Under this assumption, we can derive predictions from the information
structural constraints ROUNDALIGN, DOUBLEGROUND, and ACCENTFOCUSby treating the
null context as an all focus context. The constraiROGNDALIGN, which states that ground
constituents have to be sentence peripheral, is vacuously satisfied—there are no ground con-
stituents in an all focus context. The same holds facANTFOCuUs, which requires accented
constituents to be interpreted as focus. All constituents are in focus, i.e., this constraint is al-
ways satisfied, no matter what the accent pattern is.

An interesting case is DUBLEGROUND, which states that clitic doubled objects have
to be interpreted as ground. In stimuli with clitic doublingpDBLEGROUND imposes an in-
terpretation where the object is ground. However, as discussed in Section 4.6.1.2, an all focus
context may accept a wider range of felicitous answers, including answers with doubled ob-
jects (see examples (4.41) and (4.42)). Hence we do not expect an effec@iLBGROUND
here. We do, however, predict reduced acceptability for stimuli with accented doubled ob-
jects: DoUBLEGROUND states that doubled objects are interpreted as groundgANTFOCUS,
however, requires accented constituents to be interpreted as focus. This leads to an inherent,
context-independent constraint conflict in orders with object accent and clitic doubling, which
are, therefore, predicted to be dispreferred over clitic doubled orders with subject accent and
all non-clitic doubled orders.

Finally, ACCENTALIGN requires that accented constituents have to be right periph-
eral. Hence orders with clause final accent are expected to be preferred: thus, svO should be
preferred over Svo, ovS over Ovs, and vsO over vSo. Similarly, for stimuli involving clitics,
ACCENTALIGN predicts that Sclvo, Oclvs, and clvSo will be reduced in acceptability.

4.7.2.2. Constraints in Context

On ageneral level, we expect to find the effects invol@rg, Dou, andAccthat were predicted
for the null context condition, i.e., we expect the interactiGmd/Dou, DowAcc andOrd/Acc
The second general prediction is that the accent placement and clitic doubling will interact with
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Table 4.4: Interactions used to test the constraint set, context condition (Experiment 12)

interaction constraints

Ord/Dou DOUBLEALIGN

DowAcc  AcCCENTFocus, DOUBLEGROUND
AcdCon ACCENTFOCUS

DouwCon DOUBLEGROUND

Ord/Con GROUNDALIGN

Information Structure. Hence, we expect interactions\od andConand ofDouandCon In
addition, the interaction dbrd andConthat was detected in Experiment 11 should be present.

As in the null context condition, we can derive more detailed predictions for individual
constraint violations based on the set of constraints in (4.47). These predictions can be tested
by further investigating the interactions listed above. Table 4.4 details which interactions will
be used to test which constraints.

Firstly, we expect to find the effects that were already discussed for the null context
condition: the constraint DUBLEALIGN is violated in preverbal objects without doubling,
i.e., we should find OclVS- OVS? Note, though, that there is the inherent conflict between
DouBLEGROUND and ACCENTFocuUs in stimuli with accented doubled objects which are
therefore predicted to be less acceptable than doubled orders with subject accent, and than
orders without doubling. As in the null context, we also predict an effect@EENTALIGN,

i.e., orders with clause final accent are expected to be preferred.

The constraints 8OUNDALIGN, DOUBLEGROUND, and AcceENTFocus formal-
ize the interaction of order, doubling, and accent with Information Structure. The constraint
GROUNDALIGN predicts that orders with non-peripheral ground constituents will be reduced
in acceptability (see Experiment 11), whileoDBLEGROUND indicates that stimuli with dou-
bled objects that are not part of ground should be dispreferredt.EATFOCUS predicts re-
duced acceptability for accented constituents that are not in focus.

The following predictions about the effects oRGBUNDALIGN, DOUBLEGROUND,
and AcCENTFocuUscan be made for each context.

All Focus Context The predictions for the all focus context were already discussed in Sec-
tion 4.7.2.1, based on the assumption that the null context and the all focus context be-
have in the same way. To recapitulate: no effects RBGNDALIGN, DOUBLEGROUND, and
ACCENTFOCuUS are expected, as these constraints are vacuously satisfied in an all focus con-
text.

S Focus Context In the S focus context, the subject is in focus, while the object is part of
ground. This means thatR&UNDALIGN is satisfied by SVO, OVS, and VSO, and hence all

12Recall that we usex*” to denote “is more acceptable than”.
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three orders would be equally acceptable.

DouBLEGROUND requires that doubled objects have to be interpreted as ground. This
constraint is satisfied, as the S focus context marks the object as ground. Hence our constraint
set predicts that doubled and non-doubled orders will be equally acceptable.

AcCCENTFOcCuUsrequires that accented constituents are interpreted as focus. This re-
quirement is satisfied by orders with S accent, but violated by orders with O accent, because
the S focus context specifies the object as ground. Hence we predict that orders with S accent
are more acceptable than orders with O accent.

O Focus Context In the O focus context, the object is in focus, while the subject is part of
ground. GROUNDALIGN is satisfied by SVO and OVS, but violated by VSO, where the ground
constituent (the subject) is not peripheral. Hence we expect VSO to be reduced in acceptability
compared to SVO and OVS.

DouBLEGROUND requires that doubled objects have to be interpreted as ground. This
constraint is violated by clitic doubled orders in the O focus context, as the object is focussed.
Hence we predict clitic doubled orders to be less acceptable than doubled ones, which do not
violate DOUBLEGROUND.

AcCCENTFOcuUsis met by orders with O accent, but violated by orders with S accent,
as the O focus context specifies the subject as ground. Hence orders with O accent are expected
to be more acceptable than S accented orders.

V Focus Context In the V focus context, the verb is in focus, while the subject and the
object are ground constituents. As discussed in Experiment 11, VSO incurs a violation of
GROUNDALIGN, as the subject fails to be peripheral (i.e., appear either clause finally or clause
initially). Hence we predict reduced acceptability for VSO compared to SVO and OVS.

No relevant prediction can be derived frontAENTFOCUS and DOUBLEGROUND.
In the V focus context, all orders violateGEENTFOCUS, as the accent is either on the subject
or on the object (recall that V accent was not included in the stimulus setyBDEGROUND,
on the other hand, is satisfied by all orders, as the context marks the object as ground.

4.7.2.3. Constraint Types

In Experiment 11 we used constraint strength and contextual variation to establish that the
constraints ®OUNDALIGN and DOUBLEALIGN are both soft. We expect this finding to be
replicated in the present study; both constraints are expected to trigger only mild unacceptabil-
ity and be context-dependent.

As mentioned in Section 4.6.1.2, word order is highly ambiguous in information struc-
tural terms. On the other hand, accent and doubling are unambiguously associated with focus
and ground, respectively. We therefore expect that violations of constraints on accent place-
ment and doubling induce stronger effects than violations of word order preferences. This
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means that DUBLEGROUND and ACCENTFOCuUS are expected to be hard constraints, while
GROUNDALIGN is a soft constraint, as established already in Experiment 11.

There are no clear predictions as to the type ofcANTALIGN, a phonological con-
straint that governs default accent placement in Greek. WhetbeEATALIGN is soft or hard
will be determined based on its constraint strength an contextual behavior.

As in Experiment 11, the present experiment does not allow us to determine con-
straint rankings directly by analyzing single constraint violations, as the set of experimental
factors is not a straightforward implementation of the constraint set under investigation (see
Section 4.6.3.3). We will therefore postpone the computation of constraint ranks until Chap-
ter 7, where an automatic procedure for ranking argumentation will be applied to compute a
constraint hierarchy based on the data from the present experiment.

4.7.3. Method
4.7.3.1. Subjects

Thirty-six native speakers of Greek participated in the experiment. The subjects were interna-
tional students at the University of Edinburgh, Napier University, and Heriot-Watt University.
The experiment was administered in the laboratory and subjects were paid for their participa-
tion. It was made sure that subjects were naive, i.e., they were neither linguists or students of
linguistics. None of the subjects had previously participated in Experiment 11.

The data of three subjects were excluded because they were bilingual (by self-
assessment). The data of one further subject were excluded as she was a speaker of Cypriot
Greek. The data of two subjects were eliminated after an inspection of the responses showed
that they had not completed the task adequately. The data of one subject was lost due to a
technical problem.

This left twenty-nine subjects for analysis. Of these, 11 subjects were male, 18 female;
six subjects were left-handed, 23 right-handed. The age of the subjects ranged from 20 to
37 years, the mean was 26.0 years.

All subjects were resident in Edinburgh at the time of the experiment. The overall time
they had lived in an English-speaking environment ranged from 6 to 96 months, the mean was
29.1 months.

4.7.3.2. Materials

Training and Practice Materials These were designed in the same way as in Experiment 1.

Test Materials For the experimental items, a full factorial design was used with word or-
der ©rd), context Con), clitic doubling Oou), and accent placemenfA¢c as the factors
(see (4.50) and (4.51) for example stimuli). This yielded a totddaf x Conx Dou x Acc=
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3x5x2x 2 =60 cells. Eight lexicalizations per cell were used, which resulted in a total of
480 stimuli.

A set of 48 fillers was used, designed to cover the whole acceptability range. Twelve
items of each of the following four groups were used: no violation, case violation, phrase
structure violation, and agreement violation. The set of fillers was balanced so that each word
order and accent pattern used in the experimental items occurred equally often in the fillers. The
context items for the fillers where also balanced to reflect the proportions in the experimental
set. As in the practice phase, a modulus item in the middle of the range was provided (see
Appendix B for a list of all experimental materials).

No frequency matching was conducted for the materials in this experiment, as no ade-
quate corpus was available for Greek.

4.7.3.3. Recordings and Pretests

Recordings Practice and test materials were read by a male native speaker of Greek, who was
unaware of the purpose of the experiment. The reader received brief training by the experi-
menters to make sure that he was able to produce the required accent patterns consistently. The
experimental items were tape recorded and later sampled using the sound hardware of a Sparc
Ultra 10 workstation. The sampling software used was Sun’s Audiotool, with the sampling rate
set at 8000 Hz. Questions and answers were recorded separately to exclude possible variations
in the accent pattern caused by the context preceding a stimulus during recording.

Intelligibility Pretest As the stimuli crucially relied on phonetically deficient elements (cl-
itics), a pretest was carried out to insure that the stimuli were fully intelligible. Two native
speakers of Greek were asked to judge the intelligibility of the stimuli. Under experimental
conditions, they listened to the stimuli in random order. Each stimulus was presented once and
the subject had to repeat it. The experimenter then compared the repetition to a written version
of the stimulus. All stimuli that were not repeated correctly by at least one of the subjects were
re-recorded and re-tested. The intelligibility pretest included all experimental items (i.e., the
full practice and test sets, including contexts and fillers).

Accent Uniformity Pretest As the stimuli crucially relied on accent placement, a pretest was
carried out to ensure that the accent patters were uniformly realized in each experimental con-
dition. Two phonetically trained speakers of Greek (one native and one near-native) were asked
to judge whether the accent realized in each experimental condition was uniform across items.
Under experimental conditions, the subjects listened to each item in each condition as often
as they liked. The were told which accent was supposed to be realized in which condition
(S or O accent) and had to judge whether one or more items in the condition had diverging
accent patterns. These items were then re-recorded and re-tested. The accent uniformity pretest
included only the test items (i.e., contexts, fillers, and practice items were not tested).
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4.7.3.4. Procedure

Again, magnitude estimation was used as the experimental paradigm. Each subject took part in
an experimental session that lasted approximately 45 minutes and consisted of a training phase,
a practice phase, and an experimental phase. The experiment was self-paced, though response
times were recorded to allow the data to be screened for anomalies.

The experiment was conducted in a laboratory on PCs. Netscape 4.0 under Win-
dows 95 was used to administer the experiment. The browser established an Internet connection
to the experimental server, which controlled the experiment using WebExp 2.1 (Keller et al.
1998).

Instructions We used a Greek version of the instructions in Experiment 1, adapted for spoken
stimuli. Where contextualized stimuli were presented, subjects were told that each sentence
would be presented in context, defined as a single sentence preceding the target sentence. Sub-
jects were instructed to judge the acceptability of the target sentence, and to take the context
into account in their judgments. The task was illustrated by examples.

Demographic Questionnaire and Training PhaseThese were designed in the same way as
in Experiment 1.

Practice Phase This phase allowed subjects to practice magnitude estimation of linguistic
acceptability using spoken stimuli. ltems were presented to subjects over headphones. For each
item, the subject had to click on a Play button to start the presentation of this item. After the item
finished playing, the subject had to provide a numeric judgment over the computer keyboard.
After pressing Return, the a new Play button for the next item was displayed. Each item had to
be played exactly once, and there was no possibility to change responses once Return had been
pressed. No time limit was set for the responses.

Subijects first judged the modulus item, and then all the items in the training set. Items
were presented in random order, with a new randomization being generated for each subject.

Experimental Phase Presentation and response procedures in the experimental phase were
the same as in Experiment 1.

A between-subjects design was used to administer the experimental stimuli: subjects in
Group A judged non-contextualized stimuli, while subjects in Group B judged contextualized
stimuli.

For Group A, two test sets were used: each set contained four lexicalizations for each
of the cells in the desigrd x Doux Acg i.e., a total of 48 items. For Group B, eight test sets
were used: each set contained one lexicalization for each of the cells in the @edigiConx
Doux Acg a total of 48 items. Lexicalizations were assigned to test sets using Latin squares.
Two separate Latin squares were applied: one for the null context condition and one for the
context condition.
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Figure 4.20: Mean judgments for each word order in the null context (Experiment 12)

Subjects first judged the modulus item, which was the same for all subjects. Then they
listened to 96 test items: 48 experimental items and 48 fillers. ltems were presented in random
order, with a new randomization being generated for each subject. Each subject was randomly
assigned to a group and a test set; 12 subjects were assigned to Group A, 17 to Group B.
Instructions, examples, training items, and fillers were adapted for Group B to take context into
account.

4.7.4. Results

The data were normalized as in Experiment 1 and separad&As were conducted for each
subexperiment.

4.7.4.1. Constraints out of Context

The mean judgments for the null context condition are graphed in Figure 4.26NARA
revealed a significant main effect of word ord€§(@,22) = 11.873, p < .0005; F»(2,14) =
13.704, p = .001). Significant main effects of clitic doublingr(1,11) = 13.874, p = .003;
F>(1,7) = 24555, p=.002) and accent placement were also prederii(11) = 10.809,p =
.007;F,(1,7) =19.196, p=.003).

As predicted, an interaction between word order and clitic doubling was found
(F1(2,22) = 7.005, p = .004; F»(2,14) = 15771, p < .0005), indicating that clitic doubling
affects the acceptability of certain word orders. We also found an interaction between clitic
doubling and accentF{(1,11) = 27.697, p < .0005; F»(1,7) = 46.720, p < .0005). This
interaction was predicted on the basis of the unacceptability of accented clitic doubled ob-
jects. Finally, there was an interaction of word order and acdar®22) = 5.333, p = .013;
F(2,14) = 4.442,p = .032). This is in line with the prediction that some word orders prefer
S accent, while others prefer O accent. The three-way interaction of word order, clitic doubling,
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and accent placement failed to be significant.

Post-hoc Tukey tests were carried out on the interactions to test the predictions of
individual constraints, in line with the schema in Table 4.3. The Tukey test foDtdiDou
interaction allows us to assess the validity ab@BLEALIGN, which predicts that OVS (vio-
lating DOUBLEALIGN) should be less acceptable than SVO and VSO, while all clitic doubled
orders should be equally acceptable. This prediction was borne out: OVS was significantly less
acceptable than SVQi(< .01) and VSO (by items only < .01). The Tukey test also showed
that SVO was more acceptable than VSO (by items anly,.01), which was unexpected. On
the other hand, the orders OclVS, ScIVO, clVSO, were not significantly different from each
other, in line with our predictions.

It is worth noting that the results in Figure 4.20 support our formulation of
DoUBLEALIGN. The theoretical literature on Greek associates the requirement that preverbal
objects should be doubled only with ground (unaccented) objects Tsimpli (1995); Tsiplakou
(1998). No such restriction is assumed for focused preverbal objects. In contrast, our formula-
tion of DOUBLEALIGN does not make any reference to the discourse function of the preverbal
object. If this constraint were to apply only on ground preverbal objects, then Ovs should be
much better than ovS, contrary to the results shown in Figure 4.20, where ovS and Ovs receive
the same rating.

Furthermore, we predicted reduced acceptability for orders with object accent and
clitic doubling, as these orders incur a conflict cbBLEGROUND and ACCENTFOCUS.

This can be tested by performing a Tukey test onDoe/Acc interaction. As predicted, we
found that orders with O accent and doubling were significantly less acceptable than orders
with S accent and doublingi(< .01), orders with S accent without doubling & .01), and

orders with O accent without doublingl (< .01). As expected, there were no significant dif-
ferences between non-doubled orders with S accent, non-doubled orders with O accent, and
doubled orders with S accent.

Finally, we conducted a Tukey test on Bed/Accinteraction to validate the constraint
ACCENTALIGN, which requires that accented constituents have to be right peripheral. This
predicts that svO should be preferred over Svo, ovS over Ovs, and vsO over vSo. The Tukey test
showed that the preference o¥SOvs was significanto( < .01), but failed to find a difference
between svO and Svo, and between vsO and vSo.

4.7.4.2. Constraints in Context

The mean judgments for the context condition are graphed in Figures 4.21—-4.24Nn e

for the context condition yielded the same general picture as in the non-context condition: sig-
nificant main effects of word ordeF{(2,32) =11.420,p < .0005;F,(2,14) =8.273,p=.004)

and clitic doubling F1(1,16) = 20.716, p < .0005;F,(1,7) = 17.012, p = .004) were found.
Accent, however, failed to reach significance. A main effect of context was also discovered
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Figure 4.21: Mean judgments for each word order in the all focus context (Experiment 12)
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Figure 4.22: Mean judgments for each word order in the S focus context (Experiment 12)

(F1(3,48) = 11.552, p < .0005;F,(3,21) = 28.779, p < .0005).

As in the null context condition, we found an interaction of word order and clitic
doubling F1(2,32) = 6.882, p = .003; F»(2,14) = 11.565, p = .001), clitic doubling and ac-
cent 1(1,16) = 23.439, p < .0005;F(1,7) = 24.133, p=.002), and word order and accent
(F1(2,32) = 6.284, p=.005; F»(2,14) = 5.202, p = .020).

The ANOVA also demonstrated an interaction of accent and contexB8,48) =
26.359,p < .0005;F,(3,21) = 33.098, p < .0005), showing that accent placement has an infor-
mation structural effect, as predicted. We also discovered an interaction of clitic doubling and
context £1(3,48) = 15.155, p < .0005;F,(3,21) = 10.869, p < .0005), which confirms that
clitic doubling interacts with Information Structure. In addition, we found a significant interac-
tion of word order and contexf{(6,96) = 7.722, p < .0005;F,(6,42) = 7.124, p < .0005).

This confirms the finding in Experiment 11 that word order preferences are subject to context
effects. All other interactions failed to reach significance.

Post-hoc Tukey tests were carried out on the interactions to test the predictions of
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Figure 4.23: Mean judgments for each word order in the O focus context (Experiment 12)
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Figure 4.24: Mean judgments for each word order in the V focus context (Experiment 12)

individual constraints (see Table 4.4 for details). We will first report the results for the non-
information structural constraints. A Tukey test on ®el/Dou interaction was conducted to
test the constraint DUBLEALIGN. As predicted, OVS was less acceptable than S¥Q (01)

and VSO (by items onlyx < .05). The three clitic doubled orders SclVO, OclVS, and clVSO
did not differ significantly in acceptability, which is also in line with predictions.

The second context independent prediction was that orders with object accent and
clitic doubling should be less acceptable than other orders, as they incur a conflict of
DouBLEGROUND and AccCENTFocus. As in the null context condition, we performed a
Tukey test on th&owAccinteraction to test this prediction. We found that orders with O ac-
cent and doubling were significantly less acceptable than orders with S accent and doubling
(a < .01), orders with S accent without doubling € .01), and orders with O accent without
doubling @ < .01). As expected, there were no significant differences between non-doubled
orders with S accent, non-doubled orders with O accent, and doubled orders with S accent.

The constraints GOUNDALIGN, DOUBLEGROUND, ACCENTFOCUS, and
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ACCENTALIGN make specific predictions for each context, which we discuss separately
below.

All Focus Context In this context, ROUNDALIGN is vacuously satisfied. Therefore we pre-
dicted that there should be no difference between the orders SVO, OVS, and VSO. To verify this
prediction, we conducted a post-hoc test on the intera@imtiCon There was no significant
difference between SVO and VSO, but we found that OVS was significantly less acceptable
than both SVO (by items only < .05) and VSO @ < .01), contrary to what was expected.
Figure 4.21a provides an explanation for this finding: OVS without doubling violates the con-
straint DOUBLEALIGN, which greatly reduces its acceptability. This effect is not present in
clitic doubled stimuli (see Figure 4.21hb).

As mentioned earlier (Section 4.6.1.2), an all focus context can accommodate a wider
range of Information Structures. In particular, doubled objects, characteristically associated
with a ground interpretation, are felicitous in an all focus context (see examples 4.41 and 4.42
and the relevant discussion in Section 4.6.1.2). Henoe@® EGROUND was expected to in-
duce no effects in the all focus context. The Tukey test on the interadworCon confirmed
this by failing to indicate a significant difference between doubled and non-doubled orders.

ACCENTALIGN predicted that orders with the accent on the rightmost constituent are
preferred. We used planned comparisons to test this prediction (post-hoc tests could not be
performed as there was no three-way interacfiodCon'Ord). Adjusting the significance level
using the Bonferroni method, we set=.017, as three comparisons were carried out.

According to ACCENTALIGN, svO should be preferred over Svo, ovS over Ovs, and
vsO over vSo. A set of one-wayNOVA s showed that the preference av$vs was significant
(by items only,F1(1,17) = 4.74, p = .045; F»(1,7) = 20.17, p = .003), but failed to find a
difference between svO and Svo, and between vsO and vSo. These results mirrors the ones
obtained in the null context, and constitute a partial confirmation@EBNTALIGN.

S Focus Context In the S focus context, all three orders, SVO, OVS, and VSO, satisfy the
constraint ROUNDALIGN and are, therefore, expected to show no significant differences in
acceptability. This prediction was born out by a Tukey test on the intera@rdfCon (see
Figure 4.22).

DouBLEGROUND requires that doubled objects have to be ground. This requirement
is satisfied in an S focus context, where objects are marked as ground elements. Hence doubled
and non-doubled orders should be equally acceptable. In line with this prediction, the Tukey
test on the interactiodou/Con failed to find a significant difference between doubled and
non-doubled orders.

The constraint ACENTFOCUSrequires that accented constituents have to be in focus.
For the S focus context, this predicts that orders with S accent should be more acceptable
than orders with O accent. A Tukey test on thedConinteraction confirmed this expectation



206 Chapter 4. Gradient Grammaticality in Context

(a < .01) (see also Figure 4.22).
Note that there seems to be no effect @ENTALIGN in the S focus context.

O Focus Context In this context, ROUNDALIGN is satisfied by SVO and OVS, but vio-
lated by VSO. Hence VSO should be reduced in acceptability compared to the verb medial
orders (see Figure 4.23). A Tukey test on thad/Con interaction confirmed that VSO was
less acceptable than OVE8 k .01). The SVO> VSO preference, however, failed to reach
significance.

In O focus, orders with clitic doubling violate @JBLEGROUND and hence are pre-
dicted to be less acceptable than non-doubled orders. The Tukey test on the int&raat{omn
confirmed this predictiono( < .01).

In the O focus context, the constrainCBENTFOCUS predicts that orders with O ac-
cent should be more acceptable than orders with S accent. This prediction was borne out by the
Tukey test on thécdConinteraction ¢ < .01) (see also Figure 4.23).

There seems to be no effect oEAENTALIGN in the O focus context (just like in the
S focus context).

V Focus Context In this context, @OUNDALIGN predicts reduced acceptability for VSO
compared to SVO and OVS. This prediction could not be confirmed by the Tukey test on the
Ord/Coninteraction, which failed to find a difference between VSO and SVO, and between
VSO and OVS. However, we found the significant preference SYOVS (a < .01). This

is probably due to the fact that OVS (without doubling) violatesUBLEALIGN (see also
Figure 4.24).

DouBLEGROUND predicts that doubled and non-doubled orders are equally accept-
able as the object is part of ground in the V focus context. In line with this, the Tukey test on
theDouwConinteraction failed to find a difference between doubled and non-doubled orders.

Note that in the V focus context, &CENTFOCUSIs always violated (as V accent was
not included in our stimulus set). This explains why all orders receive fairly low acceptability
scores compared to the optimal orders in the O focus and S focus contexts. Furthermore, it
seems that the overall acceptability pattern is fairly similar to the one obtained in the all focus
context (compare Figures 4.21 and 4.24).

As in the other narrow focus contexts, there was no evidence for an effect of
ACCENTALIGN in the V focus context.

4.7.4.3. Constraint Types

As in Experiment 11, the constraintRGUNDALIGN showed a behavior characteristic of a
soft constraint: a GOUNDALIGN violation led to mild unacceptability and its effects were
context dependent. We found a clear effect (fd&@NDALIGN in the O focus context, while
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the GROUNDALIGN effect in the V focus context was rather weak (the constraint was not
applicable to any other contexts).

DouBLEALIGN was also found to be context-dependent; it caused strong acceptabil-
ity effects in the all focus context and the V focus context, but led to only small acceptabil-
ity differences in the null context, the S focus context, and the O focus context. This is in
line with the findings of Experiment 11, where we already concluded tfatHDEALIGN
is a soft constraint. The small overall effect caused hyuBLEALIGN is also in line with
DOUBLEALIGN's status as a soft constraint.

On the other hand, we found that the constraint®UBLEGROUND and
AccEeNTFocuscaused a high degree of unacceptability when violated, which is characteristic
of hard constraints. Furthermore, the effect @IBLEGROUND and AcCENTFocusdid not
vary with context, which consistent with their status has hard constraints. It was also observed
that the interaction of DUBLEGROUND and ACCENTFOcCUS leads to serious unacceptability
in all stimuli with accented doubled objects (where the two constraints are inherently in con-
flict). This effect was very general: it applied to all contexts, including the null context and
the all focus context (where @UBLEGROUND or ACCENTFOCUSsdoes not apply on its own).
Based on the absence of context effects, we therefore conclude that botsiL BGROUND
and AcceENTFocuUsare hard constraints.

The constraint on ACENTALIGN, which requires accent to fall on the rightmost con-
stituent was found to be context-dependent; it only triggers acceptability effects in broad con-
texts (null context and all focus context). Note that the effect ofCBNTALIGN is weak,
which also suggest that we are dealing with a soft constraint.

4.7.5. Discussion
4.7.5.1. Constraints out of Context

Experiment 12 provided evidence for the constraitUBLEALIGN. DOUBLEALIGN requires
preverbal objects to be doubled and is satisfied by SVO and VSO, but violated by OVS. The
experimental findings in the null context condition were in line with these predictions: for non-
doubled orders, SVO and VSO were significantly more acceptable than OVS. The doubled
orders OclVS, SclVO, and clVSO, on the other hand, did not differ in acceptability, as pre-
dicted by DouBLEALIGN. These results extend the findings of Experiment 11, that only tested
DoUBLEALIGN on non-doubled stimuli.

The null context condition also provided evidence for an interaction of the two in-
formation structural constraints @yBLEGROUND and ACCENTFOCUS. DOUBLEGROUND
requires doubled objects to be ground, whiledENTFOCUSrequires accented constituents to
be focused. The two requirements are in conflict for accented doubled objects, which would
have to be ground and focus at the same time. This is an inherent conflict that does not depend
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on the focus-ground structure imposed by the context, hence accented doubled objects should
be unacceptable in all contexts. This prediction that was born out in the null context.

We also tested BCENTALIGN, which requires the accent to fall on the rightmost
constituent. This prediction was partly borne out; ovS was found to be more acceptable than
Ovs; but we failed to find a difference between svO and Svo, and between vsO and vSo.

4.7.5.2. Constraints in Context

The context condition confirmed the results fooDBLEALIGN obtained in the null context
condition. It also replicated the interaction 0bDBLEGROUND and ACCENTFOCUS obtained

in the null context: accented doubled objects were unacceptable in all contexts, in line with
the prediction that the conflict betweenoDBLEGROUND and ACCENTFOCUS is context-
independent.

Furthermore, the context condition allowed us to test the constrad@UGDALIGN
which requires ground constituents to be sentence peripheral. This prediction was borne out
in the S focus context, where SVO, OVS, and VSO were not significantly different. In the
O focus context, we found that VSO, which contains a non-peripheral ground subject, was
less acceptable than OVS, as predicted IROGNDALIGN. These results are in line with the
findings regarding GOUNDALIGN obtained in Experiment 11.

We also tested the predictions ofoDBLEGROUND, the constraints that states that
doubled objects have to be interpreted as ground. This constraint is satisfied in the all focus,
S focus, and V focus context. Doubled and non-doubled stimuli were equally acceptable in
these contexts, as predicted. In O focus, doubled stimuli violaieHDEGROUND and were
less acceptable than non-doubled ones. The constraicERTFOCUS requires that accented
constituents have to be interpreted as focus; this was confirmed in the S focus context, where
stimuli with S accent were more acceptable than stimuli with O accent. In the O focus context,
the pattern was reversed CAENTALIGN predicts that accented constituents have to be right
peripheral. Tendencies in line with the predictions af@ENTALIGN could be observed in the
all focus context.

To summarize, the present experiment extended the results of Experiment 11 by
providing evidence for a total of five grammatical constraints: the word order constraints
GROUNDALIGN, the clitic doubling constraints @UBLEALIGN and DouBLEGROUND, and
the accent constraints GCENTALIGN and ACCENTFOCUS (see (4.47) for details). All of
these constraints were well supported by the experimental findings, with the exception of
ACCENTALIGN, which only manifested itself in weak tendencies. Further experimental data
will be necessary to back UpCENTALIGN.

Another important finding of Experiment 12 is that an all focus context behaves like a
null context (compare Figure 4.20 and Figure 4.21). This replicates the results of Experiment 11
for a wider range of context sensitive phenomena and for spoken stimuli, thus providing further
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support for the hypothesis that subjects make minimal contextual assumptions when they are
exposed to isolated sentences: a null context is treated like an all focus context, which is what
is expected under an information structural approach.

4.7.5.3. Constraint Types

As mentioned in Section 4.6.1.2, word order is highly ambiguous in information structural
terms. On the other hand, accent and doubling are unambiguously associated with focus and
ground, respectively. We therefore predicted that violations of constraints on accent place-
ment and doubling induce stronger effects than violations of word order preferences. This pre-
diction is in line with the experimental results, which suggested thatw® EGROUND and
AcCCENTFOcUsare hard constraints, whileR®& UNDALIGN is a soft constraint. Furthermore,

the experimental findings confirm the status @BLEALIGN as a soft constraint (in line with
Experiment 11), and also establish that ZENTALIGN is a soft constraint—its effects were
weak and context dependent.

Taken together, the results from Experiment 11 and 12 allow us to draw a clear dis-
tinction between soft constraints likeRGUNDALIGN, DOUBLEALIGN, and ACCENTALIGN
that are context-dependent and trigger only mild unacceptability, and hard constraints like
AccENTFocus and DouBLEGROUND that are context-independent and trigger serious un-
acceptability. This finding provides clear support for claim that constraint strength and context
effects can serve as diagnostic for the type of a constraint.

Note that the results of the present experiment fail to provide additional evidence for
the claim (see Section 4.1.2) that crosslinguistic variation cannot alter the type of a constraint.
Only the constraint BOUNDALIGN was tested crosslinguistically; its status as a soft constraint
in both German and Greek was already established in Experiments 10 and 11. However, the
phonological constraint ACENTFOCUS seems to be a good candidate for a constraint that
is crosslinguistically hard,; it is plausible to assume that a violation of this constraint leads to
serious unacceptability in all languages that use accent to mark focus. Also the constraints
VERBINITIAL and VERBFINAL (not tested in the present experiment) can be assumed to be
crosslinguistically hard. We will provide evidence for this in a modeling study involving sub-
ordinate clauses in Greek in Chapter 6, Section 7.4.

4.7.6. Conclusions

The results of this experiment provided additional support for the main hypothesis of the
present chapter. They demonstrated for a set of five constraints that soft constraints are context-
dependent, while hard constraints are context-independent: a violation of a hard constraint
causes the same degree of unacceptability in all contexts, while the opposite was true for soft
constraints. By investigating spoken stimuli, the present experiment significantly expanded the
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range of data supporting this claim: the inclusion of spoken stimuli enabled us to test the con-
text hypothesis for a set of phonological constraints.

The present experiment makes interesting predictions with respect to the second hy-
pothesis that was central to the present chapter: that the type of a constraint (hard or soft) does
not vary from language to languageoDBLEGROUND and ACCENTFocuswere found to be
hard constraints. This leads us to expect that these constraints are hard constraints also in other
language, a prediction can be tested by determiningdfBLEGROUND and ACCENTFOCUS
lead to strong unacceptability and context-independent effects in languages other than Greek.
Along the same lines, we predict that the constraintsSUBLEALIGN and ACCENTALIGN
should be soft across languages. Investigating these predictions will be left to further research.

4.8. Conclusions

The present experiment expanded the investigation of extraction and word order that we be-
gan in Chapter 3. It also presented experimental data on a further phenomenon, gapping. This
completes the experimental part of the present thesis (except for the methodological studies in
Chapter 5). The set of linguistic phenomena considered in Chapters 3 and 4 was designed to
cover all the major grammar modules standardly assumed in syntactic theory (see Section 3.1.5
for an overview). Such a design allows us to make maximally general claims about the behavior
of gradient linguistic structures.

The data reported in this chapter re-iterated a main point of the preceding chapter:
gradient acceptability judgments (collected experimentally) allow us to settle data disputes in
theoretical linguistics. This was evidenced by our findings on gapping (Experiments 7 and 8),
extraction (Experiment 9), and word order (Experiments 10-12). For example, we were able
to show that gapping is equally acceptable with adjunct and complement remnants, a fact that
is controversial in the theoretical literature. Also, we demonstrated that the acceptability of
pronominalized orders in German is context-dependent, which is not predicted by existing
accounts. Furthermore, we provided evidence regarding the acceptability of preverbal clitic-
doubled objects in Greek, traditionally the subject of data disputes in the theoretical literature.
This confirms that such data disputes are the results of the informal data collection techniques
employed in theoretical linguistics, which are not well-suited to investigate the behavior of
gradient linguistic data.

In Chapter 3, we derived a number of general properties of gradient linguistic data.
These properties concern the classification of constraints into types, and the ranking and inter-
action of constraints. Regarding constraint types, the experimental data reported in the present
experiment are compatible with the hypothesis that constraints cluster into two types, soft and
hard constraints, based on the following set of criteria:

e Gradience In Chapter 3, we found that soft constraint violations are associated with



4.8. Conclusions 211

mild unacceptability, while hard violations trigger serious unacceptability. This find-
ing was broadly consistent with the experimental data reported in the present chapter.
However, certain soft and hard violations can trigger a similar degree of unacceptabil-
ity (see Experiment 8). This indicates that a constraint cannot be classified as hard or
soft based solely on its constraint rank: additional criteria (context effects and crosslin-
guistic effects) have to be taken into account.

e Context Effects The main focus of this chapter was the hypothesis that soft con-
straints are context-dependent, while hard constraints are context-independent. The
experimental results we presented provided a wealth of evidence of this hypothesis,
leading to the claim that context effects can serve as a diagnostic for the type of a
constraint.

e Crosslinguistic Variation Based on data on crosslinguistic variation in word or-
der preferences, we were able to investigate the claim (advanced in Chapter 3) that
crosslinguistic effects are limited to soft constraints. We replaced this claim by the
more accurate hypothesis that both hard and soft constraints are subject to crosslin-
guistic variation (constraint re-ranking), but that crosslinguistic variation cannot affect
the type of a constraint (i.e., there are no constraints that are soft in one language and
hard in another).

The main results regarding constraint ranking and constraint interaction were already estab-
lished in Chapter 3. However, the experimental data reported in the present chapter expanded
the empirical base of the relevant claims:

e Ranking Both soft and hard constraints are ranked, i.e., constraints can differ in the
degree of unacceptability triggered by a constraint violation. We confirmed this claim
by establishing constraint hierarchies for gapping (in Experiment 8) and word order
(in Experiment 10).

e Cumulativity Constraint violations are cumulative, i.e., the unacceptability of a
structure increases with the number of constraints it violates. Chapter 3 had already
provided robust evidence for this hypothesis, which could be confirmed in Experi-
ments 8 and 10.

e Strict Domination Experiment 10 provided further evidence for the ganging up of
constraint violations, and against OT-style strict domination of constraint. IT showed
that soft constraint can gang up against hard ones, consistent with Experiment 5.

Taken together, the experimental results in Chapters 3 and 4 provide a wealth of information
about the properties of gradient linguistic judgments. Chapter 6 will develop a model of gradi-
ent grammaticality that accounts for these properties. Chapter 6 will also discuss other models
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of gradience proposed in the literature, and evaluate them against the data presented in Chap-
ters 3 and 4. In Chapter 7, we will then test our model of gradience by providing detailed
accounts of the extraction data obtained in Chapter 3, as well as modeling the gapping and
word order data presented in Chapter 4.

Before we proceed to these two theoretical chapters, we will turn to a number
of methodological considerations that relate to the web-based experimental paradigm used
throughout this thesis. The next chapter will discuss the reliability and validity of this paradigm.



Chapter 5

Methodological Aspects

Most of the experimental results presented in Chapters 3 and 4 were obtained using a web-based
experimental methodology. While this mode of experimentation allows rapid access to a large
number of subjects (even for less commonly spoken languages), it raises important questions
as to its reliability and validity compared to more conventional experimental methodologies.

The present chapter addresses these questions. We first discuss the problems and op-
portunities that arise from web-based experimentation and explain the safeguards that were put
in place for the experiments reported in this thesis. We then present a number of experiments
that demonstrate the reliability and validity of web-based studies. This includes the web-based
replication of the results of a lab-based study and a questionnaire-based study.

5.1. Introduction

Most of the experiments discussed in Chapters 3 and 4 were administered using the World-
Wide Web, a method that has proved controversial in the recent experimental literature (e.qg.,
Johnson-Laird and Savary 1999; Mehler 1999). It has been argued that by using web data, the
experimenter can exercise less control over the experimental setting, as each subject might com-
plete the experiment under different conditions, possibly in an environment that includes noise
or other distractions. Also, there is an obvious need for making sure that the subjects taking part
in the experiment respond in the way intended by the experimenter, i.e., that they understand
and follow the experimental instructions properly. A third problem is subject authentication—
we have to guarantee that the subject provides genuine data and does not take part more than
once in each experiment.

In this section, we discuss how these problems are addressed by the software used to
administer Experiments 1-12.

213
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5.1.1. Experimental Procedure

Experiments 1-12 were administered using WebExp (Keller et al. 1998), a software package
designed for conducting psycholinguistic studies over the web (for general recommendations
on Internet experiments see Hewson, Laurent, and Vogel 1996).

WebExp is implemented as a set of Java classes. As Java is a full-fledged programming
language, it gives the web designer maximal control over the interactive features of a web
site. WebExp makes use of this flexibility to keep the experimental procedure as constant as
possible across subjects. An important aspect is that the sequence in which the experimental
items are administered is fixed for each subject: the subject does not have the ability to go back
to previous stimuli or to inspect or change previous responses. (If the subject hits the “back”
button on the browser, the experiment will terminate.)

Another important feature is that WebExp provides precise timings of subject re-
sponses by measuring the response onset time and the completion time for each answer (with
an accuracy of approximately 60ms). These timings are useful in screening the responses for
anomalies, i.e., to eliminate the subjects who responded too quickly (and thus probably did
not complete the experiment in a serious fashion), or those who responded too slowly (and
thus probably were distracted while doing the experiment). WebExp automatically tests the
response timings against upper and lower limits provided by the experimenter and excludes
subjects whose timings are anomalous. Further manual checks can be carried out on the re-
sponse timings later on.

5.1.2. Subject Authentication

Apart from providing response timing, WebExp also offers a set of safeguards that are meant
to ensure the authenticity of the subjects taking part, and exclude subjects from participating
more than once.

1. Email address Each subject has to provide their email address. An automatic plausi-
bility check is conducted on the address to ensure that it is syntactically valid. If the
address is valid, then WebExp automatically sends an email to this address (containing
a message thanking the subject for taking part). If the email bounces, the experimenter
should exclude this subject from the data set, as they probably used a fake identity.

2. Personal data Before being allowed to start the experiment, each subject has to fill in
a short questionnaire supplying name, age, sex, handedness, and language background.
These data allow manual plausibility checks to be conducted, and subjects that give
implausible answers can be eliminated from the data set.

1For more information on WebExp, sép://www.hcrc.ed.ac.uk/web_exp/ . Experiments using
WebExp can be accessed through a central entry poitipaitsurf.to/experiments/
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3. ResponsesA manual inspection of the responses allows us to detect subjects that have
misunderstood the instructions and responded in an anomalous fashion, e.g., by giving
the same response to every item.

4. Connection data The software also logs the following data related to the subject’s
web connection: Internet address of their machine, operating system and browser they
use, and the URL from which they accessed the experiment (the referring web page).
This information (in addition to the email address) is valuable in detecting subjects
that take part more than once.

Note that taking part in a WebExp study requires a subject to give up their anonymity and
supply name and email address. This is a move we consider justified in the interest of ensuring
subject authenticity. The experimental web site contains a privacy statement that guarantees
that all subject data will be treated strictly confidential.

5.2. Experiment 13: Reliability of Web-based Experiments

5.2.1. Introduction

The safeguards outlined in Section 5.1 go some way towards ensuring that our web-based
methodology is sound. However, to provide a rigorous evaluation of web-based data, we need
to prove the reliability and validity of the experimental procedure used.

The present experiment tests tiediability of the web-based procedure by comparing
the results of two web-based studies carried out on the same mateTiagsvalidity of the
web-based procedure can be established by comparing web data to data obtained using con-
ventional questionnaire-based or lab-based methods. Such comparisons are reported in Sec-
tions 5.3 and 5.4, respectively.

The present replication study deals with gradient acceptability in extraction from pic-
ture NPs. A subset of the materials of Experiment 4 was used for the replication: we included
only those materials containing soft constraint violations, i.e., violations of the constraints on
definiteness, referentiality, and verb class. Also, the set of fillers differed between the original
study and the replication. The experimental protocol and the subject population from which we
sampled were identical in both experiments.

5.2.2. Predictions

Our hypothesis is that there is no difference between the response patterns obtained in Experi-
ment 4 and its replication. If this hypothesis is correct, then the same significant effects should

2Note that we are not strictly speaking establishing test-retest reliability, as two distinct samples of subjects
were used. This is common practice in psycholinguistics, where learning effects can be expected if the same subject
is tested on the same materials more than once.
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be obtained for both data sets. Furthermore, we can perforanana on the combined data,
treating the experimental condition (original or replication) as a between-groups factor. Under
the hypothesis that there is no difference between the two data sets, a main effect of experi-
mental condition, and in particular, interactions between experimental condition and the other
factors should be absent. Finally, we can test the hypothesis that there is a linear relationship
between the judgments obtained by the two studies by performing a correlation analysis on the
two data sets.

5.2.3. Method
5.2.3.1. Subjects

Twenty-nine native Speakers of English from the same population as in Experiment 4 par-
ticipated in the experiment. None of the subjects had previously participated in Experi-
ment 4, 5, or 9.

The data of two subjects were excluded because they were linguists (by self-
assessment). The data of two subjects were eliminated after an inspection of the responses
showed that they had not completed the task adequately.

This left 25 subjects for analysis. Of these, 17 subjects were male, eight female; four
subjects were left-handed, 21 right-handed. The age of the subjects ranged from 17 to 72 years,
the mean was 35.0 years.

5.2.3.2. Materials

Training and practice materials were designed in the same way as in Experiment 1.

The test materials used where the subset of the materials of Experiment 4 that dealt
with soft constraint violations (involving the factdbef, Ref andVerb). This subset was chosen
as it was felt that replicating the effects from soft violations is more difficult (and thus provides
a stronger form of validation) than replicating the effects from hard violations, where the size
of the effect is much larger (see Section 3.5.5).

The experimental design wd3efx Refx Verb= 2 x 2 x 2, yielding a total of eight
cells. For each cell, the four lexicalizations were used that were also employed in Experi-
ment 4, yielding 32 stimuli in total. A set of 16 fillers was used, designed to cover the whole
acceptability range.

5.2.3.3. Procedure

Four test sets were used: each test set contained one lexicalization for each of the 16 cells in
the design. Lexicalizations were assigned to test sets using a Latin square covering the full set
of items.
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Subjects first judged the modulus item, which was the same for all subjects and re-
mained on the screen all the time. Then they saw 32 test items: 16 experimental items and
16 fillers. Items were presented in random order, with a new randomization being generated for
each subject. Each experimental subject was randomly assigned to one of the test sets.

The remainder of the experimental procedure used was the same as in Experiment 1.

5.2.4. Results

The data were normalized as in Experiment 1.

For the original data set (taken from Experiment 4),,arovA revealed significant
main effects ofMerb (F1(1,25) = 17.075, p < .0005; F»(1,3) = 17.234, p = .025) andRef
(F1(1,25) = 14.612,p=.001;F»(1,3) = 11765, p = .042). The effect oDef was significant
by subjects, and marginal by iteni5, (1,25) = 8.152, p = .009; F»(1,3) = 7.199, p = .075).

All interactions failed to be significant.

The ANOVA for the replication study showed the same significant effects. There were
main effects ofVerb (F1(1,25) = 12457, p = .002; F»(1,3) = 5551, p = .005) andRef
(F1(1,25) = 15126, p = .001; F,(1,3) = 21.694, p = .019). Again, the effect oDef was
significant by subjects, and marginal by iterfg((, 25) = 4.754, p = .039; F»(1,3) = 5.722,
p=.097). All interactions failed to be significant.

To further test the hypothesis that the original and the replication study yielded the
same results, we conducted anova on the combined data set, treating the experimen-
tal condition (original or replication) as a between-groups variabilitis ANOVA yielded a
main effects ofVerb (F1(1,49) = 28958, p < .0005; F»(1,3) = 71433, p = .003) andRef
(F1(1,49) = 29.238, p < .0005; F,(1,3) = 24.796, p = .016), andDef (F1(1,49) = 12.874,
p=.001;F(1,3) = 55701, p=.005). There was no main effect of experimental condition,
and all interactions between experimental condition and the other factors were non-significant.

Finally, we conducted a correlation analysis that compared the average judgments for
each cell in the two data sets. A highly significant correlation was obtained by subjects and by
items f1 =.9024,p = .002,N = 8;r, = .9204,p = .001,N = 8).

5.2.5. Discussion

We presented a replication of Experiment 4, focusing on the effects of soft violations (factors
Verb, Ref andDef). These effects were chosen because their small effect sizes make them
harder to replicate than hard constraint violations, which are typically associated with large
effects.

SeparateANOVAS on the original data set and on the data from the replication study
revealed the same significant effects. We also failed to find an effect of experimental condition

3Note that this AVOVA is not a case of multiple tests on the same data. Rather we refine the two previous
ANOVAS by including experimental condition as an additional factor. Hence there is no need to adpsathe.
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(original or replication) in amNOVA on the pooled data. More importantly, there were no inter-
actions between experimental condition and the other experimental factors. We further showed
that there is a high correlation between the average judgments obtained in both experiments.

Taken together, these results amount to a full replication of the results from Exper-
iment 4. This demonstrates that our web-based experimental procedure is reliable, i.e., two
samples taken from the same population yield comparable results.

5.3. Experiment 14: Validity of Web-based Experiments against
Questionnaire-based Experiments

5.3.1. Introduction

Experiment 13 showed that web-based experiments are reliable, i.e., that carrying out the same
experiment on two different samples from the same population yields comparable results. The
present experiments carries the validation of web-based data a step further by replicating the
results of a questionnaire study from the literature.

For our replication, we chose Gordon and Hendrick’s (1997) study on binding theory.
Gordon and Hendrick (1997) present a series of experiments that tested native speakers’ knowl-
edge of binding principles using a coreference judgment task. In this task, subjects were asked
to judge the acceptability of sentences like (5.1), under the assumption that the expressions in
boldface refer to the same person. (Note that this methodology is the same that was employed
in our Experiment 5.)

(5.1) SheadoresZelda’'s teachers.

Our replication comprised Experiments 1-4 of Gordon and Hendrick’s (1997) study.
We briefly outline the design of these four experiments.

Experiment 1 This study was designed to test Principle C of binding theory. Three factors
were manipulatedAna i.e., the type of the NP sequence (name-pronoun, name-name, or
pronoun-name); an@€om i.e., whether the first noun phrase c-commands the second. The
third factor wasSubj i.e., whether the antecedent was located in the subject (as in (5.2a)) or
in the object (as in (5.2b)). Example stimuli (with the antecedent in the subject) are given in
Table 5.1.

(5.2) a. John’sroommates metim at the restaurant.
b. Jane introduceBill's new teacher thim.

Experiment 2 In this experiment, Gordon and Hendrick (1997) replicated the results of Exper-
iment 1 for sentences where the antecedent is contained in an adjunct. TheAaecttomding
configuration) andCom(c-command) where the same for as in Experiment 1, yielding a total
of six binding configurations, examples of which can be found in Table 5.2.
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Table 5.1: Sample stimuli from Gordon and Hendrick (1997), Experiment 1

NPy NP, c-command sample sentence

name pronoun no John’s roommates métim at the restaurant.
name pronoun yes John methis roommates at the restaurant.
name name no John’s roommates melohn at the restaurant.
name name yes John metJohn’s roommates at the restaurant.
pronoun name no His roommates melohn at the restaurant.
pronoun name yes He metJohn’s roommates at the restaurant.

Table 5.2: Sample stimuli from Gordon and Hendrick (1997), Experiment 2

NPy NP, c-command sample sentence

name pronoun no Befoi®usanbegan to singhestood up.
name pronoun yes Susanstood up beforshebegan to sing.
name name no Befor®usanbegan to singsusanstood up.
name name yes Susanstood up befor&usanbegan to sing.
pronoun name no Befoighebegan to singsusanstood up.
pronoun name yes Shestood up befor&usanbegan to sing.

Experiment 3 This experiment extended the results of Experiments 1 and 2 by including stim-
uli containing anaphora (reflexives), thus allowing us to compare the effects of Principles A, B,
and C of binding theory. Again, c-command was manipulated in the stimuli, resulting in a total
of eight binding configurations. Examples are listed in Table 5.3.

Experiment 4 This experiment elaborated on Experiment 1 by testing the effects of Princi-
ple C in two additional configurations: either inside a possessive NP (as in Experiment 1), or
inside a conjoined NP (see (5.3)); this was fad@amj. Furthermore, the antecedent could ei-
ther be in the subject (as in (5.2a) and (5.3a)) or in the object (as in (5.2b) and (5.3b)); this was
factorSubj The binding configurations tested were the same as in Experiment 1 (see Table 5.1).

(5.3) a. Jeffand Cindy asked the bakery to make a cakehfor

Table 5.3: Sample stimuli from Gordon and Hendrick (1997), Experiment 3

NP, NP, c-command sample sentence

name pronoun no (Doan’s father respectker.
pronoun name no (Bler father respectdoan.
name name no (Yoan’s father respectdoan.
pronoun anaphor no (#Her father respectherself.
name anaphor no (9pan’s father respectherself.
name pronoun yes (8pan respectser.

pronoun name yes (Bherespectsloan.

name anaphor yes (8panrespectherself.
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b. Jill told Dustin and Sara thate was uninsured.

Gordon and Hendrick (1997) used a binary judgment task for their Experiments 1-3 (coref-
erence is possible or not). For Experiment 4 this was modified to an ordinal judgment task:
subject had to judge the acceptability of coreference on an ordinal scale from 1 (completely
unacceptable) to 6 (completely acceptable). This task is more similar to the magnitude estima-
tion task that we used for our replications studies.

Furthermore, Gordon and Hendrick (1997) used two different sets of instructions in
Experiment 4. “Reflective” instructions required subjects to read the stimulus once, repeat it to
themselves, and then rate the acceptability of coreference. “Immediate” instructions asked for
subjects’ initial reaction after having read the stimulus once. Our replication used only one set
of instructions, which left open how often subjects should read each stimulus.

5.3.2. Predictions

We do not expect that the web-based study will replicate the results of the questionnaire-based
study perfectly. Apart from the difference in administering the experiment (over the web or with

a questionnaire in the classroom), there were a number of other differences between Gordon
and Hendrick’s (1997) original and our replication:

1. Gordon and Hendrick (1997) sampled from a different subject population: they used
university students attending an Introduction to Language course. The replication
study sampled from the population of English-speaking web users.

2. For Experiments 1-3, Gordon and Hendrick (1997) use a nominal scale (acceptable
or unacceptable), while in Experiment 4, they use an ordinal scale with 6 points. For
our replication experiments, however, we used magnitude estimation, i.e., an interval
scale.

3. Gordon and Hendrick (1997) used relatively large sample sizes (around 45 subjects
per experiment), while the replication only used samples of about 15 subjects per ex-
periment.

Due to these differences, we do not predict a perfect match between the original and the repli-
cation study. However, we can hypothesize that differences (2) and (3) work in opposite di-
rections: the replication uses a more sensitive measurement scale, and thus should be able to
detect acceptability differences with fewer subjects than the original.

In general, we predict that the replication study will find the same significant effects as
the original, and that there should be a high correlation between the average judgments in the
original data set and in the replication.
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5.3.3. Method
5.3.3.1. Subjects

Sixty-eight native Speakers of English from the same population as in Experiment 4 partici-
pated in the experiment.

The data of another subject were excluded because he was a linguist (by self-
assessment). The data of six subjects were eliminated after an inspection of the responses
showed that they had not completed the task adequately.

This left 61 subjects for analysis. Of these, 30 subjects were male, 31 female; six
subjects were left-handed, 55 right-handed. The age of the subjects ranged from 17 to 57 years,
the mean was 28.4 years.

5.3.3.2. Materials
Training and practice materials were designed in the same way as in Experiment 1.

Experiment 1 Following Gordon and Hendrick (1997), the design wam x Comx Subj=

3x 2x 2, yielding a total of 12 cells. For each cell two lexicalizations from Gordon and Hen-
drick (1997) were used, which resulted in a set of 24 items (see Table 5.1 for sample stimuli).
The third lexicalization (containing relative clauses) was omitted to keep the size of the stimu-
lus set small.

Experiment 2 Following Gordon and Hendrick (1997), the design wamx Com= 3 x 2,
yielding a total of six cells. For each cell the four lexicalizations from Gordon and Hendrick
(1997), which resulted in a set of 24 items (see Table 5.2 for sample stimuli).

Experiment 3 Following Gordon and Hendrick (1997), the design contained only the factor
Anawith 8 levels. Three lexicalizations were used. One was the original lexicalization used by
Gordon and Hendrick (1997), the other two were new lexicalizations, similar to the original
one. This resulted in a set of 24 items (see Table 5.2 for sample stimuli).

Experiment 4 The design of this experiment wasiax Comx Subjx Conj=3x 2x 2 x 2,
yielding a total of 24 cells. However, half of the stimuli (the ones with possessive antecedents)
were identical to the ones used in Experiment 1. These stimuli were omitted from the replica-
tion, makingConja between-groups factors and reducing the size of the design to 12 cells. For
each cell, the two lexicalizations from Gordon and Hendrick (1997) were used, which resulted
in a set of 24 items.

5.3.3.3. Procedure

Each subject was randomly assigned to one of the four stimulus sets and judged 24 experimen-
tal items and 24 fillers. 16 subjects took part in Experiment 1, and 15 each in Experiments 2—4.
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Figure 5.1: Replication of Gordon and Hendrick (1997), Experiment 1
The remainder of the experimental procedure was the same as in Experiment 1.

5.3.4. Results
The data were normalized as in Experiment 1.

Experiment 1 The average judgments for the different conditions are graphed in Figure 5.1
for both the original study and our validation study. Visual inspection of the data shows that
the patterns for the four conditions of the name-pronoun configuration and name-name config-
uration are replicated well in the validation study.

Gordon and Hendrick (1997) found a significant main effeckiad, i.e., of the type of
NP sequence. This effect was replicated in our stidy2 30) = 16.799, p < .0005)# Gordon
and Hendrick (1997) also found a weak main effecCaim i.e., of c-command. This effect
failed to be present in our data. Finally, Gordon and Hendrick (1997) reported an interaction
betweenAnaandCom which could be replicated={(2,30) = 6.189, p = .006).

To determine the locus of the interactionfodfaandCom Gordon and Hendrick (1997)
conducted post-hastests, adjusted by the Bonferroni method. They found a significant effect
of c-command in the name-name configuration, but not for the name-pronoun and pronoun-
name configuration.

In our replication study, we also conducted a series of post-hoc tests to further probe
the interactions, adjusting for multiple comparisons using the Bonferroni métAsdhree
comparisons were carried out, we get 0.016 as our significance level. We found a marginal

4Gordon and Hendrick (1997) do not rep&#t values, probably because their experiments use a small
number of lexicalizations (typically 2 or 3).

5Gordon and Hendrick (1997) are not explicit about their Bonferroni adjustments, i.e., they do not specify
the number of comparisons they assume, and only report adjpstaldies. In the following, we will explicitly pro-
vide this information, based on our reconstruction of their experimental desigp-\&llues have to be interpreted
relative to the adjusted significance level we specify for each experiment.
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Figure 5.2: Replication of Gordon and Hendrick (1997), Experiment 2

difference for the name-pronoun conditidg({5) = 2.619, p = .019), while the difference in
the name-name and pronoun-name conditions failed to be significant.

Furthermore, Gordon and Hendrick (1997) report an interaction between type of an-
tecedent (in the subject or not) with c-command. This interaction was also present in our data
(F1(1,15) = 5.436, p = .034). In the original study, a post-hddgest demonstrated that the
locus of this effect was the nhame-name sequence: c-command had a significant effect if the
antecedent was in the subject, but was not significant if the antecedent was outside the sub-
ject. We conducted to post-hadests an replicated this results: there was a significant effect
of c-command for name-name sequences if the antecedents was in the suldjBr(2.711,

p = .016), we found no effect if the antecedent was in the object. (This assumes a Bonferroni
adjustment for two comparisons, i.@.—= .025.)

Experiment 2 The average judgments for the different conditions are graphed in Figure 5.2
for both the original study and our replication. Again, the replication study mirrors the accept-
ability pattern for each of the binding configurations.

Gordon and Hendrick (1997) found a significant main effecAo# i.e., of the type
of NP sequence. This effect was replicated in our dB{é2(28) = 12.888, p < .0005). Fur-
thermore, Gordon and Hendrick (1997) report a main effec€af i.e., of c-command rela-
tionship, which was also attested in the replicatién({, 14) = 20.886, p < .0005). Finally,
an interaction ofAna and Comwas found both in the original and in the replication study
(F1(2,28) = 28.434,p < .0005).

To determine the locus of the effect of c-command, Gordon and Hendrick (1997)
conducted post-hot:tests. They found a significant effect of c-command for all three bind-
ing configurations. We replicated these tests and adjusted for multiple comparisons using the
Bonferroni methods, i.e., we set the significance levep at .0167, as three comparisons
were carried out. We found a significant effect of c-command for the name-pronoun condition
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Figure 5.3: Replication of Gordon and Hendrick (1997), Experiment 3

(t1(14) = 2.979, p = .010) and for the pronoun-name conditidn({4) = 6.411, p < .0005),
but not for the name-name condition.

Experiment 3 The average judgments for the different conditions are graphed in Figure 5.3
for both the original study and our replication. Visual inspection shows that the replication
experiment produces the same acceptability pattern for each of the binding configurations.
This was confirmed by the statistical analyses. Gordon and Hendrick (1997) report a
significant main effect of sentence type, which was also present in ourrgéfa48) = 17.561,
p < .0005). They also found that the acceptability of the name-anaphor configuration increases
under c-command, which was replicated in our d&d1 14) = 17.057, p = .001). Another
finding was that c-command significantly reduces acceptability in name-pronoun configura-
tions. This effects was also present in the replicatibi(; 14) = 21.818, p < .0005). An
effect of c-command on the acceptability of pronoun-name configurations was also found both
in the original data set and in our replicatidf (1, 14) = 25.949, p < .0005). Finally, a com-
parison of the name-pronoun and the name-name configurations showed that names are favored
as antecedent${(1,14) = 13.770, p < .002), in line with what Gordon and Hendrick (1997)
found.

Experiment 4 The average judgments for the different conditions are graphed in Figures 5.4
and 5.5 for both the original study and our replication. As in Experiments 1-3, the acceptability
patterns obtained for each binding configuration in the replication study are highly similar to
the pattern in the original experiment.

We computed anNOVA on the combined data from Experiment 1 and Experiment 4
to evaluate this experiment (recall that in the replication, the possessive antecedent condition
was shared between the two experiments). This means that the @awipipossessive or con-
joined antecedent) was a between-groups factor in our replication, while it was a within-groups
in the original study. Another difference between the replication and the original was that the
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Figure 5.4: Replication of Gordon and Hendrick (1997), Experiment 4, possessive antecedent
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Figure 5.5: Replication of Gordon and Hendrick (1997), Experiment 4, conjoined antecedent

replication study used only one set of instructions, while the original used two. (All the com-
parisons reported below were carried out on the averages for the two instruction sets.) As a
consequence of these differences in experimental design, the results of the anginal and

the replicationANOVA are not strictly comparable, even though the acceptability patterns in
both studies are very similar (see Figures 5.4 and 5.5).

Gordon and Hendrick (1997) failed to find a main effectGufm(c-command). This
effect was also absent in the replication study. The significant main efféataftype of NP
sequence) reported by Gordon and Hendrick (1997) could be replidate2)58) = 30.185,

p < .0005). Also, there was a significant interaction betw€emandAna(F;(2,58) = 12.703,

p < .0005), just as in the original study. Post-hoc test were conducted for the interaciomof
andAna The significance level was adjusted using the Bonferroni method for three compar-
isons, i.e., we sgb = .0167. C-command had a significant effect on acceptability in the name-
pronoun condition t{(30) = 4.580, p < .0005), the name-name condi