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Consider a wheeled robot delivering objects to particular
places or people, or a robot with manipulators stacking ob-
jects in desired configurations on a tabletop. Such robots
that are deployed to assist humans in dynamic domains have
to reason with different descriptions of uncertainty and in-
complete domain knowledge. Information about the domain
often includes commonsense knowledge, especially default
knowledge that holds in all but a few exceptional circum-
stances. For instance, the robot may be told that “books are
usually in the library, but cookbooks may be in the kitchen”.
The robot also extracts information from sensor inputs using
algorithms that quantify uncertainty probabilistically, e.g.,
“I am 95% certain the robotics book is on the table”. Al-
though it is difficult to equip robots with comprehensive do-
main knowledge or provide elaborate supervision, reasoning
with incomplete or incorrect information can lead to incor-
rect or suboptimal outcomes, especially when the robot is
faced with unexpected success or failure. For example, a
robot may be asked to move two books from the office to
the library in a domain with four rooms. If this robot can
only grasp one object at a time, it will plan to move one
book at a time from the office to the library. After moving
the first book, if the robot observes the second book in the
library, or in another room on the way back to the office, it
should stop executing the current plan because this plan will
no longer achieve the desired goal. Instead, it should rea-
son about this unexpected observation and compute a new
plan if necessary. One way to achieve this behavior with a
traditional planning system is to reason about all observa-
tions of domain objects and events during plan execution,
but this approach is computationally unfeasible in complex
domains. The architecture described in this paper, on the
other hand, achieves the desired behavior by equipping a
robot pursuing a particular goal with an adapted theory of
intentions (Gomez, Sridharan, and Riley 2020). This theory
builds on the fundamental principles of non-procrastination
and persistence in the pursuit of a desired goal. It enables
the robot to reason about mental actions and states, auto-
matically identifying and considering the domain observa-
tions relevant to the current action and the goal during plan-
ning and execution. We refer to actions in such plans as
intentional actions. Figure 1 provides an overview of our ar-
chitecture that can be viewed as a logician and an executor
communicating through a controller. We describe the fol-

lowing characteristics of our architecture:

• The domain’s transition diagrams at two different resolu-
tions are described in an action language, with the fine-
resolution transition diagram defined as a refinement of
the coarse-resolution transition diagram. At the coarse
resolution, non-monotonic logical reasoning with incom-
plete commonsense domain knowledge, which includes a
theory of intentions, produces a sequence of intentional
abstract actions for any given goal.

• Each intentional abstract action is implemented as a se-
quence of concrete actions by automatically zooming to
and reasoning with the part of the fine-resolution system
description relevant to the current coarse-resolution tran-
sition and the goal. Each concrete action in this sequence
is executed using probabilistic models of uncertainty, and
the observed and inferred outcomes are added to the ap-
propriate coarse/fine-resolution history.

Action languages are formalisms used to model domain
dynamics (i.e., action effects). Prior work in our group
extended the action language ALd (Gelfond and Inclezan
2013) to model non-Boolean fluents and non-deterministic
causal laws (Sridharan et al. 2019); we use it here because
it provides the desired expressive power for robotics do-
mains. Also, we chose to translate our action language
descriptions to programs in CR-Prolog, which extends An-
swer Set Prolog (ASP) by introducing consistency restoring
rules (Balduccini and Gelfond 2003). CR-Prolog supports
non-monotonic logical reasoning with incomplete common-
sense knowledge in dynamic domains, which is a key de-
sired capability in robotics. Furthermore, for the execution
of each concrete action on a robot, we use algorithms that
incorporate probabilistic models of the uncertainty in per-
ception and actuation.

Our architecture builds on the complementary strengths
of prior work on two different architectures. The first ar-
chitecture used declarative programming and introduced a
theory of intentions to enable an agent to reason about in-
tended actions and achieve a given goal (Blount, Gelfond,
and Balduccini 2015). The second architecture introduced
step-wise refinement of tightly-coupled transition diagrams
at two different resolutions to support non-monotonic log-
ical reasoning and probabilistic reasoning for planning and
diagnostics in robotics (Sridharan et al. 2019). Prior work on



Figure 1: Architecture represents and reasons with intentions and beliefs using tightly-coupled transition diagrams at two resolutions. It
combines the complementary strengths of non-monotonic logical reasoning and probabilistic reasoning, and it may be viewed as a logician
and an executor communicating through a controller.

the refinement-based architecture did not include a theory of
intentions. Also, prior work on the theory of intentions did
not consider the uncertainty in sensing and actuation, and
did not scale to complex domains. The key contributions of
our architecture are thus to:
• enable planning with intentional abstract actions, and the

associated mental states, actions, and beliefs, in the pres-
ence of incomplete domain knowledge, partial observabil-
ity, and non-deterministic action outcomes; and

• support scalability to larger domains by automatically re-
stricting fine-resolution reasoning to knowledge and ob-
servations relevant to the goal or the coarse-resolution ab-
stract action at hand, and by using probabilistic models of
the uncertainty in sensing and actuation only when exe-
cuting concrete actions.

We demonstrate the applicability of our architecture in the
context of a: (i) simulated robot assisting humans in an of-
fice domain; (ii) physical robot (Baxter) manipulating ob-
jects on a tabletop; and (iii) wheeled robot (Turtlebot) mov-
ing target objects to desired locations or people in an office
domain. We show that our architecture improves reliability
and computational efficiency in comparison with a baseline
architecture that does not reason about intentional actions
and beliefs at different resolutions, and with a baseline ar-
chitecture that does not limit reasoning to the relevant part
of the domain.
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