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Abstract cache data sets. In this case, the desired effect would be the removal

of conflict misses. In fact, a cache memory with a pure random

This paper makes the case for the use of XOR-based p|acemenplacer'ne_nt would be_ equivalent in terms of hit rat_io to a fully-
functions for cache memories. It shows that these XOR-mapping @SSociative cache with a random replacement. This paper shows
schemes can eliminate many conflict misses for direct-mapped andthat this can be achieved with simple XOR-mapping schemes
victim caches and practically all of them for (pseudo) two-way together with a (pseudo) two-way associative organization. For
associative organizations. The paper evaluates the performance odiréct-mapped and victim caches, the reduction in number of
XOR-mapping schemes for a number of different cache conflict misses is also very high although they are not completely
organizations: direct-mapped, set-associative, victim, hash-rehashrémoved. _ _ )
column-associative and skewed-associative. It also proposes nove Despite the potential benefits of XOR-mapping schemes, there
replacement policies for some of these cache organizations. In@'€ Very few proposals in the literature using these schemes for
particular, it presents a low-cost implementation of a LRU cache memories. The most notable are the skewed-associative
replacement policy which demonstrates a significant improvement ¢ache [18] [19] and the cache memory of the HP 7100 [5]. )
over the pseudo-LRU replacement previously proposed. The paper !N this paper, we present a study of the use of XOR-mapping
shows that for a 8 Kbyte data cache, XOR-mapping schemesSchemes on a number _of_ different (_:a(_:he organizations: direct-
approximately halve the miss ratio for two-way associative and Mapped [20], set-associative [20], victim[14], hash-rehash [3],
column-associative organizations. Skewed-associative cachesolumn-associative [4] and skewed-associative [19]. The paper also
which already make use of XOR-mapping functions, can benefit Proposes a_Iow-cost|mpler_nentat|on_of the LR_U replacement pol_lcy
from the LRU replacement and also from the use of more for use with XOR-mapping functions. It is shown that this
sophisticated mapping functions. For two-way associative, column- 'éPlacement policy provides a significant improvement for the
associative and two-way skewed-associative organizations, XOR- column-associative and the two-way skewed-associative cache.
mapping schemes achieve a miss ratio that is not higher than 1.1 TWO d!ffere_nt types of XOR-mapping schemes have been
times that of a fully-associative cache. XOR mapping schemes also€valuated: a simple bitwise XOR of two fields of the address and
provide a very significant reduction in the miss ratio for the other the polynomial mapping proposed by B. Rau [17]. _
cache organizations, including the direct-mapped cache. For the bitwise XOR s_,cheme, a co_lumn-assomatlve ca(_:he Wl_th
Ultimately, the conclusion of this study is that XOR-based LRU replacement, and without swapping, has the lowest miss ratio.
placement functions unequivocally provide highly significant ThiS miss ratio is significantly lower than that of a four-way set
performance benefits to most cache organizations. associative cache and very close to that of a fully-associative cache.
) A two-way associative cache with an XOR-mapping function
Keywords: cache memory, XOR-based placement functions, yields almost the same hit ratio. We found that a two-way skewed-

conflict misses. associative cache has a significantly higher miss ratio when it uses
the replacement policy originally proposed by its author. This miss
1 Introduction ratio is about the same as that of a victim cache with a bitwise XOR-

The use of XOR functions to map memory addresses onto a set oMapping. However, when using the LRU replacement policy
memory modules has been studied extensively in the last decadePoP0sed in this paper, the skewed-associative cache achieves a
for example, see [8], [15], [21], [11], [16], [10], [17] and [23]. thas MiSS ratio very sm_nlar_ to the column-assquat!vg and the two-way
proven to be an effective way to distribute' memory addresses to@SSociative organizations. When swapping is incorporated in a
memory modules in a pseudo-random way. In that context, the aimcolumn-associative cache, the overall miss ratio increases slightly,
is to allow multiple memory references to proceed in parallel by due to the use of the XOR-mapping. However, in this case most of
maximizing the probability that they will access different memory the hits are obtained with a single probe, which may reduce the
modules. The effect of random distribution can be also beneficial 2Verage access time. A direct-mapped cache exhibits the highest

for cache memories if it is used to map memory addresses ontoMiSS ratio, but even in this case, an XOR-mapping function yields
very significant improvement.

Polynomial mapping provides marginal advantages for the
column-associative and for the two-way associative organizations.
However, it is more effective for the two-way skewed associative
cache. With this type of mapping, the two-way skewed-associative
cache achieves the lowest miss ratio, which is practically identical
to that of a fully associative cache (0.8% higher).



Overall, the two-way skewed-associative, column-associative f,:  {0..2"-1} — {0..27-1}
and two-way associative organizations exhibit a similar miss ratio. A=(Agz, Ao, A, Ag) — (AT)OA, Ag)
Miss ratio is not the only parameter to consider when evaluatinga In [18], it was proposed a pseudo-LRU replacement by
cache memory. The most relevant performance metric is theassociating a one-bit flag to each line in bank 0. If the requested data
average memory access time, which depends on the access time is found in bank 0, the corresponding line flag is set, whereas it is
the cache memory, the miss ratio and the miss penalty. Genuinelyeset if the data is found in bank 1. On a miss, the flag of the line
set-associative caches have higher hit times than pseudoselected in bank 0 is read and its value determines the bank where
associative caches, though the latter may require two probes tthe missing data is to be placed.
detect a hit. In addition, LRU replacement requires more hardware Using a different workload from that used in this paper, it was
for the column-associative and skewed-associative organizationsobserved that the miss ratio of the two-way skewed-associative
Thus, the most effective organization in practice will depend on the cache was lower than that of a victim cache (with four lines in the
hardware implementation. victim buffer) and similar to the miss ratio of a four-way set
The rest of this paper is organized as follows. Section 2 associative cache.
summarizes related work. Some basic concepts are reviewed ir
section 3, which also describes the evaluation methodology. Thez  preliminaries
performance of conventional mapping functions is evaluated in
section 4 for a selection of cache configurations. Section 5 explores
the benefits of using XOR-mapping functions in those cache
organizations. The implementation of LRU replacement in the
presence of an XOR mapping is discussed and evaluated in sectio
6. The effectiveness of polynomial mapping is analyzed in section
7. Section 8 evaluates the effect of swapping in the column-
associative cache. Finally, the main conclusions of this work are
summarized in section 9.

Whenever a line of main memory is brought into cache a decision
must be made on which line, or set of lines, in the cache will be
candidates for storing that memory line. Tlivie placement policy
is one of the least researched aspects of cache design. Direct-
mapped caches typically extract a fieldlof bits from the address
and use this to select one line from a se?lof . Whilst simple, and
trivial to implement, this mapping function is not robust. The
principal weakness of this function is its susceptibility to repetitive
conflict misses. For example, @ is the cache capacitygind is
the line size, then addresses ~ and map to the same cache line
2 Related work if |a;,/B| mod C= |a,/B| mod C.If a, anda, maptothe
There are remarkably few papers on the use of alternative mappinsame cache line, then addrésaes k and k are guaranteed
schemes for cache memories. The first computers based on the Hto also map to identical cache lines, for any intégeiB . There are
Precision Architecture Processor [7] made use of XOR-mappingtwo common cases when this happens:
functions in order to index the TLB. In these machines, the 11-bit
TLB index was obtained by the exclusive OR of two 9-bit fields,
one from the virtual page number and the other from the space ID,
appended to two other bits of the space ID. Earlier machines thai
used a XOR-mapping function to index the TLB were the IBM + when accessing elements of two distinct arfgys  kgnd , if
3033 [13] and the Amdahl 470 [1]. by[i] collides withb, [j] therb, [i +K] ill collide with

The use of XOR-mapping schemes in order to obtain a pseudo- b, [j +K] , for any integek=B .
random placement has been suggested by other authors as report:
in [20]. In [20], a comparison of a pseudo-random placement
against a set-associative one was performed. It concluded tha
random mapping had a small advantage in most cases, but that th
advantage was not significant. We will show in this paper that for
current workloads and cache organizations, this advantage can b
very large.

Hashing the process ID with the address bits in order to index the
cache memory was evaluated in [2] for a multiprogrammed 3 1 XOR-mapping schemes

environment. Results were provided for just one trace, which ) . . .
shown that this scheme could reduce the miss ratio. The use of XOR-mapping schemes has been studied extensively in

In practical systems, like the HP PA 7100, limited and the context of interleaved memor?es [8], [15], [21],.[11], [16], [10],
undocumented use of XOR-mapping schemes has occurred, pul17] and [23] among others. In this paper we consider two types of

there is currently no established body of published results analyzingXOR-based mapping schemes; those chosen iadahocway
the true benefits of alternative mapping schemes. based on common intuitive notions of how such schemes behave,

More recently, the use of XOR-mapping functions was proposed @nd & scheme proposed by Rau [17] which describes a method for
in skewed-associative caches [18] [19]. A two-way skewed- constructing XOR mapping schemes based on polynomial

associative cache consists of two banks of the same size that arafithmetic. ] )
accessed simultaneously with two different hashing functions. In The former type of XOR-mapping computes a cache index by
that paper, a family of mapping functions was defined as follows. Performing a bitwise XOR of two fields of the address of the

* when accessing a stream of addresses
A= { b8y aT} if a. collides witha, , then there
_p i

i X o
may be Up to(m conflict misses in this ‘Stream.

w-way associativity can be used to alleviate such conflicts.
However, if a working set contains>w  conflicts on some cache
line, set associativity can only eliminate at most of those
conflicts. Our studies suggest that when conflict misses dominate,
the critical factor is not a lack of associativity, but a defective line
placement algorithm which fails to disperse data equitably between
the available cache lines.

Assume that the cache memory consists 2f lmes of 2° bytes requested data. We will refer to this type of schembiaise XOR
each. A memory addrest=<a,_1,a, 5..., @> comprises the mapping The family of mapping functions proposed in [18] belong
following fields: A=(Ag, Ay, A, Ao) such thathg=<ay, 4,..., &>; to this category. . _
Aj=<811p 01 B> Ao=<Aoprp g Aep 1>, AN Ag=<a,_y...., In this paper we refer to Rau’s scheme simplypalynomial

ag+p_2>. Let [ denote the bitwise exclusive OR; let « denote the Mapping Polynomial mapping can be understood by first
bitwise AND operation and IeT  be afly-1)-bit number (a good COﬂSIdErlng a(zcirlessﬁ = Ean—l’ .., 8, 8 as a polynomial
choice for T would be 1010...10); [§t= 2—1-T. The family of ~ A(X) = &, _,x"~%, ..., a;x", &, the coefiicients of which are in

twin XOR-based placement functions are defined as: the Galois Field GF(2). The use of polynomial arithmetic, with
fOT: {0..2"-1} . {O_._é—l_l} coefficients restricted in this way, ensures that multiplication and

A=(Az, Ay, A, Ag) — ((ArT)OAL, Ag) addition of coefficients takes place modulo 2, and thus can be



implemented as logical AND and exclusive-OR respectively. The line is chosen for replacement. If the rehash bit is zero, then upon a
mapping from an address to hn -bit cache index is determined byfirst-time miss the cache is accessed again with the second function.
the polynomialR(x) defined byA(X) = V(X)P(X) +R(X In the case of a second-time hit, the lines are swapped. Otherwise,
whereP (X) is an irreducible polynomial of order aRdX) is the data retrieved from memory is placed in the first line and the
such thatx'’ mod P( % generates all polynomials of order lower data already in that line is moved to the line accessed with the
than| . The polynomials that fulfill the previous requirements are second function.
called I-Poly polynomials. Rau shows how the computation of A victim cache [14] consists of a conventional direct-mapped
R(X) can be accomplished by the vector-matrix product of the cache with a small fully-associative buffer in the refill path to a
address and anx | matrix  of single-bit coefficients. In GF(2), second-level cache or main memory. On a cache miss, the line that
this product is computed by a network of AND and XOR gates, andis evicted from the direct-mapped cache is placed in the victim
if the H -matrix is constant the AND gates can be omitted and the cache. In the case of a miss in the direct-mapped cache that hits in
mapping then requires just XOR gates with fan-infrom8to . the victim cache, the lines accessed in both caches are swapped. In
The choice of an I-poly polynomial yields properties similar to the experiments performed in this paper, we assume a victim cache
prime integer modulus functions. Whereas a prime integer moduluswith four lines.
function would be prohibitively complex, the I-poly polynomial )
modulus function has very low complexity; suitable even for 3.3 Evaluation methodology

computing a cache index. . ~ The results presented in this paper have been obtained through
The use of XOR-mapping schemes requires the computation ofsimulation of various data cache organizations using the SPEC 95
several XOR operations to obtain the cache index. Since all thefioating point benchmark suite. We focus on the floating point
XOR can be done in parallel, the delay of this computation is just henchmarks because they exhibit a much higher conflict miss ratio
one XOR gate. The XOR gates have just two inputs for the bitwisethan the integer benchmarks, and thus the XOR-mapping schemes
XOR scheme and a few more for the polynomial mapping scheme.have more potential benefits for them. Integer benchmarks will also
However, the computation of these XOR operations can be done apenefit from XOR-mapping schemes although to less extent. The
the end of the address computation stage of the pipeline. In manyperformance metrics used for comparison of different schemes are
current microprocessors, this stage is not the critical stage of thethe total miss ratio and conflict miss ratio. Since the compared
pipeline and therefore this delay may not affect the pipeline cycle schemes only differ on the placement function, a reduction in the
time. In addition, if some kind of carry propagate adder is used, themiss ratio will result in a reduction in the average memory access
address computation unit computes the address bits from leasttime.
significant to most-significant. Since the XOR-mapping schemes  The programs were compiled with the maximum optimization
only use some of the least-significant bits of the address, the XORjeve| and instrumented with the ATOM tool [22]. A data cache
gates can operate in parallel with the computation of the mostmemory similar to the first-level cache of the Alpha 21164
significant-bits and their delay could be completely hidden even if microprocessor has been assumed: 8 Kilobytes capacity, 32 bytes
the address computation stage was the critical stage of the pipelineper line, write-through and no write allocate. For each benchmark
In other situations, the addition of this small additional delay can e have simulated the first billion{9 load operations. Because of
affect the critical path, but even in these cases, a net benefit COU'(the no write allocate feature, the performance metrics Computed
be obtained since the reduction in miss ratio achieved by XOR-pelow refer only to load operations.
mapping schemes is very high as we will show in this paper. An
accurate timing evaluation is required in these cases to consider th

additional delay, which is beyond the scope of this paper. 4  Performance of conventional mapping schemes

Table 1 shows the miss ratio for the following cache organizations:
3.2 Cache memories direct-mapped, two-way associative, four-way associative, hash-
This paper evaluates the performance of XOR-mapping schemesi@iﬁ?ﬁ’mvgoIu(r)?(n'%sessoeuastglheem\gg“monlanctjh em{\c/)v-(\;\-l\?v); Sls(lfgvvsg(_j_
for a number of cache organizations: direct:mapped, two-way associative.cache uses an XOR-méppingscheme as pr)gposed by its
associative, victim, hash-rehash, column-associative and two-way ; . - ' o
skewed-associative. Direct-mapped and set-associative organi-?SUtShhoor\'NEOirnC?hn;pagrslglr:i‘ﬁt]gfenyslsu;s::o g;f;ggﬁf}sgﬂﬁtg{%ﬁafﬁee
zations [20] are the most popular in current microprocessors and Wedifference betwegn its miss ratio an'd that of a fuglll -associétive
assume that the reader is familiar with them. The two-way Skewecj'cache which is shown in brackets in Table 1, re reser)wlts the conflict
associative cache was described in section 2. Below there is a sho ! : rep

: o L miss ratio [12]. In fact, this difference is slightly negative in the case
outline of the victim, hash-rehash and column-associative caches. : o2
The hash-rehash cache, proposed by Agaewall [3], consists of 104.hydro2d and 141.apsi for some organizations, due to sub-

of a conventional direct-mapped cache for which up to two tag optimality of LRU replacement in a fully-associative cache for

probes may be required to find the requested data. First, the cachy 2 FECECE, FOCAUR, Bueell i0f SRRaE TNe iove
is accessed with the conventional modulo function, that is dising P 9 p

bits of the addressay 1,3 +1-2:-.-s &> (2'is the number of cache through improved mapping schemes. The other type of misses,
lines and2? is the line size). If the data is not found, the cache is compulsory and capacity, will remain unchanged by the use of the

. . e S XOR-mapping schemes.
2;%2?% g?(?kl)r; gﬁtex;htﬁgﬁargc;ztr S.'Qn'fl'cags ?'Z mvg:iedl.n Eg‘;se the " From the results in Table 1, we can conclude that set
. Hy11-1,8pH-2:-- &> : associativity reduces the miss ratio, as expected, although the
of a second probe hit, the two lines are swapped. Otherwise, the T "
data is brougrrJn from the next memory level ar?g it is placed in the|mprovement of a two-way associative cache over a direct-mapped

first-probe location, whereas the data already there is moved to th(g{;\gggi;fivr:tsgéhlng'vit(riotrﬂgafrlljrrlg-;giocgi;ic\;;ms;gheed S"’Lnd ;‘g’g"t"ﬁ;
second-probe location. y 99 )

s : . . . several benchmarks (e.g. 101.tomcatv, 102.swim, 125.turb3d,
The column-associative cache [4] improves the disappointing L e ;
miss ratio of the hash-rehash cache by introducing a rehash bi,l46.wave) show significant clustering in the mapping of memory

associated with each line. This bit indicates whether the line “ne.l_shtg;:‘;;‘_?;w:;hucl%?‘retugscg%ggg:g ggﬁgng tshcert]teor?:. direct-
contains rehashed data, that is, data that is reached in the secor

probe. When the first probe finds rehashed data, the correspondingmapped cache. Although both have similar access times, the hash-
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the conventional and a bitwise XOR mapping. The average
miss ratios are 21.32% and 17.51% respectively.

145.fpppp 8.5 2.7 21 598 27 7.5 2.2 1.7
(6.8)| (1.0)] (0.4) (4.2)] (1.0)| (5.8)] (0.5 fields: A=(Ag, Ay, Ay, Ag) such thathg=<ay, j,..., &>; Aj=<aup_

16 wave | 318 3171 23.00 35.4 30.7| 20.1 16.8| ;4 g Lo &> Ag=<@01p 1m0 84> ANAAGT<A_y,..., B> Lot

(17.9)[(17.8)| (9.1)|(21.5)|(16.8)| (6.2)| (2.9 denote the bitwise exclusive OR. The XOR-based mapping

function is defined as follows:
21.32(19.76 | 16.42 | 21.87 | 19.11 | 14.27 | 11.05 8.71 f {O...Zn—l} N {0”_2_1}

Average |15 61)|(11.05)| (7.71) |(13.16)|(10.40)| (5.56) | (2.34
(12.61)|(11.05)| (7.71) |(13.16)|(10.40)| (5.56) | (2:34) A=(Ag, Ag, Ay, Ag) — (AoLIAY, A

Table1 Miss ratios (%) for the original schemes. The conflict miss Figure 1 compares the conflict miss ratio of a direct mapped
ratio is shown in brackets. cache with a conventional mapping function to a direct-mapped
. . cache with the mapping functibpreviously defined. It can be seen
rehash scheme requires two cache probes for some hits. Hence, thpat the use of an XOR-mapping function provides a large
direct-mapped cache will be more effective. This poor behavior of jmprovement for two of the benchmarks (tomcatv and wave). These
the hash-rehash cache was also observed in [4]. The columnyye the two benchmarks that also most benefit from a low degree of
associative cache provides a miss ratio similar to that of a tWo-wayset-associativity, as can be seen from Table 1. Notice however, that
associative cache. Since the former has a lower access time bijye of the ten programs exhibit slightly higher miss ratios. These
requires two cache probes to satisfy some hits, the choice betweegre g notable for their low conflict miss ratios in a conventional
these two organization should take into account the part'cmardirect-mapped cache. We are seeing the random introduction, with
implementation parameters (access time and miss penalty). Theqy probability, of conflicts that were not originally present. On
victim cache removes many conf!lct misses and it outperforms aaverage, the direct-mapped cache with an XOR-mapping function
four-way associative cache. Finally, the two-way skewed- paq g total miss ratio (17.51) lower than that of a column associative
associative cache offers the lowest miss ratio, which is significantly -5cpe (19.11) and almost equal to the miss ratio of a four-way
lower than that of a four-way associative cache. The results for thezggqciative cache (16.42).
skewed-associative cache are more positive than those observed i
[18], where a miss ratio similar to a four-way associative cache wass.2 Hash-rehash and column-associative
claimed, though using a different workload.

The mapping functions proposed for the skewed-associative cache
o . [18] can also be used for a hash-rehash cache and a column
5 Bitwise XOR mapping associative cache. For these, as for the skewed-associative cache,
XOR-mapping schemes exhibit a behavior which is in some way we define two distinct mapping functiofys  aid . The first probe
similar to full associativity but with some restrictions. For instance, usesf, and, if required, the second probe fises . These functions
in the two-way skewed-associative cache, the set of all addresseare as defined in section 2, using the address decompdsit{os,

that are mapped into the same line of bank O are distributed over alA,, Ay, Ag) defined in section 5.1, and with a binary value of
the lines in bank 1. Thus, it is similar to having all the lines of bank T = 1010101(.

1 as alternative locations for a given line in bank 0. However, if one  The average total cache miss ratios for hash-rehash and column
considers a particular memory address, it can be placed in exacthassociative caches usinfy arfigl are 23.63% and 20.39%
two cache locations (one in bank 0, and the other in bank 1). Belowrespectively. On average the XOR-mapping functions do not
we analyze the performance of bitwise XOR mapping schemes forprovide any improvement although they are beneficial for two
the other cache organizations. The mapping functions that arebenchmarks (101 and 146). The net deterioration in miss ratio is due
evaluated are based on the family of functions proposed in [18].to two reasons:

Section 7 evaluates the performance of the polynomial mapping

scheme proposed in [17]. * If reference A produces a cache miss, it is placefd (@) .

If the data currently in this location corresponds to memory

51 Direct-mapped addressB, it is moved tof, (A) , or discarded. The hash-
. o . . . rehash cache always moves the data, whereas the column-
To describe the bitwise XOR mapping function, let us consider a associative cache takes this decision based on the rehash bit.

memory addresd=<a,_1,8,_a..., &> composed of the following
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Figure 2. Conflict miss ratio (%) for the conventional colun Figure 3: Conflict miss ratio (%) for the victim cache with tt
associative cache and the new bitwise XOR-mapping. conventional and the bitwise XOR mapping functions. ~
average total miss ratios are 19.11% and 10.04% respectiv average total miss ratios are 14.3% and 11.6% respectively
However, it is very likely thatf, (A) #f,(B) and  also includes the conflict miss ratios for the conventional column-
f, (A) #f,(B) . Consequently, the data from addrBssill associative organization without using a XOR-mapping.
be moved to a place where it will no longer be accessible and Notice that with this organization, the effect of the XOR-
the nextreference 8  will miss (even if the data is in cache). mapping scheme in the column-associative cache is very
In addition to degrading performance, this may also cause impressive, in particular for those programs with the highest miss
some consistency problems. ratio. The average total miss ratio of this organization (10.04) is
. . . _ much lower than that of a four-way associative cache (16.42) and
Fora given reference, it may happen fgdi) = f, (A) - somewhat lower than that of the skewed-associative cache (11.05).

this case, reference A does not have an alternative location
and we loose the positive effect of pseudo-associativity
caused by the use of two mapping functions.

To isolate the effect of inverting one bit to obtain always two
potential locations for each address, we have performed the
simulations just with the XOR-functionf, @ndf, as defined at the
5.2.1 Enhancing the hash-rehash and column-associative beginning of this Section), without the bit inversion and we obtained

cache an average total miss ratio of 11.17.

The first problem mentioned above can be solved by inhibiting the 5 3 Victim cache

swapping of data. Of course, that will cause a significant increase . . . .
in the percentage of hits that require two probes, but it will provide In this case, the direct-mapped part uses the XOR-mapping function

us with a lower bound on the miss ratio that could be obtained.d€fined in section 5.1. The results are shown in Figure 3. We can
Besides, swapping may significantly increase pressure on the cachS€€ that the XOR-mapping makes the average total miss ratio of the
ports, and may cause performance penalties as it is not alway:\”Ct'm.CaChe (11.6) to be very clo'se to that of the two-way skeW(_ed-
possible to hide the swapping during idle cache cycles. For associative cache (11.05). Notice also that the XOR-mapping

instance, in an ideal out-of-order machine with two memory ports produces a slight increase in miss ratio for those benchmarks with
and infinite resources, we have measured that on average twvery few conflict misses. The same behavior was observed for a

memory ports are busy during 71% of cycles, and only in the 17%_direct-mapped cache and can be explained again by the random, but

of cycles are both idle [9]. An interesting alternative to swapping is "reduent, introduction of new conflict misses.
to predict the most likely location of the two possible candidates for 5.4
a given address. This has been extensively studied by @alder ' o )
who showed that it can be a very effective approach [6]. In the case of a two-way associative cache, consider an address
In order to eliminate the possibility thgj(A) = f, (A) , we composed of four field8=(Ag, Ay, Ay, Ag) of n-2I-b+2, I-1,I-1and
propose to slightly modify the mapping functions such that they b bits respectively. In this case, the XOR-based mapping function
always differ in the most significant bit of the result they produce. is defined as follows:
This most significant bit will be equal to the most significant bit of g {0..2%1} - {0..27-1}
A, for fyand it will be inverted fof;. A=(Az, Ag, Ay, Ag) — (ALA, A) _
The proposed replacement policy is a pseudo-LRU policy The same mapping fur]ctlon is used to access both banl_<s, asina
inspired by the one proposed in [18]. A one-bit flag is associated conventional set-associative cache, and LRU replacement is used as
with each cache line. When a hit occurs, the flag of the line holdingin this case it can be implemented with low cost. The conflict miss
the data is reset to 0 and the flag of the alternate location is set to 1ratios corresponding to this organization are shown in Figure 4.
If a miss occurs, the new line replaces the line whose flag is higher. ~ The bitwise XOR mapping scheme more than halves the average
If both flags are equal, the line R{(A) is replaced. total miss ratio (from 19.76 to 9.54). We can also see in Figure 4
With these changes to the mapping function and replacemenithat the mapping function has eliminated almost all the conflict
policy, and the elimination of swapping, the conflict miss ratios for Misses. In average, the total miss ratio is just 1.10 times that of a

a column-associative cache are as shown in Figure 2. The figurefully-associative cache. For two programs the two-way XOR cache
has lower miss ratio than a fully-associative cache. This is again due

Two-way associative



However, the XOR-mapping scheme requires the use of more
bits of the address and therefore, heightens the constraint on the
page size. One way to overcome this problem is to use fewer bits to
compute the mapping. In the case of a skewed associative cache, it
was shown that this produces a small reduction in performance
[18]. We have evaluated the miss ratio of a column-associative
cache using the mapping functions described in section 5.2 with the
miss ratio obtained when using only the four least-significant bits
of A, to perform the bitwise XOR with;. The results showed an
increase in average by a factor of 1.08, which is relatively low.

50.0

40.0] = 2-way
= XOR 2-way

30.04

20.0

conflict missratio

6 An affordable implementation of LRU replacement

The use of two different XOR-mapping functions creates an effect
similar to full associativity, as previously discussed. This suggests
that an LRU replacement policy may be expensive to implement,
and has motivated previous work on pseudo-LRU replacement
policies [18]. However, implementing LRU replacement in
column-associative or skewed-associative caches is not as
tomeat swim su2cor hydro mgrid applu turb3d apsi fpppp wave avera expensive as in the case of a fully-associative cache. One way to
Figure 4. Conflict miss ratio (%) for the two-way associal implement LRU for the caches that use two different mapping
cache with the conventional and the bitwise XOR mag functions is to add a time stamp to each cache line. A count of
functions. The average total miss ratios are 19.76% and ¢ memory references is maintained, and every time a cache line is
respectively. accessed its time stamp is updated with the value of the reference
counter. When a miss occurs, the candidate for replacement which
to the sub-optimality of LRU replacement in the fully-associative has the lowest time stamp is chosen for replacement. In the case of
cache, and is a common anomaly in programs with negligible a two-way skewed-associative or a column-associative cache this
conflict misses. requires a single comparison between two integer fields.

When a bitwise XOR mapping is used, the average total miss  This replacement policy produces a noticeable benefit in the
ratio of the two-way associative cache (9.54) is slightly better than performance of the column-associative cache and the two-way
that of a column-associative cache (10.04) and much better tharskewed-associative cache, as shown in Table 2, especially for
that of the skewed associative cache (11.05). This may seem tdenchmarks 101 and 102.
contradict the results in [18], where Seznec observed that the two-

10.04

0.0+

way skewed-associative cache had a lower miss ratio than a two | .. column-associative | 2-way skewed ass.
way associative cache with the same mapping function for both ! ! ps-LRU LRU psLRU LRU
banks. The reason for this difference is twofold. Firstly, Seznec

used functionf,’ described in section 2 to index the two-way 10Lltomcatv | 20.2 16.4 22.1 20.0
associative cache. This function indexes the cache using 102.swim 9.7 8.6 151 12.3
I - :|Lq+ L —_1)d/ 2Jdbits!r%heréeas htl)st twoo-wayf's.I:ﬁwed-atssociati‘[vet 103.su2cor 9.2 9.0 9.6 9.1
cache was indexed usirgj — its. One of the most importan

benefits of XOR-mapping schemes is that they avoid conflicts 104.hydr92d 17.2 171 171 171
among data structures that are accessed simultaneously with th | 107.mgrid 3.9 3.9 4.1 3.9
same stride but whose initial addresses diffe_r in a sum of powers of 110.applu 6.8 6.4 6.7 6.3
two. If_ these powers of two _correspond to bl_ts that are used by t_h(-: 125 turb3d 51 26 5.4 2.9
mapping function, the conflicts may be avoided. Thus, to be fair, .

one should compare cache organizations that use the same numb 141l.aps 10.7 10.0 11.5 105
of bits as input to the mapping function. Both the two-way skewed- 145.fpppp 25 25 2.2 2.2
associative cache in Table 1 and the_ two-way associative cache i 146.wave 15.2 14.6 16.8 16.3
Figure 4 use the same number of bits. The second reason for th

difference with Seznec’s results is that he used a different Average 10.04 9.31 11.05 10.24
Vﬁ‘:ﬁﬁﬂgg\;gg'th amuch smaller working set, since his miss ratios are Table 2: Miss ratios (%) for the column-associative cache and

- . the two-way skewed-associative cache comparing pseudo-LRU
The results in Figure 4 suggest that in the case of a two-way ith LRU replacement.

associative cache, it is more effective the use of more bits in eact
mapping function than having two different indexing functions. The cost associated with this LRU replacement depends on the
. . number of bits devoted to the time-stamp. The simulations reported
5.5 Restricted hashing in Table 2 ensure that the time-stamp never overflows. A more
A drawback of the XOR-mapping scheme is that it may interfere practical scheme, that uses a small nhumber of bits both in the
with the use of a physically tagged cache, which may be desirablecounter and the time-stamp would work by shifting the counter and
for coherency reasons [12]. To remove address translation from theall the time-stamps one bit to the right whenever the reference
critical path it is common to have a virtually-indexed cache with counter overflowed. We simulated this scheme for the column-
physical address tags. This typically means that the cache isassociative cache using just 8 bits for the counter and the time
indexed using only unmapped virtual address bits. This limits the stamps. The results are practically identical to those obtained with
maximum number of sets and therefore, it imposes somean unrestricted time stamp (the average miss ratio was 9.32).
constraints in both the cache size and the degree of associativity. ~ One potential criticism of our comparison between the column-
associative and the skewed-associative caches is that the former



004 M column- 2-way 2-way ull
m Poly column-associative missratio | associative | associative |skewed assoc| al;sgc
= Poly 2-way :
" Pl 2 skened XOR/| Poly [ XOR | Poly | XOR | Poly
- © 2-way 10l.tomcatv|13.8 | 12.8| 17.0| 14.8 20.0 12/6 12/5
% 102.swim | 83 | 7.7| 79| 79| 123 75 79
30.04
a 103.su2cor | 9.1 | 9.1| 9.6/ 9.9 9.1 94 89
g 104.hydro2d|17.1 | 17.2| 17.2| 17.1 171 171 175
0O 2004
= 107.mgrid | 40| 42| 3.7 3.8 3.9 41 3%
8 110applu | 6.6 | 65| 69| 69 63 64 59
10.04
125.turb3d | 55| 6.0| 46| 4.8 49 42 28
141.apsi 10. 11.2| 11.4| 11.4 10.% 106 12
O_OAJ___,___.L_E,_-_‘D_.D_-EL-D__- aps 0.6 0 0% S
145fpppp | 40| 27| 27| 2.8 22 23 17
tomcat swim su2cor hydro mgrid applu turb3d apsi fpppp wave averag l46.wave |14.7 | 13.8| 14.4| 142 16.3 13]f 13)9
Figure 5: Conflict miss ratio for the column-associative, tw Average [9.36 | 9.12| 9.54| 9.37 10.24 8.18 8.11
way associative and skewed-associative organizations - - —
polynomial mapping. The conflict miss ratio of a conventiona Table 3: Miss ratios for a column associative cache, a two-way
way associative cache is also depicted for comparison. associative cache and a two-way skewed-associative cache for the

two XOR-mapping schemes: bitwise XOR (XOR) and

. ) polynomial mapping (Poly).

uses one bit more of the address to compute the cache index. T

isolate this effect we simulated the column-associative cache using  The marginal advantage of the polynomial mapping scheme can
2l -2 address bits in the mapping function (the same as thebe explained in a number of ways. Firstly, both schemes are really
skewed-associative cache), and without bit inversion. This quite similar; the principal advantage of polynomial mapping is the
produced an average miss ratio of 9.36, indicating no significantguarantee of optimal behavior on address patterns that lead to
difference. pathological conflict misses in a conventional mapping scheme.
Such optimality may not be a feature of hitwise XOR schemes, but
pathological cache behavior is also not a dominant feature of the
] ) . SPEC95 suite. Anyway, both schemes achieve a miss ratio that is
We have investigated the perform_ance_ of the XOR-mapplr_]g very close to that of a fully-associative cache.

scheme proposed by Rau [17], which is based on polynomial on the other hand, the polynomial mapping provides a
arithmetic and which will be referred to as polynomial mapping. significant improvement for the skewed-associative cache. For
The performan_ce_of polynomial mapping h_as_been evaluated for théghree of the benchmarks (101, 102 and 146) this improvement is
column associative, the two-way associative and the two-way quite important. For the others, the reduction in miss ratio is very
skewed-associative organizations. For all _of them, Table_ 3small, if any, since the miss ratio of the original mapping was
compares the total miss ratios of the previous XOR mapping giready very close to that of a fully-associative cache. Overall, the

7 Polynomial mapping

functions based on the bitwise XOR of two bit string®g with skewed-associative cache using polynomial mapping and a pure
that obtained using polynomial mapping functioR®l). In all LRU replacement achieves a miss ratio practically identical to that
cases, an LRU replacement is assumed. The miss ratio of a fullyof 5 fully-associative cache (it is just 0.8% higher).

associative cache is also shown for comparison. Figure 5 shows the conflict miss ratio for the column-

To perform a fair comparison we applied the randomization gssociative, two-way —associative and —skewed-associative
scheme using the same number of bits of the original address agrganizations with polynomial mapping. It can be seen that the in

input to all the mapping functions; in all the cases this is 19 bits (14 e three cases, practically all conflict misses have been removed.
without considering the bits that indicate the displacement inside

the cache line). For the polynomial mapping functions, we chose L ) -
the I-poly polynomials that require the fewest number of XOR 8 Swappl_ng n the_ column-associative cgche .
entries for its implementation. We refer to a polynomial by the In the previous sections, the column-associative cache did not
value obtained after substitutingby 2 (e.g., polynomial 19 is  incorporate the swapping feature. As a result we can expect a lower
x*x+1). The four chosen polynomial are;¥805, R=301, miss ratio but a higher percentage of hits requiring two probes. We
P5=131, R=137. For the column-associative cache,and B have compared the performance of the column-associative cache
define the mapping of the two indexing functions used by this both with and without swapping, using a bitwise XOR mapping
organizationP; corresponds to single function utilized by the two- Scheme taking 21 -2 bits. In this case, when a reference to
way associative cache. Finally; Bnd B define the two different ~ addres#A misses in cache, it is broughtftgA). If B is the address
mapp|ng functions used by skewed-associative cache. Eacrof the data Currently in that |OcatI0n, either it is moved to its
mapping function requires 7 or 8 XOR gates with fan-in from 2 to alternative locationf§(B) or f;(B)) or it is discarded if its alternative
5 each. location has been used more recently. In the same way, when data
Regarding the column-associative and the two-way associativeis found in the second probig(@)) it is moved tdg(A) and the data
results, we can conclude from Table 3 that the scheme based ocCurrently in this location is moved or discarded following the same
using polynomial mapping provides a marginal advantage over thecfiteria as in the case of miss. In any case, data is always placed in
bitwise XOR scheme. However, as the former requires wider XOR @n accessible location. We have observed that swapping increases

gates (i.e. more inputs) the simpler XOR scheme may be preferablethe average total miss ratio by a factor of 1.14, but also ensures that
almost all hits can be achieved with a single probe (96%).



9 Conclusions

We have analyzed the performance of XOR-based placemeni[1]
functions for cache memories using the SPEC 95 floating-point [2]
benchmark suite. We have shown that XOR-mapping schemes
provide a very high improvement across a broad range of different
cache organizations: direct-mapped, set-associative, column-3]
associative and victim cache. We have also evaluated their effect ot
the hash-rehash cache and presented performance measures of t
skewed-associative cache. 4]

The main conclusion of this study is that XOR-based placement
functions significantly reduce the number of conflict misses for all
cache organizations. In particular, XOR-mapping combined with
(pseudo) two-way associativity eliminates practically all the [5]
conflict misses, and obtains a miss ratio practically equal to that of
a fully associative cache.

We have also presented a low-cost implementation of LRU
replacement suitable for caches with two or more distinct mapping
functions based on XOR-mapping schemes, and shown that if[7]
yields significant improvement over previously proposed pseudo-
LRU replacement schemes.

Two class of placement functions have been considered. The[g]
first one is based on the bitwise exclusive OR of two bit strings. The
second class is the polynomial mapping proposed in [17] in the
context of interleaved memories. [9

For the first class of mapping functions, among the different
schemes evaluated, the lowest miss ratio is achieved by the colum
associative cache, closely followed by the two-way set associative
cache, the two-way skewed-associative cache and the victim cache
All of them achieve a miss ratio much lower than that of a [11)
conventional four-way associative cache and close to that of a fully-
associative cache. For example, a two-way associative cache
achieves an average miss ratio that is just 1.09 times that of a fuIIy-[lZ]
associative cache. Similarly, a column-associative cache can
achieve a miss ratio between 1.07 and 1.23 times that of a fuIIy-[13]
associative cache, depending on whether swapping is implementec
For comparison, a conventional direct-mapped cache has a mis:
ratio that is 2.45 times that of a fully-associative cache. [14]

Regarding polynomial mapping, we have shown that it provides
a marginal advantage over the simpler bitwise XOR schemes for the
two-way associative and column-associative organizations.
However, for the skewed-associative cache it achieves a significany 5
reduction in miss ratio. Combining the effects of a LRU
replacement and polynomial mapping, the miss ratio of the two-
way skewed associative cache is reduced from 1.27 to 1.01 timeq1 6]
that of a fully associative cache.

Comparing the three most effective organizations, i.e., skewed-
associative, column-associative and set-associative, we can see thy; 7]
all achieve a very similar miss ratio. Each one may be preferable for
different reasons: a skewed-associative has the lowest miss ratic[18]
the column-associative has the lowest hit time and the set-
associative requires less hardware to implement a LRU
replacement. [19]

In overall, we can conclude that XOR-based placement
functions are an extremely powerful technique for eliminating
conflict misses.
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