
Huawei Edinburgh Joint Lab
Projects Summary

Peter Buneman, Jane Hillston and Jeff Pan

1st Edition
December 2023





The Huawei Edinburgh Joint Lab funds a variety of research projects in the School of
Informatics at the University of Edinburgh.   It started in 2016 following a very successful project
with Professor Wenfei Fan at the University of Edinburgh, in which he invented a “Bounded
Evaluation” technique that dramatically increased the speed of some of Huawei’s critical
applications. The original title (and still the official title) of the project was “The Distributed Data
Management and Processing Laboratory”. However, from the start it was clear that the School
of Informatics had much more to offer than data management; notably natural language
processing, AI, compilers and architecture were all of interest to Huawei.  A guiding principle of
the agreement, to which both Edinburgh and Huawei subscribed, is that all research generated
through the Joint Lab should be in the public domain. 

 After the Joint Lab had been running for two years, and after a visit by their senior
management, Huawei decided to create their own research centre in Edinburgh. This grew
under the direction of Li Bo and greatly strengthened research interactions between Huawei
and the School of Informatics in the areas of databases, knowledge graphs and architecture. 
The Centre has also recently added common interests in operating systems and programming
languages – one of the great strengths of Informatics. 

So far the Joint Lab has funded about 30 projects.  This booklet is a summary of most of the
current projects and some that have just started or are expected to start shortly.  We have also
included some summaries of previous projects that have finished. Each project has a short
abstract, some information about the people associated with the project and a poster that
describes one or more examples of the research undertaken in that project.

This represents just a snapshot of the vibrant research community that has grown around the
Huawei Edinburgh Joint Lab and collaboration between researchers in the School of
Informatics and researchers in Huawei, in Edinburgh and elsewhere. Many of the projects fund
PhD students, providing excellent opportunities to incorporate industrial collaboration into
research training. The topics covered reflect the breadth of interests in both the School and
Huawei, and the numerous best paper awards attracted by the research outputs demonstrates
the timeliness and excellence of the research undertaken.

If you wish to get in touch with the investigators associated with a project, please consult
https://www.ed.ac.uk/informatics/people/academic where you will find email addresses of
faculty and links to other researchers mentioned in these summaries.

Please note that this compilation was extracted from reports and presentations by the principal
investigators and their colleagues. It has been edited to fit a simple format. The authors are
responsible for any errors introduced.  They expect to update this booklet from time to time.

Peter Buneman, University of Edinburgh
Jane Hillston, University of Edinburgh
Jeff Pan, Huawei
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Semantic Parsing and Dialog for Knowledge-Graph Query

PI: Mark Steedman

CoPIs: Simon King; Mirella Lapata; Ivan Titov; Bonnie Webber

Bio: Mark Steedman is Professor of Cognitive Science in the School of Informatics, working
in Computational Linguistics, AI, and Cognitive Science, on  Generation of Meaningful
Intonation for Speech by Artificial Agents, The Communicative Use of Gesture, Tense and
Aspect, and Wide coverage parsing and robust semantics for Combinatory Categorial
Grammar (CCG). He is also interested in Computational Musical Analysis  and  Combinatory
Logic.

Summary
Information may be structured data or unstructured text.  Data access for mortals has to be via
natural language.   Natural language access also requires dialog and spoken interaction.   For
both kinds of data, the central problem of natural language access is variation in language on
the user side.  The project investigates natural language question answering from structured
data and the transformation of Semantic unstructured text into structured knowledge graphs via
semantic parsing, and obtains robustness in the face of variation in language using large
language models and entailment graphs. 

Selected Publications
● Sherborne et al., (2023). “Optimal Transport Posterior Alignment for Cross-lingual Parsing”,

Transactions of the Association for Computational Linguistics, (to appear).
● Jain and Lapata, (2023). “Conversational Semantic Parsing using Dynamic Context Graphs,”

Proceedings of the Conference on Empirical Methods in Natural Language Processing, (to
appear).

● Lindemann et al., (2023). “Compositional Generalization without Trees Using Multiset Tagging and
Latent Permutations”, Proceedings of the Annual Meeting of the Association for Computational
Linguistics, 14488–14506.

● Sherborne and Lapata, 2023. “Meta-Learning a Cross-lingual Manifold for Semantic Parsing”,
Transactions of the Association for Computational Linguistics, 11, 49-76.

● Cheng et al., (2023). “Complementary Roles of Inference and Language Models in Question
Answering”, Proceedings of the EMNLP Workshop on Pattern-based Approaches to NLP in the
Age of Deep Learning, (to appear).

● McKenna et al., (2023a). “Smoothing Entailment Graphs with Language Models”, Proceedings of
the 3rd Conference of the Asia-Pacific Chapter of the Association for Computational Linguistics
(AACL/IJCNLP), 551-563. Best Paper Award.

● Wu et al., (2023). “Align-then-Enhance: Entailment Graph Enhancement with Soft Predicate
Alignment”, Findings of the Association for Computational Linguistics: ACL, 881-894.

● Puduppully st al., (2023). “Multi-Document Summarization with Centroid-Based Pretraining”,
Proceedings of the Annual Meeting of the Association for Computational Linguistics, 128-138.

● Moghe et al., (2023). “Extrinsic Evaluation of Machine Translation Metrics”, Proceedings of the
Annual Meeting of the Association for Computational Linguistics, 13060-13078. Best Paper
Award.
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Data Sharing: Querying and Linking Distributed and Autonomous Data
PI: Yang Cao

CoPIs: Wenfei Fan; Peter Buneman

Bio: Yang Cao is a Chancellor’s Fellow at the University of Edinburgh. He has been working on
database query processing, transactions, graph computations, and systems and theory of data
management in general. He holds a number of awards and fellowships, including the RAEng
research fellowship (2020), SIGMOD Research Highlight award (2018), and SIGMOD best
paper award (2017). 

Summary: In a world that consists of increasingly connected sources of data, each with its own
data model, schema, and access methods, the greatest challenge is to share data securely and
efficiently. This involves creating contracts that describe how data is to be shared and prevent
data leaking to parties that should not see it. It requires the ability to track the movement of
data: where has it come from and where is it going. In addition, it involves the long-standing
problems of data linking, query optimization and data caching, but in a new environment in
which we are constrained by data sharing contracts with new definitions of correctness criteria
from emerging workloads. In real-life, “open” data is typically not as open as one would like,
and that organisations are unlikely to share their data until they are satisfied that issues of
privacy and accountability have been properly addressed. 

Selected Publications:

● Shuai An and Yang Cao, “Relative Keys: Putting Feature Explanation into Context”,
(SIGMOD 2024)

● Shuai An and Yang Cao, “Making Cache Monotonic and Consistent”, (VLDB 2023)

● Jia Li, Wenyue Zhao, Nikos Ntarmos, Yang Cao and Peter Buneman, “MITra: A
Framework for Multi-Instance Graph Traversal”, (VLDB 2023)

● Yang Cao, Wenfei Fan, Wenzhi Fu, Ruochun Jin, Weijie Ou and Wenliang Yi, “Extracting
Graphs Properties with Semantic Joins”, (ICDE 2023)

● Shuai An, Yang Cao, Wenyue Zhao, “Competitive Consistent Caching for Transactions”,
(ICDE 2022)

● Wenfei Fan, Ruochun Jin, Ping Lu, Resul Tugay, Wenyuan Yu, “Linking Entities across
Relations and Graphs”, (ICDE 2022)

● Peter Buneman, Dennis Dosso, Matteo Lissandrini, Gianmaria Silvello, “Expanding the
Citation Graph for Data Citations”, (SEBD 2022)
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In-Database Universal Analytics Using Compilation
PI: Amir Shaikhha

Bio: Amir Shaikhha is an Assistant Professor (Lecturer) in the School of Informatics at the
University of Edinburgh. His research focuses on the design and implementation of
data-analytics systems by using techniques from the databases, programming languages,
compilers, and machine learning communities. Prior to that, he was a Departmental Lecturer at
Oxford. He earned his Ph.D. from EPFL in 2018, for which he was awarded a Google Ph.D.
Fellowship in structured data analysis, as well as a Ph.D. thesis distinction award. He has won
the Best Paper Award at GPCE 2017 and the Most Reproducible Paper Award at SIGMOD
2017. He (co-)chaired the program committees of DBPL 2021, Scala 2022, DRAGSTERS
2023, and GPCE 2023.

Summary: The mainstream approach to machine learning over relational data consists of two
steps. The training dataset is first constructed via a feature extraction query over the input
database using a database system or minimalistic query engines such as Pandas. The desired
model is then trained over the result of the query using a statistical software package of choice
such as R, scikit-learn, or TensorFlow. The key idea of this proposal is to integrate the entire
process of data analytics, including learning over relational data, into one single DSL. In this
way, the DSL can take advantage of the structure of the data, such as integrity constraints and
sparsity, to achieve massive performance improvements in the machine learning algorithms.
Furthermore, one can benefit from the specialisation and optimization opportunities enabled by
compilation. The direction of this proposal is to apply recent developments at the intersection of
programming languages, data management, and machine learning to develop DSLs for data
analytics.

Selected Publications
● M. Ghorbani, M. Huot, S. Hashemian, A. Shaikhha, “Compiling Structured Tensor

Algebra”, OOPSLA’23.
● Jingwen Pan, Amir Shaikhha, “Compiling Discrete Probabilistic Programs for Vectorized

Exact Inference”, CC’23
● Amir Shaikhha, Marios Kelepeshis, Mahdi Ghorbani, “Fine-Tuning Data Structures for

Query Processing”, CGO’23
● Maximilian Schleich, Amir Shaikhha, Dan Suciu, “Optimizing Tensor Programs on

Flexible Storage”, SIGMOD’23
● M. Ghorbani, A. Shaikhha, “Demonstration of OpenDBML, a Framework for

Democratizing In-Database Machine Learning”, VLDB’23 (demo).
● Jingwen Pan, Amir Shaikhha, “Compiling Discrete Probabilistic Programs for Vectorized

Exact Inference”, CC’23
● Amir Shaikhha, Marios Kelepeshis, Mahdi Ghorbani, “Fine-Tuning Data Structures for

Query Processing”, CGO’23
● Maximilian Schleich, Amir Shaikhha, Dan Suciu, “Optimizing Tensor Programs on

Flexible Storage”, SIGMOD’23
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Learning Structured Decompositions of Data for Interpretability

PI: N. Siddarth

Bio: Siddharth N. (Sid) is a Reader in Explainable AI in the School of Informatics at the
University of Edinburgh, a part-time Senior Research Fellow at the Alan Turing Institute, a
Visiting Fellow at the Department of Engineering Science at the University of Oxford, and an
ELLIS Scholar. He was previously a Senior Researcher in Engineering at the University of
Oxford and a Postdoctoral Scholar in Psychology at Stanford. He obtained his PhD from
Purdue University in Electrical and Computer Engineering. His research interests are broadly
cross-disciplinary and motivated by problems found at the intersection of machine learning,
computer vision, natural-language processing, cognitive science, robotics, and neuroscience.

Summary: This project explores steps towards an approach for generalised interpretability by
learning structured decompositions of data. It seeks to espouse all the relevant characteristics
one would want from a human-interactable, interpretable, and explainable system in that it a)
incorporates interpretability by default by capturing meaningful factors of data, b) avoids the
need for supervision through annotation and labels, and c) allows for capturing dependence
relations between meaningful factors. Crucially, enabling such a system requires i) learning to
decompose a given observation into its constituent parts, ii) learning the representation of such
constituents, and iii) ensuring that such constituents capture semantically meaningful
information.

Selected Publications

● M Opper, V Prokhorov, N Siddharth. StrAE: Autoencoding for Pre-Trained Embeddings
using Explicit Structure, UM-IoS . EMNLP 2022

● M Opper, V Prokhorov, N Siddharth. On the effect of curriculum learning with
developmental data for grammar acquisition, BabyLM Challenge, CoNLL 2023
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JIT as a Service

PI: Björn Franke

Bio: Björn Franke holds a personal chair in Software Transformation in the School of
Informatics. His research interests focus primarily on software tools for embedded systems, in
particular optimising and parallelising compilers, instruction set simulators, design space
exploration and performance estimation tools.

Summary:

In this project we rethink the foundations of how we provide JIT compilation to clients. We firmly
believe that high-bandwidth, low-latency 5G communications is a game changer not only for the
mobile phone market, but its impact will directly affect most areas of computing. By 2020, 50
billion smart devices are expected to be in use. 5G will help support the massive growth of the
Internet-of-Things and enable devices to communicate with each other seamlessly through the
convergence of mobile communications and computing. 5G is much more than a new
communications standard. 5G’s combination of high-speed wireless communications and
efficient cloud computing means that even the tiniest devices can access virtually unlimited
computing power. 5G communication liberates JIT compilation from the shackles of device
constraints, e.g. limited processing speed, memory or energy in mobile devices. Instead, JIT
compilation can be done anywhere in the cloud – from edge to data centre. This enables
entirely new opportunities for JIT compilers, for example, by offloading JIT compilation, caching
and sharing already compiled code between users and devices, or through the use of hardware
accelerators deployed in edge or data centre servers and specifically designed to deliver
highest code quality at low latency/power consumption.

Selected publications

● José Wesley De Souza Magalhães, Jackson Woodruff, Elizabeth Polgreen, Michael FP
O’Boyle. “C2TACO: Lifting Tensor Code to TACO”. The 22nd International Conference
on Generative Programming: Concepts & Experiences, 2023.

● Jordi Armengol-Estapé, Jackson Woodruff, Chris Cummins, Michael F.P. O’Boyle.
“SLaDe: A Portable Small Language Model Decompiler for Optimized Assembler.”
Accepted for publication in CGO’24.

● Alexander Brauckmann, Elizabeth Polgreen, Tobias Grosser, Michael F. P. O’Boyle.
“mlirSynth: Automatic, Retargetable Program Raising in Multi-Level IR using Program
Synthesis.” The 32nd International Conference on Parallel Architectures and Compilation
Techniques (PACT), October 2023.
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Data-Centric Parallelisation

PI: Björn Franke

Bio: Björn Franke holds a personal chair in Software Transformation in the School of
Informatics. His research interests focus primarily on software tools for embedded systems, in
particular optimising and parallelising compilers, instruction set simulators, design space
exploration and performance estimation tools.

Summary: Automatic parallelisation is loop parallelisation. Traditional parallelising compilers
attempt, for each loop individually, to identify a suitable parallel execution schedule, which
honours dependencies dictated by the underlying sequential program semantics. In contrast,
manual parallelisation is a holistic process. Human programmers consider the entire program
and relationships between its individual components. It is standard practice for a human expert
to initially rewrite and restructure a program before attempting parallelisation. We propose a
fundamental paradigm shift by attempting to mimic what human experts would do: We aim to
enable automatic parallelisation to incorporate whole program context and knowledge of the
most widely used abstract data types in order to overcome the limitations of today’s compilers.
Our main aim is to develop a novel “data first” paradigm for automatic parallelisation of
sequential legacy code, outperforming every existing parallelising compiler on irregular,
pointer-based or control flow dominated applications. We aim to make automatic parallelisation
a viable alternative to manual parallelisation, i.e. resulting in competitive parallel performance
levels whilst reducing manual human intervention to a minimum.

Selected Publication

Björn Franke, Zhibo Li, Magnus Morton, Michel Steuwer. “Collection Skeletons: Declarative
Abstractions for Data Collections”. Proc. 15th ACM SIGPLAN International Conference on
Software Language Engineering (SLE 2022), November 2022. Best Paper Award.
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EdgeBoost: Data-Driven Traffic Engineering & Configuration Verification
for Cloud Service Assurance

PI: Mahesh Marina
Bio: Mahesh Marina is a Professor in the School of Informatics at the University of Edinburgh
and a Turing Fellow at the Alan Turing Institute in London. Before joining Edinburgh, he had a
two-year postdoctoral stint at the UCLA Computer Science Department. He earned his PhD in
Computer Science in 2004 from the State University of New York at Stony Brook. He has
previously held visiting researcher positions at ETH Zurich and Ofcom London. He is a
Distinguished Member of the ACM and a Senior Member of the IEEE. 

Summary: Most networked end-user applications today are reliant on the cloud. To better
serve their users, cloud service providers have their own private WAN infrastructure with
footprint extending to the network edge. For cost and coverage reasons, such private WANs
alone are insufficient to serve cloud based applications. So in practice private WANs and public
Internet are used together (i.e., hybrid WAN) but this introduces non-determinism in application
performance due to the use of public Internet. It is in this context that traffic engineering has a
key role to play in cloud service assurance. In view of the above, the broad aim of this project is
on end-to-end cloud service assurance in hybrid WAN via traffic engineering and network
diagnosis.

Selected Publications:

L. Xue, M. K. Marina, G. Li and K. Zheng, “PAINT: Path Aware Iterative Network Tomography
for Link Metric Inference,” in IEEE ICNP 2022.

L. Xue, Z. Yuan, W. Ahsan and M. K. Marina, “TUBO: Robust Demand Matrix Forecasting for
Proactive Network Traffic Engineering,” Submitted to IEEE INFOCOM 2024.
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Performance Optimisation of Distributed Trusted Middleware System --
Enhancing the Speed of Byzantine Fault Tolerance using Stochastic

Optimisation

PI: Tiejun Ma

Bio: Tiejun Ma holds a personal Chair in Financial Computing (Risk Modelling) in the School of
Informatics at the University of Edinburgh. Prior to this he was Associate Professor at
Southampton Business School, based in the Department of Decision Analytics and Risk. His
research focuses on risk analysis and decision-making using quantitative modelling and data
analysis techniques applied to FinTech, Cyber-Risk and resilience of distributed systems.

Summary: The Byzantine fault-tolerance (BFT) algorithm is a fundamental building block for
distributed systems. Huawei’s cloud and distributed system would need such a component to
enhance Huawei online services dependability. However, BFT algorithms suffer from
exponentially increasing message communication complexity, which restricts BFT algorithms’
scalability and performance. We propose a parallel BFT (ParBFT) algorithm to tackle the
scalability and performance challenges through a redesign of BFT to enable parallelisation as
well as a mixed-integer programming (MIP)-based optimisation model. ParBFT partitions the
entire consensus network into several subnets (i.e., consensus committees) which allows
Byzantine consensus to run in parallel in each subnet. Together with the use of multi-signature
techniques, ParBFT’s message complexity is minimised to a constant level (i.e., O(c)) in each
committee.

Selected Publications

● Btissam Er-Rahmadi and Tiejun Ma, “Data-driven mixed-Integer linear
programming-based optimisation for efficient failure detection in large-scale distributed
systems”, European Journal of Operational Research 2021.

● Yifei Xie, Btissam Er-Rahmadi, Xiao Chen, Tiejun Ma and Jane Hillston, “A Stochastic
Programming Approach for an Enhanced Performance of a Multi-committees Byzantine
Fault Tolerant Algorithm”, Euro-Par 2022 PhD Symposium
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Argument Mining for Argumentation-based Decision Making

PI: Nadin Kokciyan

Bio: Nadin Kökciyan is currently a Lecturer in Artificial Intelligence at the  School of
Informatics and is a member of the  Artificial Intelligence and its Applications Institute (AIAI).
Her research interests include multiagent systems, agreement technologies (argumentation and
negotiation), privacy in social software,AI Ethics, Explainable AI and Responsible AI.

Summary: Argument mining (AM) is a growing area that combines machine learning and
natural language processing. AM is promising since it focuses on the automatic extraction of
structured arguments and the relations between them. Combining AM together with
computational argumentation techniques is an important step towards building explainable AI
models. Combining logic-based approaches together with machine-learning approaches is a
growing research area, such hybrid techniques can offer new ways to improve research in the
field of explainable AI. The developed framework will be a general framework that can be
adapted to various domains. Such a framework can be used as a decision-support system to
help humans to make better decisions while providing explanations. In recent work, we show
that conversational agents such as chatbots are useful in facilitating communication with
humans to assist them in their decision-making. Or such a framework could be used to provide
a summary to the user. For example, on Twitter, a user may need a summary about a specific
topic, and this framework could be used to display a set of arguments and counter-arguments
while providing further explanations.

Selected Publications:

● Sandrine Chausson, Ameer Saadat-Yazdi, Xue Li, Jeff Pan, Vaishak Belle and Nadin
Kökciyan, N.; and Ross, B. A Web-based Tool for Detecting Argument Validity and
Novelty. In Proceedings of the International Conference on Autonomous Agents and
Multiagent Systems (AAMAS), pages 3053–3055, 2023.

● Ameer Saadat-Yazdi, Jeff Z. Pan, and Nadin Kokciyan. “Uncovering Implicit Inferences
for Improved Relational Argument Mining”, in the Proceedings of the Conference of the
European Chapter of the Association for Computational Linguistics (EACL-23), pages
2476–2487, 2023.

● Ameer Saadat Yazdi, Xue Li, Sandrine Chausson, Vaishak Belle, Bjorn Ross, Jeff Z. Pan
and Nadin Kokciyan, "KEViN: A Knowledge Enhanced Validity and Novelty Classifier for
Arguments", in the Proceedings of the 9th Workshop on Argument Mining, pp. 104-110
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Efficient Training of Giant Neural Networks
PI: Luo Mai

Bio: Luo Mai is an Assistant Professor (Lecturer) in the School of Informatics at theUniversity
of Edinburgh. He is a member of the Institute of Computing Systems Architecture where he
leads the Large-Scale System Software Group. Mai is the founder of the Open Machine
Learning System Community, serving as an educational platform that fosters the development
of AI system software. He has contributed to the field of AI systems through his textbook
 Machine Learning Systems: Design and Implementation, published by the Springer Nature in
English and Tsinghua University Press in Chinese

Summary: Large deep learning models have achieved unprecedented performance in many
key data and AI applications recently. The training of these models, however, often requires
tremendous computational resources, which prevent them from being widely adopted in
practice. In this project, we will explore how to design a system that can efficiently train giant
neural networks. Such a system will have novel algorithms that can effectively partition the
networks and coordinate the training on distributed nodes. It will also have a high-performance
runtime that can efficiently exploit distributed heterogeneous processors and memory in training
the network.

Selected Publications

● HSE-Parallel: A Fast Parallelism Planner for Giant Neural Networks, 2022

● TorchOpt: An Efficient Library for Differentiable Optimization, JMLR 2023
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Learning to infer missing graphical knowledge and produce better
predictions from multimodal data and incomplete graphs

PI: Amos Storkey

Bio: Amos Storkey is Professor of Machine Learning and AI in the School of Informatics,
University of Edinburgh and an ELLIS Fellow. He now leads a research team focused on deep
neural networks, transfer learning, efficient learning and inference. He balances work on
fundamental methods in machine learning and applications in medical imaging and
geosciences. He is currently director of the EPSRC Centre for Doctoral Training in Data
Science, was AI Lead for the Boneseyes Horizon Project. He was Programme Chair for the AI
and Statistics conference.

Summary: The research challenge centres on the efficient management and interpretation of
increasing volumes of multimodal data. The complexity and variety of today's data, including
video, online meetings, and internet traffic, make it uniquely challenging to process and extract
valuable insights. Crucially, the challenge also involves inferring relationships within and
between datasets, such as inferring a personal knowledge graph in private image/video
collections to aid personalized search.

Selected publications:

● Fontanella, A., Antoniou, A., Li, W., Wardlaw, J., Mair, G., Trucco, E. and Storkey, A.,
2023. ACAT: Adversarial Counterfactual Attention for Classification and Detection in
Medical Imaging. ICML 2023

● Jelley, A., Storkey, A., Antoniou, A. and Devlin, S., 2023. Contrastive Meta-Learning for
Partially Observable Few-Shot Learning. ICLR 2023

● Rezk, F., Antoniou, A., Gouk, H. and Hospedales, T., 2023. Is Scaling Learned
Optimizers Worth It? Evaluating The Value of VeLO's 4000 TPU Months. Neurips 2023,
ICBINB Workshop.
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EPOCH: Effectful programming on capability hardware

Note: This is a new project and is either about to start or has only just started

PI: Sam Lindley and Ian Stark

Bios:

Sam Lindley is a Reader in Programming Language Design and Implementation and holds a
UKRI Future Leaders Fellowship in Effect Handler Oriented Programming. He also provides
senior technical consultancy to Huawei through his company Effect Handlers Limited.

Ian Stark is a Senior Lecturer in Computer Science at the University of Edinburgh. His research
is on mathematical models for programming languages and concurrent systems, ranging from
formal specification of instruction set architectures to biochemical modelling with the continuous
pi-calculus.

Summary: Effect handlers are a powerful programming-language abstraction for working with
computational effects like exceptions, concurrency, and probabilistic programming. Current
implementations of effect handlers use a range of methods to map them to existing hardware
features, either through libraries or compiler transformations. We propose to replace these with
a direct translation using the hardware-checked capabilities provided by CHERI: a novel
machine architecture that efficiently enforces resource guarantees (such as memory protection
and software compartmentalization) in hardware.
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Hardware-accelerated reliable replication protocols
Note: This is a new project and is either about to start or has only just started

PI: Boris Grot

Bio: Boris Grot is a Professor in the School of Informatics at the University of Edinburgh,
where he leads the EASE Lab (Edinburgh Architecture and Systems Lab). His research
focuses on understanding and alleviating efficiency bottlenecks and capability shortcomings of
processing platforms for data-intensive applications. Boris is a member of the MICRO Hall of
Fame and a recipient of multiple awards for his research. He was the Program Co-Chair for
MICRO 2022 and is the General Chair for HPCA 2024.

Summary: This project addresses the need for a high-performance and fault-tolerant
replication protocol at datacenter scale. Our observation is that while data volumes continue to
increase, improvements in CPU performance are stagnating. This means that existing
replication protocols, which run in software on CPUs, may become major performance
bottlenecks going forward.

The key hypothesis explored in the project is that – in the absence of failures –
strongly-consistent replication protocols resemble cache coherence protocols. The latter have
been shown to be efficiently handled through simple state machines fully implemented in
hardware. Our goal is to apply the rich knowledge from decades of hardware-offloaded cache
coherence protocols to distributed systems at datacenter scale. To that end, we will develop
and prototype a consistency controller, a hardware-accelerated protocol engine on the NIC that
will handle consistency actions, thus freeing the CPU to work exclusively on the application
logic. We will further study the space of consistency protocols to understand which protocols
are fundamentally better suited toward hardware offload.

26



27



Incremental Evaluation of Property Graph Queries
Note: This is a new project and is either about to start or has only just started

PI: Milos Nikolic

Bio: Milos Nikolic is a lecturer in database systems in the School of Informatics, University of
Edinburgh. His research interests are in databases and large-scale data management systems.
He has recently made contributions to  in-database learning, stream processing, incremental
computation, and query compilation. 

Summary: Graph database systems such as Neo4J, TigerGraph, and JanusGraph serve as
the backbone of many applications that need to store and analyse graph-structured data. In a
growing number of domains – e.g., financial fraud detection, recommendation systems, and
social platforms – graph applications rely on complex queries and require real-time responses
when the underlying data changes. Existing graph database systems, unfortunately, provide
limited support for the incremental evaluation of graph queries. For example, Neo4J supports
graph updates but lacks the support for automatic incrementalisation of graph queries, meaning
that the user needs to explicitly specify how changes are propagated for a given query; this
approach is tedious and error-prone. Recent work by Szárnyas et al. proposes transforming
property graph queries to relational algebra queries and using existing database techniques for
their incremental evaluation. This work, however, exposes limitations that may restrict its
adoption in practice: for example, it considers only bounded graph reachability queries with a
naïve translation to relational algebra, disregards optimisation opportunities arising from the
structure of the query, and misses out on recent developments in the areas of join processing
and incremental query evaluation (e.g., worst-case optimal join algorithms). Thus, automatic
and practical incremental evaluation of graph queries remains an open problem.
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RobustCheck: Testing Robustness of Compiler Optimisations
and Deep Learning Framework

Note: This is a new project and is either about to start or has only just started

PI: Ajitha Rajan

Bio: Ajitha Rajan is a Reader in the School of Informatics, University of Edinburgh. Prior to
arriving in Edinburgh, she was a post-doc at Oxford University and at Laboratoire
d'Informatique de Grenoble in France. She graduated with a PhD in Computer Science from the
University of Minnesota. Her interests include: automated software testing techniques
considering test generation, test oracles, test coverage metrics and biomedical artificial
intelligence focusing on cancer survival models, interpretability for biological sequences and
medical images.

Summary: Compilers and deep learning (DL) frameworks play a fundamental role in aiding
deployment of a deep learning model on a device. The process of model deployment involving
the frameworks and compiler is not without errors. For instance, a study involving 3023 Stack
Overflow posts built a taxonomy of faults and highlighted the difficulty of DNN deployment [4].
Another study explores the effect of DNN faults on mobile devices by identifying 304 faults from
GitHub and Stack Overflow[ 5]. Existing techniques for testing models fail to consider
interactions with the underlying computational environment -- conversions between Deep
Learning (DL) frameworks (e.g., TensorFlow, PyTorch,TensorFlow Lite) and compiler
optimizations (e.g., operator fusion, loop unrolling, etc.). The application domain for this project
is a prediction model for cancer vaccine design. The ability to predict whether a peptide will get
presented on MHC Class I molecules is a critical step in designing vaccines so they can
activate the immune system to destroy the invading disease protein. Cancer vaccines targeting
tumour proteins have become the main direction of tumour vaccine in recent years. We aim to
provide testing capabilities and quality measurement for prediction models in vaccine design
that will assess robustness with respect to changes in DL frameworks and compiler
optimisations in the computational environment and use it to provide an operational boundary.
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DBShaker: Smart Recompilation for Adaptive Analytical Query Processing

Note: This is a new project and is either about to start or has only just started

PIs: Antonio Barbalace, Amir Shaikhha

Bios:
Antonio Barbalace is a Senior Lecturer in Operating Systems in the School of Informatics. His
research interests include operating systems, virtualization environment, compiler, linker,
runtime systems for parallel, distributed, and heterogeneous computer architectures (including
near data processing platforms), real-time and general-purpose scheduling, targeting large
deployments (data-center) as well as small-devices (embedded/IoT).

Amir Shaikhha is an Assistant Professor (Lecturer) in the School of Informatics at the
University of Edinburgh. His research focuses on the design and implementation of
data-analytics systems by using techniques from the databases, programming languages,
compilers, and machine learning communities. Prior to that, he was a Departmental Lecturer at
Oxford. He earned his Ph.D. from EPFL in 2018, for which he was awarded a Google Ph.D.
Fellowship in structured data analysis, as well as a Ph.D. thesis distinction award. He has won
the Best Paper Award at GPCE 2017 and the Most Reproducible Paper Award at SIGMOD
2017. He (co-)chaired the program committees of DBPL 2021, Scala 2022, DRAGSTERS
2023, and GPCE 2023.

Summary: This project looks at the intersection between databases and compilers, and it
investigates techniques to improve the performance of statically compiled database queries at
runtime – based on the observed data. The target use case is the analytical queries in data
warehouses and data lakes. While statically compiled database queries are optimised for
performance, they do not benefit from runtime optimizations based on the observed data – and
state, which are instead (somewhat) implemented in mainstream databases. Add to that,
optimizations based on the ISA/microarchitecture where they execute are missing. Hence,
statically compiled database queries can be further performance optimised by using runtime
observed data and platform information.
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Joint Inference Multi-Task Networks
Note: This project finished in 2022. It was one of the first awards the PI received and provided
a significant boost to his research

PI: Hakan Bilen

Bio: Hakan Bilen is a Reader (associate professor) in the School of Informatics in the
University of Edinburgh. Hakan joined the Institute of Perception, Action and Behaviour (IPAB)
at Edinburgh in 2017 and is leading several computer vision and machine learning projects in
the institute. His core expertise is in computer vision and machine learning with a focus on
weakly supervised, multi-task, data-efficient learning. He is co-author of more than 30
publications in the major international conferences and journals. He has been an area chair for
ECCV 2018, BMVC 2018–19, CVPR 2021, ICCV 2021 and a regular reviewer for all the major
computer vision and machine learning conferences and journals. He is an active member of the
international computer vision community and organised workshops and tutorials at CVPR
2017–18, ECCV 2020. He received the best paper award in BMVC 2011 and outstanding
reviewer award in ICCV 2017.

Summary: The project aims to learn machine learning models that can perform multiple tasks
jointly. This results in computation and memory efficient models, which is especially important
for platforms with limited resources, e.g. mobile devices. The main research challenge is to
learn a single set of parameters that can do well in all of the tasks. These models are not only
computation efficient but also data efficient, they can generalise to previously unseen tasks
from few training samples well by transfer learning.

Selected publications:
● W.-H. Li, Xialei Liu, H. Bilen, (2022). “Cross-domain Few-shot Learning with

Task-specific Adapters Proceedings of Conference on Computer Vision and Pattern
Recognition” (CVPR). ◦

● W.-H. Li, Xialei Liu, H. Bilen, (2021). “Knowledge Distillation for Multi-task Learning.
Proceedings of the International Conference on Computer Vision” (ICCV). ◦

● W.-H. Li, H. Bilen, (2020). “Knowledge Distillation for Multi-task Learning. Proceedings of
the European Conference on Computer Vision” (ECCV) Workshop. ◦

● L. Deecke, I. Murray, & H. Bilen, (2019). “Mode Normalization. International Conference
on Learning Representations” (ICLR).
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Probabilistic property-based testing
Note: This project finished in 2023

PI: Vaishak Belle

Co-PI: James Cheney

Bio: Vaishak Belle is Reader at the University of Edinburgh, an Alan Turing Fellow, and a
Royal Society University Research Fellow. He has made a career out of doing research on the
science and technology of AI. He has published close to 100 peer-reviewed articles, won best
paper awards, and consulted with banks on explainability. As PI and CoI, he has secured a
grant income of close to 8 million pounds. Dr Vaishak Belle is a Chancellor’s Fellow and Reader
at the School of Informatics, University of Edinburgh. He is an Alan Turing Institute Faculty
Fellow, a Royal Society University Research Fellow, and a member of the RSE (Royal Society
of Edinburgh) Young Academy of Scotland.

James Cheney is Professor of Programming Languages and Systems in the Laboratory for
Foundations of Computer Science at the University of Edinburgh. He held a Royal Society
University Research Fellowship 2008—2016, and an ERC Consolidator Grant 2016—2021.
His research interests include databases and provenance, programming languages, logic and
automated theorem proving.

Summary: The original aim of the project was to explore using insights from probabilistic
programming as a basis for improving property-based testing, a popular technique for
automated testing of computer systems. In general, property-based testing tests a declarative
specification of intended program behaviour by randomly generating inputs and testing whether
the expected property holds for each one. This can be viewed as a simple form of probabilistic
programming in which the naïve method of rejection sampling is used. The original aim was to
explore the question: what if we use more sophisticated sampling or inference methods from
the probabilistic programming community for property-based testing?

Selected publications

● Jesse Sigal, “Automatic Differentiation via Effects and Handlers: An Implementation in
Frank”, PEPM 2020 (short paper, non-proceedings)

● Jonathan Feldstein and Vaishak Belle, “Lifted Reasoning meets Weighted Model
Integration”, UAI 2021

● Jesse Sigal and Chris Heunen. “Duoidally enriched Freyd categories”. RAMICS 2023

● Jonathan Feldstein, Dominic Philipps, and Efthymia Tsamoura. “Principled and Efficient
Motif Finding for Structure Learning in Lifted Graphical Models”. AAAI23.
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The Tegola Rural Broadband Project

Note: Although both the PIs receive funding from the Joint Lab, this project has not been
funded through the Joint Lab. However, it has been visited a few times by groups from Huawei. 
It is included here not only for the technology but also for the scenery, which may be one of the
attractions of the project.

PIs: Peter Buneman and Mahesh Marina

Bios:

Peter Buneman is Professor of Database Systems at the University of Edinburgh. He has
spent much of his time trying to improve the interface between programming languages and
databases and to reconciling the principles of the two subjects. He has also made contributions
to the principles of phylogeny, to data integration, to semi-structured and graph databases and
to data provenance.

Mahesh Marina is a Professor in the School of Informatics at the University of Edinburgh and a
Turing Fellow at the Alan Turing Institute in London. Before joining Edinburgh, he had a
two-year postdoctoral stint at the UCLA Computer Science Department. He earned his PhD in
Computer Science in 2004 from the State University of New York at Stony Brook. He has
previously held visiting researcher positions at ETH Zurich and Ofcom London. He is a
Distinguished Member of the ACM and a Senior Member of the IEEE. 
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