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Abstract With the increasing demand for mobile Internet Keywords Wireless LAN- virtualization- 802.11. control
access, WLAN virtualization is becoming a promising solu-theory- throughput optimizationfairness

tion for sharing wireless infrastructure among multiple se

vice providers. Unfortunately, few mechanisms have been

devised to tackle this problem and the existing approaches ntroduction

fail in optimizing the limited bandwidth and providing vir-

tual networks with fairness guarantees. In this paper, was portable devices are becoming widespread and users in-
propose a novel algorithm based on control theory to conereasingly prefer connecting to the Internet though waele
figure the virtual WLANs with the goal oénsuring fair- access points (APs), Internet Service Providers (ISPs) are
ness in the resource distribution, while maximizing thaltot competing to provide wireless broadband services in popu-
throughputOur algorithm works by adapting the contention |ar locations such as airports, cafés, hotels,As the infras-
window configuration of each virtual WLAN to the chan- tructure on such premises is usually managed by local busi-
nel activity in order to ensure optimal operation. We con-nesses, network operators seeking to enable roaming ser-
duct a control-theoretic analysis of our system to approprivices for their existing customers or to gain additionakrev
ately design the parameters of the controller and prove sygnue from temporary users are often required to share the
tem stability, and undertake an extensive simulation studyesources of a single AP with other parties. The solutions
to show that our proposal optimizes performance under difrange from setting up a unique client authentication mech-
ferent types of traffic. The results show that the mechanismanism on the AP [1], which enables virtual networking for
provides a fair resource distribution independent of thenu each provider across the AP’s gateway connection, to es-
ber of stations and their level of activity, and is able toctea tablishing virtual APs (VAP) on the same device, that will

promptly to changes in the network conditions while ensurmanage the operation of independent virtual WLANS, ex-

ing stable operation.
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posing a unique service set identifier (SSID) for the users
of each operator. The latter is enabled by the recent hard-
ware/software advances that allow the virtualization afia s
gle physical interface and the creation of multiple logisBl
entities [2—4].

Although the existing virtualization techniques solve the
problem of sharing a single wireless resource, they do not
provide fairness guarantees among VAPs that serve differen
number of clients, as in the case illustrated in Fig. 1. Speci
ically, as the IEEE 802.11 MAC protocol [5] grants stations
equal opportunities of accessing the channel [6], in sueh sc
narios the throughput performance of the VAPs will be pro-
portional to their number of users, and thus overloaded vir-
tual WLANSs will significantly affect the performance of the
coexisting networks. Considering the example of Fig. 1 with
saturated stations running standard EDCA, WLAMII be
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We conduct a performance analysis of the virtualized
WLAN to characterize the optimal point of operation, which
- ~~ Access provides the foundations for the design of our algorithm. We

N Point configure the parameters of the Pl controllers and prove sys-

I\ \& & /\ P ~ tem stability by undertaking a control-theoretic analysfis

N _ \ the WLAN. The key advantages of our solution are {fijait
ST - T l is fully compliant with the 802.11 standard as it requires no
WLAN2, NN . 2 . . ) .
( < _ modifications at the client side, while solely relying on ex-
N )7 isting AP functionality(ii) it provides the same throughput
S~ _ -~ WLAN3 performance for all the VAPs sharing the wireless resources

—————

irrespective of their number of users and their traffic pat-
Fig. 1 Scenario under study: a single Access Point hosting meitipl ©€NS(iii) it guarantees that non-saturated stations see all of
virtual Wireless LANs on the same channel, each with difiermm-  their traffic served, an(@v) it maximizes the total through-
ber of users. put of the network.

The performance of the algorithm has been evaluated by

means of simulation experiments under different network
taking 50% of the network throughput, while WLANwill scenarios. The results show that our proposal significantly
receive 66% of the remaining bandwidth. Hence, the deeutperforms the default 802.11 scheme in terms of through-
fault configuration of the 802.11 protocol yields significan put, while providing fairness gains of up to 50% as com-
inter-VAP unfairnesslf operators decide to share a given pared to both EDCA and the static configuration of ¢Hé”
Access Point using virtualization, and they evenly shage ththat maximizes throughput in the whole system. Further-
deployment and maintenance cost of the infrastructurg, thimore, we show that our approach maximizes performance
default behavior is highly undesirable, as those VAPs witreven when not all the stations are backlogged,; in this case,
few stations will obtain a small share of the wireless re-non-saturated VAPs see their throughput demand satisfied
source for the same cost. Based on this observation, we awhile the remaining resources are equally shared among the
gue that a fair distribution of wireless resources betweemore demanding VAPS.
VAPs is requiredRecent work [7] addresses this problem  The rest of the paper is organized as follows. In Sec. 2
by proposing an architecture to deploy algorithms that enwe present our system model and derive the optimal point of
force equal airtime among groups of stations. However, theperation of a virtualized WLAN, Sec. 3 describes the pro-
solution requires clients to run a software applicationitha  posed algorithm, a control-theoretic analysis is condlicte
volves non-negligible signaling with a central controller ~ Sec. 4 to configure the algorithm’s parameters and in Sec. 5
cated at the AP and employ traffic shaping to limit the sendwe evaluate the performance of our proposal through simu-
ing rates, which challenges its practical use. Additignall lation experiments. Sec. 6 summarizes the related work and,
this and previous proposals [7-10] do not address througliinally, Sec. 7 concludes the paper.
put optimization in virtualized WLANS, which is essential
given the scarce nature of the wireless medium.

In this paper, we propose-VAP (Control-theoretic op- 2 System Model and Optimization
timization of Virtual APs)a novel algorithm that maximizes ) ) )
the total throughput shared by virtual APs while providingWe consider the case df different virtual WLANSs shar-
faimess guarantees. The key technique of C-VAP is to end"d the resources of a single AP and operating on the same
ploy control-theoretic tools to adjust the contention vand ~ CaMer freql.JenC)]/.We.assunlwe ideal channel conditions, and
(C'W) configuration of the stations within each VAP, to drive that all stations are in carrier-sensing range of each pther
the WLAN to the optimal point of operation and evenly regardles.s.of the virtual AP they are associated with. Is thi
share the resources among the virtual networks. SpegficallV@y collisions are the only source of frame lossgsch
with our approach the AP runs an independent proportionéﬂeal channel conditions have been W|dely. used in the past
integrator (PI) controller for each VAP, which monitors the (S€€ €. [6,12,13]) and been proven to yield a good level
channel activity and drives the empty slot probability te th Of &ccuracy in experimental scenarios [ consider sta-
optimal value that maximizes performance, while simultaions are using a single transmission queue (noteftiat
neously equalizing the probabilities of successful trassm 10Wing [15] the analysis can be easily extended to account
sions among the VAPs. To this end, each controller comfor multiple active EDCA queues per statio@jiven that our
putes the Optlma_ﬂjW to be L,jsed by the clients of the VAP — In case of overlapping BSS scenarios, our mechanism cardbe in
and broadcasts it to the stations by means of beacon framggndently implemented on each AP, as long as they emplopppiate
a feature specified in the current standard [5]. dynamic channel assignment schemes such as, e.g., [11].
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approach computes the optimal point of operation according To derive the condition that guarantees fhst objec-
to the observed network conditions, the exponential bdckotftive is achieved, we rewrite (2) as
scheme is not required, (furthermore, this would increigse i p

ter) and therefore we s€tW,,i, i = CWingzy = CW; (We R, = -7 . (5)
refer the reader to [15] for a detailed discussion and valida To = (To = Te)Pe
tion of this argument)We denote withC'W; the configu- With the above, it can be easily seen that the first ob-

ration of the contention window parameter that the virtualiective imposes the following constraint on the transnoissi
AP i (VAP;) announces to its; associated stations, with probabilities:

i € {1,...,N}. Assuming that all clients operate in satu- _—
JJ

ration cond|t|ons i.e., they always have a frame ready foH =1 - (6)
transmissiorf, the probability that a station transmits at a =~ Ti R
randomly chosen slot time is given by [12], which, assuming; < 1Vi, can be approximated by
2
e al7 7 1 NiTi = NTj. @)
T irowy @

. _ . _ Based on this result, we next addresssheond objec-

VAP;, denoted agt;, can be computed 4%3] obtained by any VAP(given the first objective, this is equiv-
E[paylod VAP, /slot] S.L alent to maximizing the total throughput). Using the same

R, = _ 7 5 L )
Efslot longth] PT. 7 (1—PIT, (2) approximationr < 1 on (5) yields

TLZ'TZ'L o TLZ'TZ'L
whereSi is the probablllty that a slot contains a succ_essfule' ST P —(To—T.) Tolld—ma) " — (T, —T.)’
transmission from VAR L is the average frame lengtR, is
the probability that a slot is empt§,. is the corresponding which can be further approximated as

slot length in this case and, is the average length of an

. . . . n;7; L n;T; L
occupied slot, as derived in [13]P, is expressed as R; ~ TS — (T, —T) = T oNmm To—To)

N . .

" The optimalr;, denoted as;*, can be obtained by solv-

Pe: H(l_Tk) ka (3) |ng

k=1 de
while S; can be computed as dri

v which leads to the following non-linear equation:
. n niT; o M
S =nmi(1— 7)™ 1 H (1—mp)" = T . (4 n; [TOeNT”“ — (T, — Te)} — (niTi)ToeNT‘"'LNni =0.
k=1,k+i

_ To solve this equation, wproceed as in [12,16] and use a
The above completes our throughput analysis. Based oraylor expansion to approximate the exponential, e =
this model, we next address the optimization of t8; 1 4 » + 22/2 + ..., and, givenr; < 1, we neglect the
parameters of all VAPs in order to fulfill two key ObjeCtiveS. 7; terms above second order, which leads to the fo”owing
Namely, our goal is to design an algorithm that ensures thexpression for;:

following two requirements:
1 2T,

1. All VAPs obtain the same performance when the net’i = Nn; \ T, (8)
work is fully loaded, regardless of their number of sta- ] ] ) ) )
tions. i.e. Thus, we obtain the optimal W’ configuration by substitut-

Y Ri—R Vi ing the above in (1),
i — 15 )
2

2. The overall network performance is maximized, i.e., CW; = P L. 9)

max Z R; Finally, we compute the probability of an empty sl&,

when all stations are configured as above, which will char-
2 Later on we relax this assumption and demonstrate that perfo gcterize thepoint of operation of the WLAN under optimal
mance is optimized even when some stations are not saturated
3 Although for simplicity reasons we assume throughout thgepa 4 Note that this assumption is reasonable, as large valuebeof t
a fixed frame length, this assumption could be relaxed falligwour  transmission probability would lead to high collision pabllity and
previous work [13]. hence to an inefficient utilization of the WLAN.
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configuration. To this end, we substitute (8) in (3), which
results in

AR
P = 1 )== 10
: H( Nnk\/To> : (10)

k

This expression can be approximated as

P e ¥V — oV (11)

The above shows that, under optimal operation with sat
urated stations, the probability of an empty slot is a cartsta
independent of the number of VAPs and stations. The ke
approximation of this paper is to assume that this also hold
when there are non-saturated stations in the system. The ¢
curacy of this approximation will be assessed in Sec. 5.

Fig. 2 Use of a different PI controller per Virtual AP.

3 C-VAP Algorithm

the error signal of all VAPs will be zero. Otherwise, a non-
From the analysis of Sec. 2 we know that the optimal pointeq error will drive the system from its current state to-
of operation of the system as given By does notdepend \yards the optimal state. In our approach, the error signal
on the number of VAPs, the number of stations, or their acz_ is designed to fulfill the two objectives identified previ-

tivity. This suggests thaf,” can be used asraference sig-  oysly, namely(i) VAPs fairly share the system resources,
nal, to assess how far the network is operating from this OPand(ii) the overall throughput is maximized.
timal point and react accordingly. A key challenge, though, | order to satisfy the above requirements, we take the

is to appropriately react when the system deviates fRIMm  gror signal as the sum of two terms. The first one is given
if the reaction is not quick enough, this will result in wagta by:

of channel time; on the other hand if the reaction is too
prompt, the system may turn unstable due to the inherent,,; = P, — P., (12)
randomness of the EDCA mechanism. , ) .

Control theory is a particularly suitable tool to addressWhefrePe IS th_e estimated propabll|ty of an empty S,|Ot aqd
this challenge, since it provides the necessary apparmatus fDe* is the optimal yalue resulting from _our gnalyss. This
guarantee the convergence and stability of adaptive a|g(5t_erm ensurg_s th‘f"t if the network qperatlon yields ap empty
rithms. Therefore, in this paper we propose C-VAP (ControI-SIOt probability higher than the desired value (corresogd

theoretic optimization of Virtual APs), a mechanism based:0 a SPbop“ma' ‘_“"'26}“0” of the channel), the error wil b
on the classic control system depicted in Fig. 2, where eacﬂegat'v_e’ thus trlggerlng a decreage_ of ¢i#’; and there-
VAP runs an independent controller in order to compute '[héOre an increase in the channel ac_t|V|ty..
CW configuration of its client8.Specifically, we employ a The second term of the error signal is:
proportional integral (PI) controller [17], a well-knowred - _ _
vice from classic control theory that has been previously /“"™ — (N —1)Si = Z S (13)
applied to a number of networking algorithms in the liter-
ature [16, 18, 19]A key advantage of using a Pl controller ~ This term of the error ensures that if VAP obtain-
is that it is simple to design, configure and implement withing a share of the total bandwidth larger than the average of
existing hardware [16]. the other(N — 1) VAPs due to employing a small&r'iV

As shown in the figure, the PI controller of VARakes configuration, the error will be positive, thus reducing the
the error signak; as input and provides the control signal aggressiveness of the stations associated to, VAP
o; as output, which is then used to compute &8/; an- The combination of (12) and (13) leads to the following
nounced by VAR, thereby controlling the aggressiveness oferror signal:
then; stations. The error signal serves to evaluate the state .
of the system. If the system is operating at the desired poinfi = €opt t €fairi = Fo' — Fe + (N —=1)8i — ; S; (14)
JF

i

5 Although in the figure we represent each VAP as a differentilo . . .
they all run o the same physical device and therefore theyeaaily Theorem 1included in the Appendix guarantees that there

share operation parameters, e.g., sniffed frames. exists an unique point of operation at which both terms of
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where
System
Controller mmmmmmmmm oo s ng 0 --- 0
' 0 ng--- 0
E 0! w | m=|. .. (19)
> C b N > WLANSs : :
i ! 00--ny
CoTTToTTTmT T I and
e Cpi(z) 0 - 0
z " 0 CPI(Z) cee 0
Fig. 3 Control system. : : i :
0 0 T ij(z)

the above error signal are equal to zero, this being our talith Cr1(2) being thez-transform of a PI controller, i.e.,

get configuration specified by (8). Note that this result is of K
. . . . . Cpr (Z) =Kp+ .
particular importance, as it ensures that there existsglesin z—1
point of operation for the whole system despite the indepen-  |n order to analyze this closed loop we need to character-
dent Pl instances running at each VAP. ize the cluster of VAPs as a system with a transfer function
H that takes as input thg’s and provides as output the error
_ _ signalse;’s. Since our system acts with beacon frequency,
4 Control-Theoretic Analysis typically 100 ms, we can safely assume that the channel

. ] measurements obtained over a beacon interval correspond
To appropriately configure our Pl controllers, we conductg, stationary conditions. This implies that the error doess n

a control-theoretic analysis of the closed-loop system degepend on the previous values, but only on the output value
picted in Fig. 2, which can be expressed in the form of Fig. 3computed in the previous interval; this is modeled by the

where termz~"! in the figure, which shows that the error signal at
a given instance is computed with the output signal of the

(21)

€1 P{ P+ (N =1)51 =3 500 5 previous interval.
B ] _ Pr—Pet (N=1)52 =35 Following the aboveFE can be computed fromd by
: : ’ multiplying its elements by their respective’s to obtain
eN P —P,+ (N —1)Sy — Zj;éN S; the W vector, using (1) to compute the respectiys, and
(15) expressing®. and theS;’s as a function of the;’s, follow-
ing (4) and (3). This gives a nonlinear relationship between
o1 E andO. In order to express this relationship as a transfer
09 function, we linearize it when the system suffers small per-
0= ; (16)  turbations around its stable point of operatibiote that the
stability of the linearized model guarantees that our syste
ON is locally stable [18], which is confirmed by the performance
and evaluation results presented in Section 5.
We express the perturbations around the point of opera-
CW; tion as follows:
CWsy
W = : ; (17)  0i = 0 opt + 60; (22)
CWN whereo; ., is theo; value that yields;*.

With the above, the perturbations suffered Bycan be

Our control system consists of one Pl controller responapproximated by
sible for each VAR, which tgke@i as |r_1put and glvesz-_ a_s SE—=H .50 23)
output. Each VAP takes this output signal and multiplies it
by the number of associated statioms and the resulting Where

value is broadcast to the associated stations ag’ilireto der Oex ., Oex
. . . . . 801 602 BON
use during the next interval. Following this behavior, wa ca % % e 8362
express the relationship betwegrand!V as follows: H = oo o (24)
den Do  oe
W(z)=Mn-0=N-C - E(z), (18) ¥ iy R e
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The above partial derivatives can be computed as between speed of reaction to changes and oscillation under
dei e, 07, OCW, st_able conditions. To find thls_ trade_-off we use Hiegler-
%0: — 9. 9OW. Do, (25) Nicholsrules [20] as follows{i) we first compute thé{p
0j 7i i 99 value that leads to instability wheii; = 0, denoted ad(;;,

where we have, according to our system, and configurd{p = 0.4K7; (ii) we then compute the oscil-
9O lation periodT; when the system is unstable, and configure
3 J — nj, (26) K= Kp/(085T])
j To computeK we setK; = 0in (34), which gives
while (1), evaluated at the stable point of operation, \geld
NT,
Kp < ———. (35)
377 o 172 @7) PrT,
ST 57
oCW; 2 Since the above is a function &f, to find a bound in-
We next computee; /07; for j # i that, after some dependent of the number of VAPs we sét= 1, as this
operations, yields the following constitutes the most restrictive caseldp, which leads to
Ty
862- TLjPe n;T; 1 NkTk KU = P*T." (36)
— = 1-(N-1) — +) , ete
or; 1—7; -7 1-1 ‘1 — T3 . . . .
k#i During unstable operation, a given set of input values

(28)  may change their sign up to every time interval, yielding
an oscillation period of twol; = 2). Thus, we obtain the

which, evaluated at the stable point of operation (with ~ following configuration for thek » and K ; parameters:

n;7;) and assuming; < 1, results in the following

T,
_ Kp=04—2,
gef ~ 0. (29) r PrT. @a7)
7 02 T,
If we now computee; /d7;, we obtain 17085 P*T,”

It is easy to verify that this configuration meets the con-
dei _ nile 14 N-1 (N-Dn n Z NkTk dition of (34) and therefore guarantees the stability of the
o, 1-—m 1—7; 1—7 ‘1 -7 system.

which, evaluated at the stable point of operation, resalts i 9 Performance Evaluation

de; ~ Nn.P.. (31) To evaluate the performance of the proposed algorithm, we
oTi ’ conducted an extensive set of simulation experiments. For
Combining all the above yields this purpose, we have extended the simulator used in [13,
16].° which is an event-driven network simulator based on
H=Kpyxl (32)  the OMNeT++ framework that closely follows the details
of the MAC protocol of 802.11 EDCA for each contending
where station. The simulations are performed with the system pa-
Ky = _PITe (33) rameters of the IEEE 802.11a physical layer [21] and the

NT, 54 Mbps PHY rate, assuming a channel in which frames are
only lost due to collisions and considering stations traihsm
frames with a payload size of 1000 bytes. We present av-
oerages over 10 simulation runs, each lasting 300 seconds.
We also compute 95% confidence intervals for the through-
put figures, and confirm that in all cases their width is well
below 1% of the average.
Unless otherwise specified, we assume that all stations
+ %KI (34) are saturated. We compare the performance of our proposal,

Thus, our system is now fully characterized by the ma
tricesC and H. The next step is to configure th€p and
K parameters of the PI controller. Following Theorem
(provided in the Appendix), we have that th& p, K} set-
ting has to fulfill the following condition for the system to
be stable:

NT,
P*T,

K< Kp <

. ) . . 6 The source code of the simulator used in [13, 16] is available
In addition to guaranteeing stability, our goal in the con-http://enjambre.it.uc3m.es/ ~ ppatras/owsim/

figuration of the PI parameters is to find the right trade-off 7 http://www.omnetpp.org
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Fig. 4 Throughput distribution among VAPs. Fig. 5 Throughput performance and inter-VAP fairness.

C-VAP, against the following two alternative@) the stan- the Inter-VAP JFI as in the previous case. The results are
dard default configuration, denoted as ‘EDCA [5], diflthe depicted in Fig. 5.

staticC'W configuration that maximizes total throughputof ~ The figure confirms the results obtained in the previous
the WLAN (regardless of VAPs associations) under saturascenario. First, it can be seen that as the total number-of sta
tion conditions [12], labeled as ‘Bianchi’ in the plots. tions increases, the EDCA configuration results overly ag-
gressive and therefore the overall throughput performence
degraded; in contrast, both C-VAP and Bianchi’'s approach
are able to maximize the total throughput. On the other hand,
only C-VAP is able to provide a fair resource distribution
Our first aim is to validate that C-VAP is able to maximize with JFI=~1 in all cases, while the other two approaches ex-

the throughput performance in the WLAN while providing cessively favor VAR as its number of users increases, which
all VAPs with a fair share of the resources. To this end, wgesyits in JFI values significantly smaller than oMore
consider the case of three VAPs with = {2,4,6} satu-  gpecifically, although Bianchi’'s approach optimally config
rated stations, respectively, and compute the throughput o yres theo'Iw and maximizes the overall throughput, it does
tained by each station. The results, grouped by VAP, are preot take into account users associations and thereforé-pena
sented in Fig. 4. izes the VAP with the least number of stations.

The figure shows that C-VAP succeeds in providing all  The above results confirm that, in saturation conditions,
VAPs with the same throughput (8.9 Mbps approximatelylyyr mechanism is able to maximize the overall throughput
regardless of their number of users (the stacked boxes shqwthe system while guaranteeing a fair distribution of e r
the throughputattained by each station). In contrast,tero  sources among VAPs. In what follows, we study the case of
two alternatives fail to provide fairness among VAPs, and in non-saturation scenarios and assess the effectivendss of t

stead favor the VAPs with higher number of associated stasonfiguration of the Pl controller under both steady opera-
tions. Precisely, the Jain Fairness Index (JFI) [22] for thejon and dynamic conditions.

per-VAP throughput distribution yields values of 1, 0.8%an

0.86 for C-VAP, Bianchi and EDCA, respectively. Note that

C-VAP is able not only to enforce fairness among VAPS, bus.2 Non-saturation Scenarios

also to maximize the overall throughput in the system; in-

deed, the total throughput obtained with C-VAP and BianchWe next analyze the behavior of the proposed algorithm in

is approximately 26.7 Mbps, while the default EDCA con-non-saturated traffic conditions, to confirm that the good

figuration proves to be too aggressive for the consideregroperties of C-VAP are maintained even when stations are

number of stations and yields a total throughput of 24.6 Mbpsot constantly backlogged with frames to transmit. Noté tha
We next analyze how the performance of the three apunder non-saturation conditions our goals are the follow-

proaches varies when the number of stations associated wiihg: (i) non-saturated stations see all their traffic served, as

the VAPs changes. For this purpose, we consider the case loing as they generate less than the saturation (i§t&APs

two VAPs, withn; = 5 stations and an increasing numberwith saturated stations fairly share resources regardiess

of saturated stations associated with JAPor each consid- the number of stations; ar(di) the overall network perfor-

ered case, we obtain the total throughput in the system andance is maximized.

5.1 Throughput & Fairness
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16

14 4
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Total
throughput [Mbps]

10
16

Saturéted stationé ——
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12

Throughput [Mbps]

e
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©
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Number of saturated VAPs Number of non-saturated stations

Fig. 6 Throughput performance with non-saturated stations &fsoc ~ Fig. 7 Performance vs. increasing number of non-saturated satio
to one VAP.

) ) ) saturated stations generate 500 kbps Poisson traffic). e co

In our first set of experiments, we consider the case of e the aggregated throughput per VAP, and the throughput
one VAP withny = 5 stations generating 500 kbps Pois- gistribution within VAR, and depict the results in Fig. 7.
son traffic, and an increasing number of VAPS, each having  r¢ figure shows that the good properties of the through-
ni = 5 -1 saturated stations, i.e., the first VAP with satu-p, ;¢ gistribution are maintained also in this case. Indeed, i
rated stations associated has = 5, the second VAP that 5 cases the VAPs fairly share the resources like in the pre-
we add hasi, = 10, and so on. The aggregated throughputio;s cases, each one getting about 13.5 Mbps (top subplot
per VAP is depicted in Fig. 6 for the three considered mechgt e figure). Examining the throughput distribution withi
anisms. We mark with solid b[ack the throughput obtf';unec{/Ap2 (bottom subplot of the figure), again we see that sat-
by the non-saturated VAP, while the other boxes depict thgated stations are able to maximize their performance as
throughput of the saturated VAPs. The results can be sunjgng 45 non-saturated stations see their traffic servede Onc

marized as follows: the number of non-saturated stations increases abovee20, th
— C-VAP satisfies all the considered objectives, as the nor€sources are fairly distributed among the stations witien
saturated VAP always sees all of its traffic served, whileVAP.
the other VAPs fairly share the available bandwidth, which
is furthermore maximized.
— The optimal-throughout configuration (Bianchi) only sat
isfies the non-saturated VAP as long as the number o]f_

saturated VAPs is below 5. Otherwise, despite the over: he main Objs?t'\ée n Te ?ettmr?_ of thér an:{(l dparfaf\ E]et
all throughput is maximized as with C-VAP, the uneven €rs proposedin Sec. 215 fo achieve a good tradeolt between

ISP stability and speed of reaction to changes in the system.
distribution of resources harms the performance of non= . .
' . . To validate that our system guarantees a stable behavior,
saturated traffic and favors the VAPs with more associ- . .
ated stations we consider the case of three VAPs, with= {5,10, 15}
. o ' S saturated stations each, and analyze the evolution over tim
— Finally, EDCA fails to fulfill all the above objectives, fthe OV db hvirtual AP f K
as it does not serve non-saturation traffic appropriatelyc,) _e annour_me y eachvir u_a _oro{,le, 1}
: S setting proposed in (37) and a configuration of these param-
the throughput is not maximized, and resources are un- ) . L
eters 10 times larger. The results are depicted in Fig. 8. We
evenly shared. ) . ;
observe from the figure that with the proposed setting (la-
The above scenario confirms that C-VAP is able to guarbeled “Kp, K;”) the systems performs stably with minor
antee a fair sharing of resources when a VAP with nondeviations of the”W's around their average values; in con-
saturated stations is contending vs. other VAPs with satuirast, for the other setting (labele&™s * 10, K « 10”) the
rated stations. We next analyze the case when there are sattnounced values drastically oscillate and the systemshow
urated and non-saturated stations associated with the sammestable behavior.
VAP. For this purpose, we consider the case of two VAPs, We next investigate the speed with which the system re-
with VAP, havingn; = 5 saturated stations, and VAP acts to changes in the working conditions. To this end, we
having 5 saturated stations and a varying number of norconsider the case of two VAPs, namely VABnd VAR,.

saturated stations associated (like in the previous case, n The first one has associated = 5 saturated stations, while

5.3 Configuration of the Controller
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KoK, from instability and with a smaller one it reacts too slowly
750 ‘ VAP to changes.
VAP,
500 VAP; - 1
250 6 Related Work
0 WLAN virtualization has recently become an important is-
sue addressed by the research community. Wireless networks
virtualization architectures are proposed in [23-25] and a
= virtual networking infrastructure using open source tech-
(8]

niques is introduced in [3]. Design and implementation of
solutions for supporting multiple virtual WiFi interfacegth
a single physical device are discussed in [2,4]. TDMA-based
Time (s) approaches to WLAN virtualization are studied in [8] and
[9], while the strengths and drawbacks of space and time
based virtualization techniques are compared in [26]. AP
virtualization for enabling efficient mobility managemént
Keld described in [27, 28]. Client virtualization is employed fo
supporting simultaneous connectivity to multiple APs and
achieving bandwidth aggregating in [29-32], while [10] ex-
ploits virtualization and multi-AP connectivity to imprev
video streaming performance. In [7] the problem of fair shar
0 : : : : ing of the uplink airtime across groups of users is considlere
Kp/10.K;/10 in a network virtualization scenario.
‘ ‘ gﬁg; However, none of the above works address the prob-
200 f 1 lem of throughput optimization in virtualized WLANs while
10 | | providing fairness guarantees to virtual APs, which signifi
/—' cantly limits their applicability to practical scenariofi@are
0 : : : : service providers seek to maximize revenue from their wire-
0 30 60 %0 120 150 .
Time (s) less subscribers. In contrast to these works, we propose a
standard compliant solution that can be easily deployed at

the AP and which successfully maximizes the network per-
formance while evenly sharing the resources among the vir-
éual networks, irrespective of their number of users.

Fig. 8 Stability of the PI controller configuration.

300

200

CW

100

300

cw

Fig. 9 Speed of reaction to changes.

for VAP, the number of associated stations varies over tim
as follows: in the beginning there are = 5 stations, at

t = 30 s 5 more stations join the network, and subsequentlyﬁ Conclusions
5 more stations join the VAP at= 60 s, resulting in a total

of ny = 15 stations. Then, after 30 s, 5 stations leave YAP ¢ js hecoming increasingly common that operators share a
and again 5 more stations leave at 120 s, the WLAN re-  pysical device to create different virtual WLANS, for rea-
turning to the initial state with, = 5 andny = 5. Forthis  gons varying from lack of available channels (and there-
experiment, we examine the evolution over time of&”  fore to increase efficiency in coordinating with compesor
announced by each VAP for ofii», K} setting, as well 14 infrastructure being owned by local businesses. In such
as for a configuration of these parameters 10 times smallegi,cumstances, it is critical to guarantee fair sharingesf r
The results are depicted in Fig. 9. sources between virtual WLANs while maximizing through-
The figure shows that with our settingi(’», K;"), the  putand, therefore, revenue. While previous approaches hav
system reacts fast to the changes described above, as f@vided the means to enable virtualizatmmto optimally
C'W announced by VAPreaches the new value almost im- configure a single-owner WLANhe problem of an optimal
mediately. In contrast, for the other settinds(» /10, K;/10”), yet fair configuration has not been addressed. Furthermore,
the system cannot keep up with the changes and reacts t@fthout a proper configuration, the default access scheme
slowly. favors those operators with more clients, thus degradiag th
We conclude that the proposed settind &fp, K1} pro-  performance of the users attached to lightly loaded netsvork
vides a good tradeoff between stability and speed of reac- In this paper we proposed C-VAP, a novel mechanism
tion to changes, since with a larger setting the systemmsuffe that maximizes performance in virtualized WLANs scenar-
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ios while ensuring fairness among competing providers. ImTheorem 2 The Kp and K relationship specified by (34)
contrast to previous work that introduces non-trivial ajag  guarantees stability.

to both the AP and the stations, our approach runs exclu- )

sively at the AP and relies only on standard functionality.”r00f According to [33], we need to check that the follow-
Furthermore, by building on foundations from control the-iNg transfer function is stable

ory, C-VAR is able to adap.t.to change; in t_he WITAN.s while(I _lcm)ie (41)
guaranteeing system stability. Extensive simulationgioon

the good properties of our mechanism, and results show that Computing the above yields

(7) our scheme outperforms the standard configuration in -

terms of throughput(ii) it maintains falrness_ among vir- (I—2'"CKul)"'C = Kp+ 4 1, (42)
tual WLANS regardless of the network conditions, either in 1— -1 (KP + Zlizl) Ky

terms of number of stations or traffic patters (in contrast to
the standard or the throughput-optimal configurations), anwhich can be expressed as
(7i1) it promptly reacts to changes in network conditions

P(2)

while ensuring stable operatioRollowing our implemen- (I —z"'CKyl)™'C = - (43)
tation experiences [14], we plan as part of our future work Z° + zay + ag
to assess the performance of C-VAP in a real-life testbed. hereP(z) is a polynomial and

a] = —1(1+KPKH) (44)
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Appendix az <1, (46)
Theorem 1 Given the definition oé; in (14), there exists @1 < a2 + 1, (47)
an unique solution to the system defineceby= 0 Vi that ar > —1 — aq. (48)

satisfies,,s = 0 ande g4 = 0 Vi. ) ) o )
Equation (46) is satisfied as long & > K, while (48)

Proof By subtracting:; from e; we obtain is satisfied ifK; > 0. By operating in (47) we obtain the
relationshipKp < —K;II + K;/2, which combined with
ei—e;=(N—-1)S;—S;—(N—-1)S;+S; = N(S;—S;), the previous relations results in the conditions exprebyed
(38) (34).
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