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Abstract—Clustering, a key aspect of exploratory data analysis, plays a crucial role in various fields such as information retrieval. Yet, the sheer volume and variety of available clustering algorithms hinder their application to specific tasks, especially given their propensity to enforce partitions, even when no clear clusters exist, often leading to fruitless efforts and erroneous conclusions. This issue highlights the importance of accurately assessing clustering tendencies prior to clustering. However, existing methods either rely on subjective visual assessment, which hinders automation of downstream tasks, or on correlations between subsets of target datasets and random distributions, limiting their practical use. Therefore, we introduce the Proximal Homogeneity Index (PHI), a novel and deterministic statistic that reliably assesses the clustering tendencies of datasets by analyzing their internal structures via knowledge graphs. Leveraging PHI and the boundaries between clusters, we establish the Partitioning Sensitivity Index (PSI), a new statistic designed for cluster quality assessment and optimal clustering identification. Comparative studies using twelve synthetic and real-world datasets demonstrate PHI and PSI's superiority over existing metrics for clustering tendency assessment and cluster validation. Furthermore, we demonstrate the scalability of PHI to large and high-dimensional datasets, and PSI's broad effectiveness across diverse cluster analysis tasks.
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1 INTRODUCTION

Clustering algorithms are employed in a diverse range of machine learning (ML) and exploratory data analysis applications, including pattern recognition, computer networking, recommendation systems, market research, etc. [1]. Algorithms designed for this task seek to find intrinsic structures in data, allowing their separation into smaller groups of similar items based on some common characteristics. The utility of such information motivates its use as a pre-processing step for data analysis, or as dimensionality reduction methods to represent data with the most discriminatory patterns [2], [3].

Despite the obvious utility of clustering algorithms, several fundamental aspects of clustering are still highly debated or overlooked. These include universally agreed upon definitions [4], choice of appropriate clustering algorithms that optimize the quality of partitions [5], and even elementary questions such as whether data is amenable to clustering [6]. Given the purpose of clustering algorithms, the first and most important question that should be answered is: “Does a dataset contain any inherent grouping structure?”

Existing clustering methods and their applications [7] are often impractical due to issues such as time and computational complexities, or sensitivity to outliers. Further, their imposition of a classification on a dataset, i.e., blindly forcing a partitioning of the dataset without prior knowledge of inherent structures, produces partitions regardless of whether any natural clusters are present, which can, and very often lead to misinterpretations. While the objective of a clustering task can be constructive (subject to inten-
most fail to identify inherent structures in complex datasets or are not applicable in real settings due to their computational complexity. Further, many of the measures of clusterability are based on specific clustering algorithms or objective functions [13], [14], which effectively inverts the clustering pipeline (requiring that an algorithm is chosen before one determines whether data possesses sufficient structure to be meaningfully clustered), and thereby restricts the notion of clusterability to identifying structures that a chosen algorithm can capture.

In this paper, we propose the Proximal Homogeneity Index (PHI), a novel statistical scoring system that offers a deterministic and unbiased summary that describes the clustering tendency of a given dataset. Its formulation, designed to exploit global and local structures of inherent groups of data, produces a qualitative score that allows informed clusterability decisions, as well as the comparison of different topological configurations of samples. PHI, intuitively characterizing the homogeneity of samples, naturally provides a suitable tool for evaluating the quality of clusters discovered. Hence, we derive another statistic based on PHI, named the Partitioning Sensitivity Index (PSI), which enables such evaluations solely relying on the relationships between samples of the dataset. Using PHI and PSI, we perform an extensive empirical analysis of data clusterability and cluster validations, and compare our results against those obtained with popular statistics to date, including the Purity [15] and Silhouette [16] scores, demonstrating that our proposed statistics more often agrees with expert knowledge. We evaluate the effectiveness of our proposed statistics by addressing crucial aspects of exploratory data analysis, namely: (i) assessing the clustering tendency of a dataset; (ii) comparing different clustering or dimensionality reduction methods, to find the most appropriate one for a given dataset; and (iii) finding the optimal parameters (e.g., number of partitions) to be used by a clustering algorithm. Furthermore, we show that our approach, developed according to rigorous principles, scales well to the analysis of large, high-dimensional datasets.

The rest of the paper is organized as follows. We present our proposed statistics in Section 3 and perform extensive comparative evaluations in Section 4. Limitations and possible improvements of our approach are discussed in Section 5 before reviewing the relevant literature in Section 2, highlighting the shortcomings of existing methods and motivating the need for new cluster analysis tools such as the one proposed. Section 6 summarizes our findings and concludes the paper.

2 RELATED WORK

Existing clusterability assessment methods can be categorized either as informal (graphical-based) or formal (statistics-based). With high-dimensional and complex datasets being ubiquitous in this era, very few of these methods have remained pertinent, and even fewer for multimodal applications.

Graphical-based tendency assessment methods [17] inspect the clusterability of datasets by generating visual forms which indicate the presence of different clusters in the set. They are often computed from randomly generated samples, which reduces their reliability and considerably degrades their performance when handling hierarchically ordered clusters. Due to their high memory and computational requirements [12], in addition to their inconclusiveness when faced with complex datasets, we only consider formal techniques in this study.

Viewing clustering tendency as a test for spatial randomness, existing statistics-based approaches are designed around the idea that random data should typically not have clusters [9], [18], [19]. However rare, this observation is not always true, which reduces the reliability of these methods. Intuitively, formal approaches traditionally measure the likelihood of a dataset’s samples as being generated by a uniform sampling distribution, and therefore, use random sampling to compute their statistics, which ultimately makes their results vary across different evaluations, thereby requiring multiple evaluations to provide an average estimate. Their test for affinity towards aggregation relies on a null hypotheses such as \( H_0: \) samples from the dataset are randomly distributed. Another important issue with these methods is that since random sampling may fail to choose samples that provide a faithful representation of the dataset’s intrinsic structures, their accuracy is subject to degradation, especially with large datasets. Hopkins and Skellam [9] proposed a statistic which compares the distances between randomly selected samples from a dataset and their nearest neighbors \((w_i)\) within the dataset to distances between samples generated from a random distribution and their nearest neighbors within the dataset \((u_i)\). This test, initially designed for 2-dimensional samples has been widely used after its extension to high-dimensional data-points by Cross and Jain [18]:

\[
H = \frac{\sum_i w_i^d}{(\sum_i w_i^d + \sum_i u_i^d)}.
\]

With this definition, values close to 1 tend to suggest the presence clusters, while values near 0 tend to suggest uniformly distributed data. Randomly distributed data then tend to result in values around 0.5. While there is no definitive cut-off established for this statistic, values greater than 0.5 are usually considered as indicators for clusterable datasets. This statistic, which was found to be the most powerful [20], [21], has been observed to lose its effectiveness when used on high dimensional datasets [6]. Besides from the suboptimality of this approach due to its limitations on processing speed and size and dimensionality of datasets, its sensitivity to the number of samples randomly drawn and the fact that real datasets are never randomly uniform, make this statistic unfit for practical applications.
These shortcomings motivate our search for a novel, effective, and scalable clustering tendency assessment statistic, which unlike the Hopkins statistic, provides a deterministic score and a much simpler and more intuitive interpretation, with a value of 1 representing a perfectly clustered dataset (homogeneous data that is not amenable to clustering) and a value of 0 indicating the presence of highly clusterable samples. It is worth noting that since clustering tendency assessment statistics must be computed without a priori domain knowledge, it is extremely important for them to be consistent and reflective of the overall structure of datasets.

3 Proposed Statistics

The proposed Proximal Homogeneity Index (PHI) is a novel statistic that takes as input a set of data points and produces a score directly correlated to their structural homogeneity. This score, which is inversely proportional to the clustering tendency of the dataset, allows intuitive interpretations of its clustering potential, which are given by a knowledge graph generated from the dataset's elements.

PHI provides a deterministic score, as no assumptions are made about the topology of the dataset or the relationship between its samples and random distributions. This allows replicability of results across multiple runs, which makes our approach more reliable than existing methods relying on various null hypotheses based on randomization. Additionally, PHI is designed to be easily applicable to real-world datasets with no restrictions on size, dimensionality, or modality, and is completely independent of the clustering algorithms used to partition the data for downstream tasks.

Upon clustering, an accurate cluster validation metric (clustering quality index) is obtained from the PHI scores of individual clusters. This metric, which we call the Partitioning Sensitivity Index (PSI), acts as a new statistic enabling several cluster validation tasks, such as finding the most appropriate clustering algorithm or the number of clusters that optimizes the overall homogeneity (cluster quality) of a partitioned set.

3.1 Clustering Tendency Assessment

Our proposed statistic computes the homogeneity index of a dataset by relying on measures of separability and compactness, which are given by a knowledge graph generated from the dataset’s elements.

Suppose we have a collection of \( n \) vectors in a \( d \)-dimensional space, for which we wish to assess whether it contains any inherent grouping structures. To illustrate our approach, we will first consider samples in a 2-dimensional space, i.e., \( S := \{S_i \in \mathbb{R}^2 \mid i \in \{1, \cdots, n\}\} \).

Let us normalize the features of the set such that all samples lie within the space defined by a unit square. Using the Min-Max normalization, we ensure the preservation of relationships among the original samples, while the range of values is bounded as desired (between 0 and 1). This mapping of features from the original values contained in \( S \) to normalized values in \( S' \) is computed as follows:

\[
S' = \left\{ \frac{S_i - \min S}{\max S - \min S} \mid i \in \{1, \cdots, n\} \right\},
\]  

To provide adequate localization properties while minimizing the computational complexity, we partition the space defined by a unit square into \( n_p \times n_p \) disjoint subsets (grid partitions), where \( n_p = \lfloor \sqrt{2} \rfloor \) is the number of partitions along each dimension. Any sample is therefore identified to be in exactly one of the regions based on its coordinates (feature values); and all samples exactly at a decision boundary are assigned to their closest lower/left cell, with the exception of zero-valued features, which are assigned to the closest upper/right cell. Formally, let \( C_{i,j} \in C \) define a cell of the partitioned grid:

\[
C_{i,j} = \left\{ S_k' \mid k \in \{1, \cdots, n\} \right\}, \quad \text{such that,}
\]

\[
\frac{i}{n_p} < S_k'^{(0)} \leq \frac{i + 1}{n_p} \quad \text{or} \quad S_k'^{(0)} = i = 0, \quad (2)
\]

\[
\frac{j}{n_p} < S_k'^{(1)} \leq \frac{j + 1}{n_p} \quad \text{or} \quad S_k'^{(1)} = j = 0,
\]

where \( i, j \in \{0, \cdots, n_p - 1\} \), and \( S_k'^{(0)} \) and \( S_k'^{(1)} \) are the features of sample \( S_k' \) along the first and second dimensions, respectively.

A comprehensive summary (bird’s-eye view) of the samples’ distribution can then be obtained by replacing samples contained within each cell by their average. Let \( C' \) represent this summarized view of the dataset, with the content of each of its cells given by:

\[
C'_{i,j} = \frac{1}{|C_{i,j}|} \sum_{k=0}^{|C_{i,j}|} (C_{i,j})_k,
\]

where \( |C_{i,j}| \) is the number of samples contained in cell \( C_{i,j} \), and \( (C_{i,j})_k \) is the \( k \)-th sample contained in the cell. These cell aggregations are performed for all non-empty cells, i.e., \( C_{i,j} \neq \emptyset \). The knowledge graph of the dataset can be obtained using the adjacency matrix derived from this summarized view. Let \( X \) be the set of all non-empty cells of \( C' \), the adjacency matrix of the graph \( A \in \mathbb{R}^{N \times N} \) is then defined as:

\[
A = \begin{pmatrix}
    a_{1,1} & a_{1,2} & \cdots \\
    \vdots & \ddots & \vdots \\
    a_{N,1} & \cdots & a_{N,N}
\end{pmatrix},
\]

where \( N = |X| \) being the number of non-empty cells in \( C' \). Values of adjacency matrices are typically set such that \( a_{i,j} \neq 0 \) iff \( X_i \) and \( X_j \) are adjacent. To take the locality into account, we consider two cells to be adjacent if the distance between samples contained within them (i.e., \( ||X_i - X_j|| \)) is less than the diameter of a single cell. This constraint alone can however introduce biases towards densely packed regions, therefore, we also constrain each non-empty cell to only have connections to (be influenced by) its two closest samples. Since we partitioned our unit square space into \( n_p \times n_p \) cells, each cell has a side-length of \( 1/n_p \) and a diameter of \( (1/n_p)\sqrt{2} \). Based on these constraints, the adjacency matrix can then be computed as follows:

\[
a_{i,j} = \begin{cases}
    \left\| X_i - X_j \right\| & \text{if } i \neq j, j \in 2_{NN}(X_i) \text{ and } \\
    0 & \text{otherwise}
\end{cases}, \quad (4)
\]
where \(2_{NN}(X_i)\) represents the two nearest-neighbors of \(X_i\) (not including \(X_i\) itself). With this definition, the adjacency matrix preserves the locality of samples, while preventing biases towards dense local clusters. Yet, the possibility of having multiple graph components from such an adjacency matrix hinders the simplicity of studying the overall homogeneity structure of the dataset. To overcome this issue, we introduce the concept of Proximally-Connected Graphs (PC Graphs).

**Definition (Proximally-Connected Graph).** Let \(G(V, E)\) be a graph with a set of vertices \(V\) and a set of edges \(E\), and let \(v_i\) and \(v_j\) denote any two distinct vertices in \(V\). \(G\) is said to be proximally-connected if there exists an edge between vertices \(v_i\) and \(v_j\) only when at least one of the two following conditions is fulfilled:

1) \(v_i\) and \(v_j\) are considered adjacent;
2) removing \(e_{i,j}\) disconnects \(G\) such that vertices of the two resulting components cannot be connected with edges of length (or weight) lower than that of \(e_{i,j}\).

**Remarks.** The definition of proximally-connected graphs introduces some useful and interesting properties, namely:

- Any proximally-connected graph is connected;
- Any connected sub-graph of a proximally-connected graph is proximally-connected;
- For a given set of samples, structural homogeneity is preserved across all possible proximally-connected graphs.

Using the graph \(G\) generated from our previously defined adjacency matrix \(A\), we can create a PC graph by updating \(A\) such that all components of \(G\) are connected. Let \(V\) be the set of all vertices of \(G\). The adjacency matrix is then updated as:

\[
a_{i,j} = \begin{cases} 
\|V_i - V_j\| & \text{if } V_i \in V^i, V_j \in \overline{V}^i, \text{ and } V_i \neq V_j \\
\min_{V_i \cap V_j} \|V_i - V_j\| & \text{otherwise} 
\end{cases},
\]

where \(V^i = \bigcup \{V_k \mid k \in \{1, \ldots, i\}\}\) and \(\overline{V}^i = V \setminus V^i\).

The graph generated from the updated adjacency matrix then satisfies all requirements of PC graphs, and therefore enables fast and structured exploration of the dataset. Fig. 2 depicts a summary of the steps involved in the generation of a PC graph from given samples.

With this representation of the data, we can observe that tightly grouped samples are characterized by short edges between vertices, and the separation of different groups is emphasized by longer edges. Conforming to PC graphs, the separation of different groups is measured based on their closest members, which is conceptually ideal for measuring the separation between arbitrarily shaped clusters.

Let us now denote the PC graph of the dataset as \(\hat{G}(V, \hat{E})\), where \(V\) and \(\hat{E}\) are respectively, the sets of vertices and edges in \(G\). Let \(|e_{i,j}|\) be the length associated to \(e_{i,j}\), the edge between vertices \(v_i\) and \(v_j\). The Proximal Homogeneity Index of the samples in \(\hat{S}\) can then be obtained by combining the compactness and separation information given by \(\hat{G}\):

\[
\varphi_S = \frac{1}{\max_{e_{i,j}} |e_{i,j}|} \times \frac{1}{|\hat{V}|} \sum_{e_{i,j}} |e_{i,j}|,
\]

where \(|\hat{V}|\) is the total number of vertices in graph \(\hat{G}\).

The score produced by this statistic directly represents the degree of structural homogeneity of the dataset. That is to say, when different grouping structures are present, their homogeneity is low (due to the difference between the maximum and average distances in the graph); and the absence of grouping structures is reflected by a marginal difference between the maximum and average distances, producing a high homogeneity score. Therefore, we consider a dataset clusterable if it has low homogeneity, i.e., there is a significant gap between inherent grouping structures.

The generalization of this approach to high-dimensional vector spaces can be tedious if naively applied. One such solution consists of computing \(PHI\) for every subspace formed by unique pairs of dimensions, and averaging the scores obtained to represent the homogeneity index of the entire dataset. While this might provide a more accurate descriptive value for the dataset, we opt for a more practical solution by directly computing the homogeneity index.
from the two most discriminative features of the dataset. This dimensionality reduction is achieved by using singular value decompositions [22] (SVD), where the new features are generated from weighted combinations of the original features. This not only improves the computational complexity of the model, but also has the advantage of being more robust to numerical errors, while providing additional privacy for sensitive, high-dimensional datasets through distortions and factorizations.

### 3.2 Cluster Validation

With the advent of big data, clustering is extensively used for exploratory data analytics. Accurately assessing the quality of the clusters obtained by an algorithm can be vital to achieving good performance in different applications. However, due to the unsupervised nature of the majority of tasks involving clustering, the performance of the downstream tasks cannot be evaluated based on a reserved evaluation set where the true clusters are known. Yet, most of the existing cluster validation metrics fail to accurately evaluate the quality of clusters without ground truth labels, which considerably hinders their practical viability.

Based on the proximal homogeneity index of the different clusters produced, we propose a new statistic to overcome these limitations. Specifically, this statistic, named the Partitioning Sensitivity Index (PSI), aims to accurately assess the quality of the clusters, without resorting to ground truth labels.

Given the clustering result obtained by an algorithm, the proximal homogeneity index $\phi_p$ is computed for every partition $p$ found in the dataset. Let $P$ denote the set of all partitions found by the clustering algorithm, we can summarize the clustering homogeneity (across all partitions) by comparing each partition to the least homogeneous partition in $P$. However, to ensure this value is contained within the unit interval $[0, 1]$, we invert the formulation such that the clusterability indices $(1 - \phi_p)$ are used instead. The overall homogeneity across all partitions can thus be computed as follows:

$$\psi_p = \frac{1}{\max_{p \in P} (1 - \phi_p)} \times \frac{1}{|P|} \sum_{p \in P} (1 - \phi_p), \quad (7)$$

where $|P|$ is the total number of partitions produced by the clustering algorithm. For algorithms producing a single cluster (i.e., $|P| = 1$) or set of perfect clusters (i.e., $\max_{p \in P} (1 - \phi_p) = 1$), the overall homogeneity is simply considered to be the average homogeneity score across all identified clusters.

Let $G$ be the PC graph generated from $P$, and $\phi_p$ the PC graph generated from partition $p$. And let $\omega_p$ denote the minimum distance separating vertices of $p$ and vertices of $\{P \setminus p\}$. A partition $p$ is considered correctly clustered if its longest edge is shorter than $\omega_p$, i.e., all vertices of $p$ are far away from any other partition. A vertex of $p$ is considered correctly labelled if its distance to its closest neighbor in $\{P \setminus p\}$ is greater than the maximum length of its edges, i.e., the corresponding vertex is far enough from other partitions for $p$ to be considered a clearly distinct partition.

Denoting as $\rho_p$ the ratio of correct partitions, and $\rho_v$ the ratio of correctly labelled vertices across all partitions produced by the clustering algorithm, the global correctness of the clustering can be derived as $\rho = \rho_p \cdot \rho_v$.

While we wish to penalize the overall clustering quality when the global correctness ratio is small, we adjust the severity of the penalty such that the clustering quality index deteriorates faster as the ratio gets smaller. This can be achieved by using a logarithmic function to set the trend of deterioration:

$$\overline{\psi} = \sqrt{\log_2 (1 + \rho)} \quad (8)$$

The normalization performed allows the penalty factor $\overline{\psi}$ to produce a value contained within the unit interval for any $\rho \in [0, 1]$. Using this adjusted penalty factor, the Partitioning Sensitivity Index (PSI) of the clustering is obtained:

$$\psi = \overline{\psi} \times \psi_p. \quad (9)$$

This internal validation statistic, quantifying the quality of the clustering result based solely on the homogeneity of the clusters obtained, produces a value highly correlated to ground truth labels, and therefore effectively enables a wide range of downstream tasks as confirmed by the extensive evaluations we report in the next section.

### 4 Evaluation

We conduct several experiments to demonstrate the advantages of our proposed statistics over existing clustering tendency assessment and cluster validation metrics, while confirming that our statistics behave consistently across arbitrarily shaped datasets of different sizes and degrees of complexity. For all experiments conducted, we set the number of cells (grid partitions) $n_p$ used to obtain the proximal homogeneity indices of datasets to $n_p = 2 \lceil \ln(1 + n) - 1 \rceil$, where $n$ is the number of samples of the dataset. Such value of $n_p$ ensures computational efficiency on large datasets, by logarithmically (rather than linearly) increasing PHI’s number of cells as the number of samples increases.

We design three sets of experiments focusing on: the clustering tendency assessment of datasets, the evaluation of clusters produced by an algorithm, and the scalability of our proposed approach. We use nine artificial and three real-world datasets for validation. We rely on the artificial datasets (depicted by the first two rows of Figure 3) to shed light on the strengths, weaknesses, and biases of the approaches evaluated, enabling clear and sound comparisons. We use real datasets primarily to highlight the practical viability of our proposed statistics, making the case for its adoption in statistical and exploratory data analysis.

#### 4.1 Clustering Tendency Assessment

Our first experiment compares the scores produced by PHI to those produced by the Hopkins statistic. We refer interested readers to Section 2, where this baseline approach is discussed. Evaluations performed during this experiment with the artificial datasets cover a wide variety of scenarios, ranging from different number of clusters to intrinsic complexity of datasets (e.g., shapes of clusters, number and spatial disposition of samples). Each of these datasets was designed to represent specific characteristics used to compare the different statistics, namely proximity, randomness,
Fig. 3. Visual representations of our artificially generated datasets, and their clustering results by different algorithms (k-Means — k-Means Clustering, DBSCAN — Density-Based Spatial Clustering of Applications with Noise, Spectral — Spectral Clustering, and GM — Gaussian Mixture).

Table 1
Evaluation of clustering tendencies using our proposed approach (PHI) and the Hopkins statistic. Averages and standard deviations are reported over 10 runs.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Hopkins</th>
<th>PHI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid</td>
<td>0.41 ±0.01</td>
<td>1.00 ±0.00</td>
</tr>
<tr>
<td>Random</td>
<td>0.64 ±0.05</td>
<td>0.59 ±0.00</td>
</tr>
<tr>
<td>1 Circle</td>
<td>0.87 ±0.02</td>
<td>0.83 ±0.00</td>
</tr>
<tr>
<td>2 Circles</td>
<td>0.82 ±0.02</td>
<td>0.30 ±0.00</td>
</tr>
<tr>
<td>5 Circles</td>
<td>0.75 ±0.01</td>
<td>0.67 ±0.00</td>
</tr>
<tr>
<td>2 Moons</td>
<td>0.80 ±0.03</td>
<td>0.36 ±0.00</td>
</tr>
<tr>
<td>Blobs</td>
<td>0.88 ±0.05</td>
<td>0.49 ±0.00</td>
</tr>
<tr>
<td>Sine / Cosine</td>
<td>0.58 ±0.05</td>
<td>0.75 ±0.00</td>
</tr>
</tbody>
</table>

- The Grid dataset, considered perfectly homogeneous by PHI (i.e., not likely to contain any cluster), is according to the Hopkins statistic, randomly distributed.
- Both statistics tend to correctly indicate randomness when the samples are in fact randomly distributed.
- Where all circular shapes are considered by the Hopkins statistic likely to contain clusters (scores close to 1), PHI assesses their clusterability based on the homogeneity of samples and therefore produces low scores when distinct cluster structures are present.

- While the 5 Circles dataset contains more clusters than the 2 Circles dataset, PHI reports a higher homogeneity score for the former due to the 5 Circles dataset having a more homogeneous overall structure than the the 2 Circles dataset. This observation confirms PHI’s ability to not only assess whether a dataset is clusterable, but also its intrinsic structure (i.e., how structurally homogeneous a dataset’s samples are). For this comparison, the Hopkins statistic also reports a slightly lower clusterability.
- Structural patterns, completely ignored by the Hop-
kins statistic, constitute a key component of PHI, allowing more accurate assessments of clusterability and dataset homogeneity by PHI.

- Contrary to the Hopkins statistic that is based on randomness, PHI reports the same score across multiple runs due to its deterministic nature.

Overall, the results obtained demonstrate the viability of PHI as a clustering tendency assessment statistic, and further highlight its intuitive interpretation and consistency across different data representations.

4.2 Cluster Analysis

Having confirmed the effectiveness of PHI in assessing the clustering tendencies of datasets, we now wish to determine the suitability of its derived cluster validation statistic (PSI) for different cluster analysis tasks. Hence, based on the results of different clustering algorithms, we evaluate this statistic and compare its performance to those of common clustering tendencies of datasets, we now wish to determine the suitability of its derived cluster validation statistic (PSI) across different data representations.

Since clustering validation metrics are typically either defined as internal (when they assess the quality of cluster structures without reference to external information), or external (when clusters are compared using prior or domain knowledge such as ground truth labels), we select 4 established approaches from each category as baselines to demonstrate the advantages of PSI, as follows.

**External Cluster Validation Metrics**

- **Purity score** [15]: measures the extent to which each cluster contains samples belonging to the most frequent label in that cluster. Its value ranges between 0 and 1, with larger values indicating better clustering.
- **Rand Index** [24]: measures the fraction of correctly clustered samples compared to ground truth labels. Its values (between 0 and 1) increase with clustering quality.
- **Adjusted Rand Index** [25]: corrects the Rand Index for chance, such that a baseline is established by using the expected similarity of clusters produced by a random model. While the Adjusted Rand Index can produce negative values (unlike the Rand Index), higher values still indicate better clustering.
- **Normalized Mutual Information** [26]: measures the amount of information shared between clusters produced by the clustering algorithm, and clusters defined by the ground-truth. Values range between 0 and 1, with larger values indicating better clustering.

**Internal Cluster Validation Metrics**

- **Silhouette Score** [16]: measures how well samples fit within their respective clusters. Its value ranges from -1 to 1, where 1 indicates well separated clusters, 0 indicates overlapping clusters, and negative values indicate samples assigned to the wrong cluster.
- **Dunn Index** [27]: compares the degrees of compactness and separation of clusters by dividing the minimum inter-cluster distance by the maximum cluster size. Larger values for this index indicate better clustering.
- **Davies–Bouldin Index** [28]: measures the average similarity of each cluster with its most similar cluster by calculating the ratio of within-cluster and between-cluster distances. With a minimum score of 0, lower values indicate better clustering.
- **Calinski-Harabasz Index** [29]: computes the ratio of total inter-cluster dispersions over all clusters and total intra-cluster dispersions over all clusters. Larger values for this index indicate better clustering.

### 4.2.1 Comparing clustering algorithms

In this experiment, we aim to find the most suitable clustering algorithm for any given dataset, based on the quality of clusters produced by candidate algorithms. To achieve this goal, we use our proposed statistic (PSI) to measure the performance of each candidate, and compare our selected choice against that made from ground truth labels. For each dataset used in this experiment, we use four clustering algorithms as candidates: k-Means [30], Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [31], Spectral Clustering [32], and Gaussian Mixture models [33]. We implement these algorithms using Scikit-Learn library [34], keeping the default values of the relevant hyper-parameters, except for the number of cluster (where appropriate), which was specified according to each dataset. We use the same eight synthetic datasets and visualise the clusters determined by each of the algorithms in the lower four rows of Fig. 3. We evaluated the output of each algorithm by the 8 clustering validation baselines selected, our proposed statistic, and a true accuracy metric computed using the Hungarian algorithm [35], to find the best match between the clustering results and ground truth labels.

Table 2 compiles the results obtained for each dataset, clustering algorithm, and clustering evaluation metric. Based on the definitions of the clustering evaluation metrics (which values indicate better clustering), we compute the average number of times the best clustering algorithm was correctly indicated, i.e., the number of times a preferred algorithm had the maximum true accuracy across all candidates (bottom row – “Correct Algorithm Selection Ratio”). This evaluation allows an easy comparison of all the metrics considered. Since none of the internal clustering validation metrics used as benchmarks are applicable to datasets containing only one cluster, we consider them successful in comparing multiple clustering algorithms.

For each dataset, the results highlighted in the table show when the best performing clustering algorithm was indicated by the evaluation metrics. The visual representations of clustering results (depicted in Fig. 3), consulted in conjunction with Table 2, shows that: (i) the external clustering validation metrics used as baseline all ignore structural patterns (manifested by their failure to find the appropriate clustering algorithm for overlapping datasets), and (ii) none of the internal clustering validation metrics used as baseline is impervious to arbitrary configurations of clusters (e.g., elongation, concentricity, intertwinement).

While our proposed Partitioning Sensitivity Index (PSI) belongs to the category of internal clustering validation metrics (as we only rely on the results of clustering algorithms), we see in Table 2 that our correct algorithm selection ratio is higher than that made by all baselines, including...
TABLE 2
Comparison of different clustering of datasets based on clustering validation metrics, and true (unbiased) accuracies computed using the Hungarian algorithm. Results are reported for our proposed statistic (PSI) and 8 existing validation metrics (Purity, RI — Rand Index, ARI — Adjusted Rand Index, NMI — Normalized Mutual Information, Sil. — Silhouette score, DI — Dunn Index, DB — Davies-Bouldin Index, and CH — Calinski-Harabasz Index).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Clustering Algorithm</th>
<th>External Clustering Validation Metrics</th>
<th>Internal Clustering Validation Metrics</th>
<th>True Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Purity, RI, ARI, NMI</td>
<td>Sil., DI, DB, CH</td>
<td>PSI (ours)</td>
</tr>
<tr>
<td>Grid</td>
<td>k-Means</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>1.00, 0.00, 0.00, 0.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td>Random</td>
<td>k-Means</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td>Circle</td>
<td>k-Means</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td>2 Circles</td>
<td>k-Means</td>
<td>0.50, 0.50, 0.00, 0.00</td>
<td>0.25, 0.11, 0.00, 0.00</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>0.50, 0.50, 0.00, 0.00</td>
<td>0.35, 0.05, 0.00, 0.00</td>
<td>0.86</td>
</tr>
<tr>
<td>5 Circles</td>
<td>k-Means</td>
<td>0.10, 0.00, 0.10, 0.00</td>
<td>0.11, 0.01, 0.00, 0.00</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>0.34, 0.69, 0.07, 0.13</td>
<td>0.30, 0.01, 0.00, 0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2 Moons</td>
<td>k-Means</td>
<td>0.75, 0.63, 0.25, 0.19</td>
<td>0.49, 0.05, 0.00, 0.00</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>N/A, N/A, N/A, N/A</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>0.83, 0.72, 0.44, 0.35</td>
<td>0.47, 0.01, 0.00, 0.00</td>
<td>0.81</td>
</tr>
<tr>
<td>Blobs</td>
<td>k-Means</td>
<td>0.78, 0.79, 0.52, 0.56</td>
<td>0.51, 0.05, 0.00, 0.00</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>1.00, 0.98, 0.96, 0.95</td>
<td>0.44, 0.13, 0.68, 0.00</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>0.98, 0.97, 0.94, 0.92</td>
<td>0.46, 0.01, 0.00, 0.00</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>1.00, 1.00, 1.00, 1.00</td>
<td>0.45, 0.11, 0.00, 0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Sine / Cosine</td>
<td>k-Means</td>
<td>0.50, 0.49, -0.02, 0.00</td>
<td>0.57, 0.06, 0.58, 162.15</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>DBSCAN</td>
<td>0.60, 0.51, 0.00, 0.07</td>
<td>0.24, 0.04, 1.85, 30.18</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Spectral Clustering</td>
<td>0.51, 0.49, -0.01, 0.00</td>
<td>0.57, 0.06, 0.58, 161.13</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>Gaussian Mixture</td>
<td>0.54, 0.50, -0.01, 0.01</td>
<td>0.56, 0.07, 0.59, 144.68</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Correct Algorithm Selection Ratio | 0.88 | 0.88 | 0.88 | 0.88 | 0.50 | 0.50 | 0.50 | 1.00

Those of external metrics. By successfully finding the most appropriate algorithm for all evaluated datasets, without recourse to ground-truth labels, PSI shows great promise for significantly reducing the need for labelled datasets.

4.2.2 Comparing dataset representations
Given the importance of visual representations of data (providing a clear idea of how the information is partitioned and how different partitions relate to each other), we design an experiment focused on finding the right spatial configuration of a dataset’s samples, so as to maximize the separation of different clusters. For this experiment, we used two realistic datasets widely popular in the pattern recognition domain, namely the Iris plants [36] and the hand-written Digits [37] datasets (see Fig. 4).

We use three different dimensionality reduction methods to generate candidate representations of the datasets in a two-dimensional space: Principal Component Analysis (PCA) [38], t-distributed Stochastic Neighbor Embedding (t-SNE) [39], and Adaptive Clustering networks (ACNets) [3]. On one hand, PCA, one of the most widely used dimensionality reduction methods, was designed to generate embeddings that retain most information about the dataset. On the other hand, t-SNE was designed to preserve local similarities while generating low-dimensional samples suited for visualization. By including ACNets in our benchmark, we considered a third scenario consisting of optimal separation of different clusters based on domain knowledge.

Using our proposed Partitioning Sensitivity Index, we can then compare the candidates obtained to find representations of the datasets that best separate different clusters. Fig. 4 shows for each dataset, the embeddings obtained by each method as well as their associated qualities according to PSI. From this figure, we observe that embeddings generated by ACNets have better partitioning qualities than those of PCA and t-SNE. Additionally, we see that while the embeddings generated by t-SNE are in general better separated than those produced by PCA, individual clusters generated...
by t-SNE are also more compact, which often creates better partitioning (seen with the handwritten Digits dataset), but can also combine different clusters when they are difficult to separate (as seen with the Iris dataset). Nevertheless, we see that in all cases, PSI accurately describes clustering qualities.

Upon further analysis, we highlight different clustering tendencies for the different clusters obtained. PHI and the Hopkins statistic are used to evaluate the clusterability of the embeddings generated by PCA, t-SNE, and ACNets for the two datasets. Where the Hopkins statistic indicates high clustering tendency for all of these representations (values close to 1), we see that our proposed statistic describes their clustering tendencies with high fidelity, i.e., low values where multiple clusters are present and high values where distinct clusters are hard to dissociate from others.

### 4.2.3 Optimizing clustering algorithms

Aside from knowing which clustering algorithm would best partition a dataset, another important question often encountered in cluster analysis is how to find the best hyper-parameters that maximize the performance of a given clustering algorithm. To answer that question, we compare the quality of partitions produced for each candidate value of the hyper-parameter considered. We use our proposed cluster validation statistic PSI as evaluation metric, and as target dataset the ACNets embeddings of the Iris samples. Since determining the optimal number of clusters constitutes a fundamental issue in clustering problems where the number of clusters is required to be set manually, we choose this as the hyper-parameter to optimize. As such, PSI is evaluated on three different clustering algorithms that require this. For completeness, we include two other clustering validation statistics to compare PSI against: Silhouette score and Calinski-Harabaz index.

Fig. 5 plots the cluster validation scores obtained for each number of clusters and each clustering algorithm considered. We additionally used the Consensus Clustering [40] algorithm to report the optimal number of clusters found across multiple runs of each algorithm, which is shown as the vertical dotted line on the plot, indicating 3 as the optimal number of clusters. For all clustering algorithms used, the scores obtained by PSI are validated by the Silhouette score, the consensus clustering algorithm, and the domain knowledge (i.e., known number of clusters — see the properties of the Iris dataset in Fig. 4). The Calinski-Harabaz index, however, fails to find the optimal number of clusters, or even decisively choose a best performing algorithm. This is explained by the formulation of this index, i.e., with clusters produced by ACNets, samples are tightly packed together and therefore dividing inter-cluster distances by intra-cluster distances often yields very large values, even when some clusters are not well separated. The results of this evaluation further highlight some key differences between our statistics and existing methods, mainly due to the ability of our approach to consider the structure of cluster samples in its definition. In this experiment, we observe that while the Silhouette scores allow for identification of the optimal number of clusters to be used, their values do not entirely reflect the quality of the clustering results. Namely, the Silhouette Score assumes that clusters are convex and isotropic, which significantly reduces its descriptive power when used to analyze complex or random cluster structures. As an internal cluster validation statistic, PSI is not only applicable under the same conditions as existing internal validation metrics, but often solves shortcomings of these methods as shown by Fig. 5.
Fig. 5. Comparison of cluster qualities for clusters obtained by different partitioning algorithms, for multiple values of a single parameter (number of clusters). The top sub-figure shows visual representations of the clustering results (sampled for different number of clusters), and the one at the bottom plots the values recorded for all parameters. The number of clusters obtained by the consensus clustering algorithm is plotted as the vertical line.

### 4.3 Practical Use-Case

Next, we evaluate the performance of our proposed Partitioning Sensitivity Index when applied to large, complex, and challenging datasets. For this experiment, we use three realistic datasets, often used in the cyber-security and image recognition domains, namely CIC-IDS-2017 [41], MNIST [42] (a well-known handwritten digit classification dataset), and CIFAR-10 [43] (an established computer-vision dataset used for object recognition).

Results shown in Fig. 6 follow the changes in data representations and in PSI, as ACNets learns to separate the different clusters in the datasets. Depending on the difficulty of the learning task, we see that representations take between 60 and 200 training iterations to optimize. The quickest optimization achieved is for the CIC-IDS-2017 dataset, which contains 34,220 samples of 80 network traffic features, representing the most common cyber attacks known today. Comparatively, MNIST and CIFAR-10 were the second and third to have optimized representations.

These datasets consist of 70,000 samples of 784 features and 60,000 samples of 3072 features, respectively.

An interesting observation from this experiment is that compared to the training loss, PSI better represents the actual performance of the neural networks. This is indicated by having the loss values close to their optimal while the representations are still far from optimized (e.g., CIFAR-10 representation, loss, and clustering quality at iteration 100).

### 4.4 Complex Datasets

In this experiment, we evaluate the robustness of our proposed cluster validation statistic on complex datasets with large number of clusters. The Aggregation dataset [44] consisting of seven perceptually distinct groups of points is used, as this contains features that are known to create difficulties for clustering algorithms such as: narrow bridges between clusters, uneven-sized clusters, and so on. Our proposed cluster validation statistic PSI is then used to evaluate the quality of clusters in this dataset. To showcase its robustness and faithful descriptive performance of the cluster qualities, we apply our approach to the dataset with all features that render clustering difficult, and to two...
The results presented in Fig. 7 highlight the ability of PSI to handle multiple clusters of complex shapes and sizes, and show that our approach accurately describes the quality of clusters obtained. In the left column of the figure, the original dataset, with narrow or interconnected clusters is evaluated by PSI to produce a quality index of 0.5, where removing samples connecting different clusters significantly increase the quality index. Specifically, PSI obtains a score of 0.74 when only two clusters are bridged by samples, and a score of 0.82 when all clusters are well separated. This not only confirms the robustness of PSI in evaluating large number of clusters, but shows how the structural relationships between samples (see bottom row of the figure) impact the quality of clusters.

4.5 Scalability Analysis

While the majority of modern computing infrastructures are designed for scalability, throughput, and resilience, they often delegate the task of latency management to algorithmic tools. However, with the exponential growth of data availability, datasets are continuously increasing in size, dimensionality, and complexity, forcing data intensive applications to introduce a trade-off between scalability and functional accuracy [45], [46].

Exploratory data analysis techniques, having to analyze, understand, describe, and eventually extract useful information from their inputs, are most susceptible to requiring such a trade-off when presented with such large datasets. Therefore, we study the scalability of our proposed clustering tendency assessment statistic (PHI) and compare it to that of the Hopkins statistic (the baseline method discussed earlier). For this experiment, we measure the time taken to compute with each statistic, the clustering tendency of a randomly generated dataset. The size of the datasets are gradually increased to also report the growth rates for each method. Fig. 8 shows the average execution times over 10 runs, for each of the statistics considered.

Like many other cluster analysis techniques, the Hopkins statistic suffers from severe scalability problems as it is greedy in nature. Further, it is subjected to a trade-off between scalability and accuracy, as sampled data used to compute its clusterability scores are randomly selected, i.e., despite not being scalable, its accuracy still suffers due to randomness. Therefore, selecting all samples to compute a deterministic value for the Hopkins statistic would further degrade the scalability of the statistic.

Despite only using a 10% sampling rate to compute the Hopkins statistic (as recommended in the literature), a significant difference can be immediately noticed between the scalability of our PHI statistic and that of the Hopkins statistic. A dataset containing 10,000 samples of 1,000 features each has its clustering tendency measured by the Hopkins statistic in 60 seconds (using only 10% of the data), while PHI takes less than 1 second (using all samples), leading to a $59 \times$ improvement in processing speed. With respect to the dataset size, where the execution time increases exponentially for the Hopkins statistic, the growth rate of PHI is sublogarithmic. This can theoretically be proven by analyzing the complexity of all components involved in the computation of PHI. Assuming the worse case scenario, where all samples of the dataset are evenly distributed across the all partitions, and with $n_p$ being the total number of partitions, each cell can have at most 8 neighbours, i.e. 9 cells considered for each sample. Using a PC graph to compute PHI, pairwise distances between aggregated cell samples can be computed in $O(n_p^2 \ln n_p)$ using performance-oriented algorithms such as kd-Tree [47]. This term constitutes the most expensive operation as the construction of the graph itself is directly proportional to the number of edges, i.e., at worst $O(n_p^2)$. As the value of $n_p$ proposed in our experiment is logarithmic in terms of number of samples in the dataset ($n_p = 2 \lceil \ln(1 + n) - 1 \rceil$), the overall complexity of PHI can be reduced to $O(\text{PHI}) = O((\ln^2 n) \times (\ln (\ln^2 n))) = O(k^2 \ln k)$, where $k = \ln (n)$. However, for sub-optimal pairwise distance calculation methods, the worse complexity of PHI, assuming the same value for $n_p$ would be $O(\text{PHI}) = O(\ln n)$. This highly efficient complexity of PHI is obtained due to the main attributes of our approach (as discussed in Section 3.1), namely:

- the discriminative features’ extraction via SVD,
- the input space discretization via grid partitioning,
- the logarithmic growth rate of number of grid cells,
- the combination of samples within each grid,
- and the Proximally-Connected Graph of the dataset.

4.6 Code Availability

Upon publication, the source code of our proposed approach will be made public on GitHub.

5 DISCUSSION

Our proposed statistics, used as described in Section 3 perform distinctively well in all evaluation scenarios considered. We note however the existence of some edge cases, such as evaluating on sets containing only one or two samples, or understanding how outliers should participate to the final scores. Similarly, the value of $n_p$, indicating how many cells PHI should use for a given dataset, was set via trial and error to estimate the best number of grid partitions based on the number of samples. This parameter mainly enables faster processing of large datasets by aggregating local groups of samples into single data points while preserving the overall structure of the dataset. This can however introduce a trade-off between the speed of execution and the fidelity of the generated knowledge graph. As such, large values of $n_p$ are to be avoided to prevent inaccurate assessments of the clustering tendency of datasets. Ultimately, while our formulation of $n_p$ (Section 4) works consistently well across all evaluations performed, more theoretically-grounded definitions should be studied in future work.

Although our proposed statistics have overcome limitations of existing approaches, the structural patterns described by PHI do not currently take into account the number of samples merged by each cell. This can however be easily addressed (if needed) by adjusting PHI to account for
As shown in the previous section, our approach painlessly scales to very large datasets. Therefore, we defer to future work further reductions of the execution time by using parallel processing techniques for 1) computing portions of the adjacency matrix simultaneously, and 2) enabling local exploration of extremely large graphs.

Finally, we leave for future work the application of our proposed statistics to unsupervised machine learning tasks.

### 6 Conclusion

Although clustering tendency assessment is generally overlooked by the research community, its undeniable necessity has become more apparent with the emergence of big data and machine learning applications. In this paper, we have shown how such methods can be beneficial for exploratory data analysis applications and argued for the need of consistent, reliable, and deterministic statistics such as the Proximal Homogeneity Index (PHI) proposed. Through extensive experiments, we have demonstrated the suitability of PHI not only for clustering tendency assessment but also, through our Partitioning Sensitivity Index (PSI), its effectiveness in validating clustering results, finding the most appropriate clustering algorithm and hyperparameters, and choosing the best dimensionality reduction method to maximize clustering performance. We studied PHI’s practical viability using realistic datasets and revealed its scalability properties. The results obtained confirmed the consistency of our proposed statistics across datasets and clustering methods, and we made the case for their adoption in statistical and exploratory data analysis.
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