
The `Bayesian Brain’

Readings:Knill & Pouget, TINS,  2004

•  Humans and other animals operate in a world of sensory uncertainty:

- e.g. mapping of 3D objects to 2D image

- intrinsic limitations of the sensory systems (e.g. number and quality of 

receptors in the retina)

- neural noise

--> multiple interpretations about the world are possible;

• The brain must deal with this uncertainty to generate perceptual 

representations and guide actions.

• Perception as unconscious, probabilistic inference

Uncertainty everywhere

• How to integrate information 

coming from different senses?

 

• example: ventriloquism. 

- sound has uncertain origin.  

- visual image is that the puppet is 

talking.

• at which stage are the informations 

integrated to provide estimate of 

spatial origin of the sound ? how?

Example: Multi-sensory integration

• Hypothesis:  information provided by sensory systems 

has the form of a conditional probability density function

• e.g. the position of an object is not a single number, x, 

but P(x|Z), where Z is the available data 

• = stores likelihoods = !generative models", or !forward 

model" of the world, P(Z|x), and prior knowledge / state 

of the world, P(x).

• Given new data Z, the brain computes P(x|Z)

Bayesian coding hypothesis (1)

P(x|Z)

v

Bayes 

theorem

P (x|Z) =
P (x, Z)
P (Z)

=
P (Z|x)P (x)

P (Z)



• Benefits: 

-  integrate information efficiently over space & time

- integrate information efficiently from different 

sensory cues and modalities

- propagate information without committing too early 

to particular interpretations. 

• Commit as late as possible, then collapsing the 

probability distribution into a single number = 

decision, or action taken.

• How to do that depends on cost function : 

Bayesian coding hypothesis (2)

max of the posterior

P(x|Z)

x

x̂ = argmaxxP (x|Z)

x̂

• Humans not optimal / achieving the level of performance afforded by 

the uncertainty in the physical stimulus (e.g. movies)

• The question is: 

Do the neural computations take into account the uncertainty at each 

stage of processing?

• Bayesian hypothesis makes  a lot of testable predictions  on how 

different sources of uncertainty should be integrated. Valid?

Are Humans Bayes - optimal?
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• e.g. integration between visual and 

auditive information

• prediction 1 (position): if visual cue 

is more reliable, then final estimate 

is shifted towards visual cue.

• prediction 2 (variance or 

discrimination threshold): Final 

discrimination threshold lower than 

that for each modality ; varies if 

reliability of one modality varies.

Cue Integration (1) : qualitative predictions

sources in auditory and visual mechanisms are statisti-
cally independent, we can decompose the likelihood
function into the product of likelihood functions associated
with the visual and auditory cues, respectively:

PðV;A=XÞZpðV=XÞpðA=XÞ (Equation 2)

p(V/X) and p(A/X) fully represent the information provided
by the visual and auditory data about the position of the
target. The posterior density function is therefore pro-
portional to the product of three functions: the likelihood
functions associated with each cue and the prior density
function representing the relative probability of the target
being at any given position. An optimal estimator could pick
the peak of the posterior density function, the mean of the
function or any of several other choices, depending on the
cost associated with making different types of errors [24].

For our purposes, the point of the example is that an
optimal integrator must take into account the relative
uncertainty of each cue when deriving an integrated
estimate. When one cue is less certain than another, the
integrated estimate should be biased toward the more

reliable cue. Assuming that a system can accurately
compute and represent likelihood functions, the calcu-
lation embodied in equations 1 and 2 implicitly enforces
this behavior (Figure 1). Although other estimation
schemes can show the same performance as an optimal
Bayesian observer (e.g. a weighted sum of estimates
independently derived from each cue), computing with
likelihood functionsprovides themost directmeansavailable
to account ‘automatically’ for the large range of differences in
cue uncertainty that an observer is likely to face.

This is the basic premise on which Bayesian theories of
cortical processing will succeed or fail – that the brain
represents information probabilistically, by coding and
computing with probability density functions or approxi-
mations to probability density functions. We will refer to
this as the ‘Bayesian coding hypothesis’. The opposing
view is that neural representations are deterministic and
discrete, which might be intuitive but also misleading.
This intuition might be due to the apparent ‘oneness’ of
our perceptual world and the need to ‘collapse’ perceptual
representations into discrete actions, such as decisions or
motor behaviors. The principle data on the Bayesian
coding hypothesis are behavioral results showing the
many different ways in which humans perform as
Bayesian observers.

Are human observers Bayes’ optimal?
What does it mean to say that an observer is ‘Bayes’
optimal’? Humans are clearly not optimal in the sense that
they achieve the level of performance afforded by the
uncertainty in the physical stimulus. Absolute efficiencies
(a measure of performance relative to a Bayes’ optimal
observer) for performing high-level perceptual tasks are
generally low and vary widely across tasks. In some cases,
this inefficiency is entirely due to uncertainty in the
coding of sensory primitives that serve as inputs to
perceptual computations [6]; in others, it is due to a
combination of sensory, perceptual and cognitive factors
[25]. The real test of the Bayesian coding hypothesis is in
whether the neural computations that result in perceptual
judgments or motor behavior take into account the
uncertainty in the information available at each stage of
processing. Psychophysical work in several areas suggests
that this is the case.

Cue integration
Perhaps the most persuasive evidence for the Bayesian
coding hypothesis comes from work on sensory cue
integration. When the uncertainty associated with each
of a set of cues is approximated by a Gaussian likelihood
function, the average estimate derived from an optimal
Bayesian integrator is a weighted average of the average
estimates that would be derived from each cue alone
(Figure 1). The reliability of different cues changes as a
function of many scene and viewing parameters (e.g. the
reliability of stereo disparity decreases with viewing
distance). When these parameters vary from trial to trial
in a psychophysical experiment, an optimal Bayesian
observer would appear to weight cues differently on
different trials. Studies of human cue integration, both
within modality (e.g. stereo and texture) [26–28] and
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Figure 1. Two examples in which auditory and visual cues provide ‘conflicting’
information about the direction of a target. The conflict is apparent in the difference
in means of the likelihood functions associated with each cue, although the
functions overlap. Such conflicts are always present, owing to noise in the sensory
systems. To integrate visual and auditory information optimally, a multimodal area
must take into account the uncertainty associated with each cue. (a) When the
vision cue is most reliable, the peak of the posterior distribution is shifted toward
the direction suggested by the vision cue. (b) When the reliabilities of the cues are
more similar, for example when the stimulus is in the far periphery, the peak is
shifted toward the direction suggested by the auditory cue. When both likelihood
functions are Gaussian, themost likely direction of the target is given by a weighted
sum of the most likely directions (m) given the visual (V) and auditory (A) cues
individually: mV,AZwVmVCwAmA. The weights (w) are inversely proportional to the
variances of the likelihood functions.
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• Theory tells us how posterior depends on individual likelihoods:

Cue Integration (2):Theory

multisensory integration

x̂ = argmaxxP (x|d
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• Assuming that the likelihood are gaussian, i.e.

• We can determine mean and width of posterior (gaussian):

multisensory integration
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•  If we know mean estimate and variance for each modality in 

isolation, we can deduce mean of bimodal estimate: 

Cue Integration (3):Theory

•  and discrimination threshold 

multisensory integration
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pushed 
towards more 
reliable cue

smaller than 
1 or 2 alone

• visual + haptic cues 

• vary noise level / visual cue

• compute discrimination threshold for 

each cue alone, or when both are present.

Cue Integration (4): Ernst and Banks, Nature,  2002

•  height jugment follows optimal integration of visual and haptic cues.

• !visual capture" for low visual noise

• !haptic capture" for high visual noise

• instanteous !switch"

• numerous studies replicate this result in a variety of paradigms. 

Cue Integration (5): Ernst and Banks, Nature,  2002
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• Alais & Burr, Curr Biol, 2004

• visual blob of various size + 

auditive !click", possibly in 

conflict.

• measure both estimate of 

position (mean), and 

discrimination threshold

• near optimal integration

• visual capture for small blobs

• auditive capture for large 

blobs

Cue Integration (6):Ventriloquist effect



• Prior knowledge about the world can be 

used to interpret data in situation of 

uncertainty.

• Prediction: the more uncertain the data, 

the more the prior should influence the 

interpretation.

• The priors should reflect the statistics of 

the sensory world.

Other predictions of Bayesian theory Interpreting motion (1): the aperture problem

•  what is the direction of the line?

Interpreting motion (1): the aperture problem Interpreting motion (2): the aperture problem
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•  Motion shown in an aperture is fundamentally ambiguous; it can 

be interpreted in an infinite number of ways 

• which one is chosen? why?



Interpreting motion (3): the aperture problem

•  More complex stimuli can be constructed, by adding more 

segments of ambiguous motions, e.g. plaid, or rhombus.

• How is the system going to integrate the different possible 

interpretations?

• classical models: intersection of contraints (IOC), Vector Averaging 

(VA), feature tracking. 

• donnot capture the complexity of available data.
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velocity of any arbitrary spatiotemporal stimulus that appears
to be translating. We have developed such a model based on a
simple formulation of the problem of velocity estimation and
on a few reasonable assumptions.

In Helmholtz’s view, our percepts are our best guess as to what
is in the world, given both sensory data and prior experience22.
To make this definition more quantitative, one must specify (i)
what is ‘best’ about a best guess, and (ii) the way in which prior
experience should influence that guess. In the engineering liter-
ature, the theory of estimation formalizes these concepts. The
simplest and most widely known estimation framework is based
on Bayes’ rule (see ref. 23 for examples of Bayesian models in
perception and refs. 24 and 25 for Bayesian motion models). Fol-
lowing an approach described in previous work26–29, we devel-
oped an optimal Bayesian estimator (known as an ‘ideal observer’
in the psychophysics literature) for two-dimensional velocity.
Here, as in most studies of the aperture problem, we considered
only cases in which humans see a single global translational
motion (no deformation, rotation, occlusion boundaries, trans-
parency, or the like). Elsewhere, we have developed extensions of
this model that can handle more complicated scenes29.

Our model begins with the standard principle of intensity
conservation: it assumes that any changes in image intensity over
time are due entirely to translational motion of the intensity pat-
tern. We then made two basic assumptions: (i) local image mea-
surements are noisy and (ii) image velocities tend to be slow. We
formulated these assumptions using probability distributions
(see below), and used Bayes’ rule to derive the ideal observer (for
further mathematical details, see Methods).

We instantiated the first assumption using a noise model com-
monly used in engineering because of the tractability of the solu-
tion: measurements are contaminated with additive, independent,
Gaussian noise with a known standard deviation (!). Although
this simple noise model is unlikely to be correct in detail, we show
that it is sufficient to account for much of the data. This
noise model provides a functional form for the local like-
lihood: a distribution over the space of velocities that is
based on measurements made in a local image patch. We
depicted this likelihood as a gray-level image (Fig. 3) in
which intensity corresponds to probability. For patches
containing a single edge, the likelihood function is similar

Fig. 2. Insufficiency of either VA, IOC or FT rules as an expla-
nation for human perception of a horizontally moving rhombus.
(a) A ‘narrow’ rhombus at high contrast appears to move hori-
zontally (consistent with IOC/FT). (b) A narrow rhombus at
low contrast appears to move diagonally (consistent with VA).
(c) Velocity space constraints for a narrow rhombus. (d,e) A
‘fat’ rhombus at low or high contrast appears to move horizon-
tally (consistent with IOC/FT). (f) Velocity space constraints for
a fat rhombus.

to a ‘fuzzy’ constraint line— velocities on the constraint line have
the highest likelihood, and the likelihood decreases with distance
from the line. The ‘fuzziness’ of the constraint line is governed
by !, the standard deviation of the assumed noise. At corners,
where local motion measurements are less ambiguous, the like-
lihood no longer has the elongated shape of a constraint line but
becomes tightly clustered around the veridical velocity.

This model of additive Gaussian noise also resulted in a
dependence of the likelihood on contrast. For a fixed value of !,
the likelihoods were broader at low contrast (Fig. 3, bottom).
This makes intuitive sense: at low contrast there is less informa-
tion about the exact speed of the stimulus, and therefore more
local uncertainty, so the likelihood is more spread out. In the
extreme case of zero contrast, the uncertainty is infinite.

The second assumption underlying our ideal observer model
is that velocities tend to be slow. Suggestions that human observers
prefer the ‘shortest path’, or slowest motion consistent with the
visual input, date back to the beginning of the 20th century (see
ref. 30 and references therein). In particular, Wallach suggested
that humans prefer to see the normal velocity for a single line seg-
ment because that is the slowest velocity consistent with the image
data5. Likewise in apparent motion displays, humans tend to
choose the shortest path or slowest motion that would explain
the incoming information.

We formalized this preference for slow speeds using a prior
probability distribution on the two-dimensional space of veloc-
ities that is Gaussian and centered on the origin. According to
this ‘prior’, in the absence of any image data, the most probable
velocity is zero (no motion), and slower velocities are generally
more likely to occur than fast ones. As with the noise model, we
have no direct evidence (either from first principles or from
empirical measurements) that this assumption is correct. We will
show, however, that it is sufficient to account qualitatively for
much of the perceptual data.

Under the Bayesian framework, the percept of the ideal
observer is based on the posterior probability (the probabili-
ty of a velocity given the image measurements), which is com-

Vy

Vx

IOC

VA

a b Fig. 1. Intersection of constraints. (a) Drifting gratings superimposed in
the image plane produce a translating ‘plaid’ pattern. (b) Dotted lines
indicate constraint lines; arrows indicate perceived direction of grating
viewed in isolation. The IOC solution (circle) is the unique velocity con-
sistent with the constraint lines of both gratings. The VA solution
(square) is the average of the two normal velocities. There is experi-
mental evidence for both types of combination rule.
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• Hypothesis: humans tend to favor slower motions

• Use a (gaussian) prior on low speeds (centered at 0).

  Interpreting motion : A Prior on Low Speeds (1)
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higher uncertainty and hence the low-contrast grat-
ing has less influence on the estimate.

Contrast influence on perceived line direction
Subjects tend to misperceive the direction of a mov-
ing line at low contrasts, even when its endpoints are
visible32. We replotted data from an experiment in
which subjects reported the perceived direction of a
‘matrix’ of lines (Fig. 5c). The matrix was con-
structed by replicating a single line at multiple loca-
tions in the visual field. The line was oriented such
that its normal velocity was downward even when
the line was moving upward. At low contrasts, sub-
jects performed far below chance, indicating that
they perceived upward motion while the line actu-
ally moved downward. The authors proposed two
separate mechanisms to explain this finding, one
dealing with terminator (line endpoint) motion and
other with line motion. The terminator mechanism
was assumed to be active primarily at high contrasts
and the line strategy primarily at low contrasts.

We found that at low contrast, the ideal observer
also misperceived the direction of motion because the
likelihoods are broader and the estimator prefers the

normal velocity (which is slower than the true velocity). To obtain
a percentage of correct responses for the ideal observer, we assumed
that v* was corrupted by decision noise, and we calculated the prob-
ability that the corrupted v* was in the upward direction. The deci-
sion noise was Gaussian in velocity space. The standard deviation of
the decision noise determines the sharpness of the psychometric
function and was adjusted manually. The predicted percentage cor-
rect for the ideal observer was in accordance with human perception
(Fig. 5c, solid line).

Type I versus type II plaids: perceived direction
In the plaid literature, a distinction is often made between two
types of configuration: for a ‘type I’ plaid, the direction of the
veridical velocity lies between that of the two normal velocities;
for a ‘type II’ plaid, the veridical direction lies outside the two
normals17. In the latter case, the vector average is quite different
from the veridical velocity.

At low contrast, the perceived direction for type II plaids is
strongly biased in the direction of the vector average, and the
perceived direction of type I plaids is largely veridical. We replot-
ted data from a single subject who reported the perceived direc-
tion of a plaid under five different conditions17 (Fig. 5d, circles).

Fig. 4. Predictions of ideal observer for rhombus stimuli.
(a–c) Construction of the posterior distribution for the
rhombus stimuli. For clarity, likelihood functions for only
two locations are shown; the estimator used in our study
incorporated likelihoods from all locations. (d) Circles
show perceived direction for a single human subject as
rhombus angle was shifted gradually from thin to fat
rhombuses (all three subjects showed a similar effect, and
all gave informed consent to participate in the study).
Each subject was given 100 presentations. Solid line
shows the predictions of the Bayesian estimator com-
puted using equation (1), where the free parameter was
varied manually to fit the data. Dotted lines indicate the
predictions when the free parameter was decreased by a
factor of 10 (top dotted line) or increased by a factor of
10 (bottom line).

The simple ideal observer presented here does not predict
the quasilinear shape of the perceived relative speeds, nor does
it predict the lack of dependence on total contrast (it makes
slightly different predictions for maximum contrasts of 40%
and 70%, Fig. 5a). We also constructed a slightly more elabo-
rate model that can account for these effects in a more quanti-
tative manner (see Discussion).

Influence of contrast on perceived plaid direction
The perceived direction of a plaid depends on the relative con-
trast of the two constituent gratings20. We replotted data from
an experiment in which subjects reported the perceived direc-
tion of motion of symmetric plaids while the contrast ratio of
the two components was varied (Fig. 5b). Perceived direction
was always biased toward the normal direction of the higher-
contrast grating. The magnitude of the bias changed as a func-
tion of the total contrast of the plaid (the sum of the contrasts
of the two gratings). Increasing the contrast of both gratings
(while the ratio of contrasts is held fixed) resulted in a smaller
bias. The ideal observer shows a similar effect (E. P. Simoncelli &
D. J. Heeger, Invest. Opthal. Vis. Sci. Suppl. Abstr. 33, 954, 1992),
which again follows from the fact that at low contrast, there is
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Weiss, Adelson & Simoncelli, Nat Neuro, 2002 

• provides a very simple model  which explains a large variety of 

psychophysical effects / perception of plaids, rhombus and 

plaids, barber pole and effects of contrast [Weiss et al, 2004]

• Thomson effect: humans tend to underestimate speed at low 

contrast  (why drivers tend to speed up in the fog)

• Stocker & Simoncelli (2005) measure the shape of the prior.

• illusions as !optimal percepts".

interpreting motion : A Prior on Low Speeds (2)

•.... elegant psychophysics looking for neural basis.



• How do populations of neurons represent uncertainty ? 

• Does neural activity represent probabilities? (log probabilities?) 

• Can we distinguish stages where the likelihoods, priors, posterior 

could be !measured" experimentally ?

• Can networks of neurons implement optimal inference?

• How can we discover the priors used by the brain? 

• How can a prior be implemented? ( baseline - spontaneous activity, 

number of neurons, gain, connectivity?).

• Recently, active topic of theoretical research (A. Pouget, S. Deneve, 

P. Dayan, R. Rao).

• promising direction for PhD project :-)

Neural implementation ?

Thanks  !

•  Bayes" theorem is a result in probability theory 

that relates conditional probabilities P(A|B) and 

P(B|A)

• Given the likelihood and the prior, we can 

compute the posterior.

Bayes’ Theorem

P (h1|e) =
P (e|h1)P (h1)

P (e)
Reverend Thomas 
Bayes, 1702- 1761


